
PHYSICAL REVIEW B VOLUME 18, NUMBER 8 15 OCTOBER 1978

Mott distortion of the electron-hole fluid phase diagram
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Spectroscopic measurements of the electron-hole fluid in Ge indicate that the liquid-gas phase diagram is
distorted from that of simple fluids. This Mott distortion appears. as a broadening of the top of the phase
diagram with gas densities at least a factor of 3 lower than expected in the region near the Mott density.
The precise shape of the phase boundary in the high-density gas remains uncertain because of inadequacies in
our theoretical and experimental understanding of screening effects at finite temperatures. However, no first-
order Mott transition separate from the liquid-gas transition is found to- occur.

I. INTRODUCTION

Two phase transitions occur at once in photoex-
cited semiconductors at low temperatures when
the metallic electron-hole liquid condenses from
the insulating exciton gas. ' One of these transi-
tions is the liquid-gas and the other is the metal-
insulator. In 1943, Landau and Zeldovich' dis-
cussed the possibility, in principle, of these two

phase transitions occurring separately in the case
of liquid mercury. However, both transitions have
never been observed separately in the same sys-
tem. '

The electron-hole fluid is an unusually good can-
didate' for a system in which such a separation
might occur. Qn the one hand, based on the argu-
ments of Mott, ' one would expect the characteris-
tic density for the metal-insulator transition to be
that for which the screening length is of the order
of the excition Bohr radius. On the other hand, the
critical density for the liquid-gas phase transition
occurs' where the interparticle spacing is of the
order of the exciton Bohr radius. Because of the
light mass of the electrons and holes 3nd because
both can participate in the screening, the Mott
density, using either the Debye-Huckel or Fermi-
Thomas screening lengths, occurs over an order
of magnitude below the e-h liquid critical densi-
ty. In contrast, these densities are comparable
in mercury and o ther liquid metals. '

Although the possibility of two separate critical
points was not considered in the first measure-
ments of the e-h liquid critical point, ' a number of
theoretical discussions have been presented in-
cluding the extensive work by Ebeling, Kraeft, and
Kremp, ' and papers by Rice, 4 by Insepov, Norman,
and Shurova, ' and by Sander and Fairobent. ' I,ater
experimental studies"' suggested that the metal-
insulator transition might play a role in determin-
ing the shape of the liquid-gas phase diagram but
were unable to complete the picture. The possible
presence of e-h plasma in the gas phase was also

noted by Timusk, "Shah, Dayem, and orlock, "
and Miniscalco, Huang, and Salamon. "

It now appears that the luminescence from the
gas phase, which has been the source of all of the
experimental studies cited above, can be described
by a combination of trions, excitonic molecules,
and excitons at densities above the Mott criterion
in germanium. " This model is based upon the un-
certain approximations of considering the strongly.
interacting gas in terms of bound states and bands
in the continuum which are rigidly shifted
by screening effects. However, this model pro-
vides the first quantitative description of the lu-
minescence spectrum and the gas densitites in the
region of the phase diagram near the Mott transi-
tion. Based on these surprising results we have
been able to extend the spectroscopically deter-
mined gas phase boundary by about an order of
magnitude in density. The nearly complete phase
boundary then suggests that, although a separate
Mott transition does not not occur, there is a sub-
stantial distortion of the phase diagram from that
of simple fluids, Bn effect which we refer to as a
Mott distortion.

In Sec. II, we present a description of the exper-
imental apparatus. In Sec. III, we proceed through
the construction of the phase diagram and present
the evidence for a Mott distortion, with conclu-
sions presented in Sec. IV.

II. EXPERIMENTAL APPARATUS AND PROCEDURES

The most important aspects of the experimental
effort to delineate the phase diagram of the e-h
fluid are the spatial distribution of the e-h pair
density and temperature within the sample. In
earlier studies, "' the surface of a large sample
has usually been excited to obtain densities near
the liquid critical density. However, slightly low-
er densities in the gas can be attained with the
temperature under control using a nearly uniform
carrier density distribution in a surface-excited
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FIG. 1. Experimental apparatus. (a) Schematic dia-
gram indicating the conventional luminescence setup,
but with excitation of the sample on both sides using a
split, 1.06-pm Nd-YAlG laser beam. @) Cross-sec-
tional view of one of the samples used to obtain a nearly
homogeneous spatial distribution of photoexcited elec-
trons and holes.

thin sample. ""We discuss here our general ap-
paratus and the thin samples used for the latter
ease.

Figure 1(a) shows a schematic sketch of the
equipment indicating first, the Nd- YAlG laser,
operated cw at a wavelength of 1.06 p, m and a pow-
er of 5 W, used to photoexcite the e-h pairs. Be-
fore hitting the sample the beam was chopped at
13 Hz, filtered to remove the quartz-iodide exci-
tation light and to reduce the intensity, split into
two beams of equal intensity, and finally focussed
onto opposite sides of the sample. The sample was
cooled in a glass chamber of He exchange gas,
surrounded by superfluid 4He, vacuum chambers,
and liquid nitrogen. The luminescence was col-
lected from the sample with a lens and focused in-
to a Bausch and Lomb 50-em grating monochrom-
ator with f/4. 4 optics and with a grating blazed at
a wavelength of 1.& p, m. The output of the spec-
trometer was detected with a selected PbS detec-
tor, with cold cap and filters, cooled to 172 K
with liquid Freon 13. The detector output was
preamplified and fed into a PAR 124 lock-in am-
plifier-and then to a chart recorder. The spec-
trometer wavelength was monitored electronically
and also put into the chart recorder with a signal
accurately linear in wavelength.

For bulk sample pumping, near-hemisphere
samples were used as described previously. ' How-
ever, in an attempt to obtain nearly uniform car-
rier distributions, a bulk sample of purity n~ -n„
-10' cm, dislocation free, with a thin tail was
used as illustrated in Fig. 1(b). The flat tail in
several samples was approximately of dimensions
10x 2 x0.15 mm', with both sides ground flat,
polished heavily with Syton and then etched' with
Cp 4A (5 parts HN0„3 parts HF, and 3 parts
glacial acetic acid). A hole -was ground in the bulk
part of the sample away from the tail, as shown in
Fig. 1(b), to allow a carbon thermometer to be
glued inside with GE7031 varnish. The ends of the
hole were covered with small Ge crystals sealed
in place with the same adhesive. In this way the
outer surface of the sample was cooled by convec-

. tion of the He gas, while the thermometer main-
tained its primary thermal contact to the sample
by conduction.

In the measurements discussed below which were
performed on bulk samples, we were able to detect
no temperature difference between the thermom-
eter and the excitation region within our measure-
ment accuracy (~ 0.02 K, lowest accuracy for T
2 15 K). Checks were performed using the e-h
liquid luminescence lineshape as a thermometer
at powers up to 50 mW. A worst-case model" can
be constructed to understand this accurate temp-
erature sensing with a calculation of the spatial
temperature distribution. A sphere of Ge with
thermal conductivity Kr =10 W/cm K and an outer
surface (radius b 0.5 cm) at 7 K will have a tern
perature rise 4T on an inner sphere (of radius a)
that is a source of heat of magnitude Q: b,T =

Q(b -a)/ 4'&ab. This result indicates that a
temperature rise, which wmld fall off as 1/r,
would be discernible if a small enough excitation
spot was used. For our smallest spots (a =0.2
mm), we would expect 4T& 0.02 K at input powers
of 50 mW. Furthermore, we expect the real 4T to
be less than the model because of cooling along the
flat, photoexcited sample face.

For the samples with thin tails (thickness -150
pm) we observed measurable heating for the laser
spot far enough on the tail from the bulk part of the
sample. We tested temperature differences in this
case using the e-h liquid onset as well as the line-
shape, while moving the excitation spot from the
bulk along the tail. We were able to position the
beam, in all cases for the data presented below,
so that the bulk-tail temperature difference was
&0.1 K, provided that the laser power was re-
stricted. Because of this constraint on the laser
power (related partly to surface recombination) we
were only able to attain densities n -10"cm ' in
the thin tails, whereas in the case of surface
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pumping of bulk samples we were able to maintain
peak densities n-10" cm '.

The spatial distribution of carrier density was
our second major source of concern. In the bulk

samples the nonuniformity was substantial and
complicated any analysis of the phase diagram.
Studies of the spatial distribution in this case have
been carried out by a number of authors" and are
reviewed in Ref. 1. Within the thin tail the ap-
proach to homogeneity is substantially better, ""
Routinely, we have used spot sizes several times
bigger than the bulk exciton diffusion length, '"L D

=0.5 mm. Here, we assume that the density will
have an essentially one-dimensional variation near
the spot center and will vary as n =n,e"' &, de-
creasing from both equally excited surfaces along
the direction x perpendicular to the surface. A
small, square entrance slit was used at the spec-
trometer, with an image size of the slit on the
sample of 0.11 && 0.11 mm'. As a result, lumines-
cence from the excited region away from the spot
center was excluded from the observed spectra.
The density in the region observed will then vary
as n =n, (e "~~D+e '~ "~~~)

~ „,~, as illustrated in

Fig. 2. This variation could in principle be used to
refine the data analysis, assuming, of course, that
this simple form is not modified substantially by
surface recombination. However for a thickness
TV= 150 p, m and LD = 0.5 mm, the drop in density
between the surface and the sample center will be
1.1% in the ideal case so that we can neglect it
with better justification than that wi. th which it is
usually neglected.

III ~ CONSTRUCTION OF THE EXPERIMENTAL PHASE

DIAGRAM

We now discuss experimental measurements of
the phase boundaries of the e-h fluid in Ge. The
results of our determinations are summarized in
Fig. 3 along with measurements from other
sources. We shall review first the liquid densities
for T &6.4 K and then the gas densities along the
phase boundary. We reiterate two major points
regarding this analysis. First, both liquid and gas
boundaries (below T = 5.5 K) are calculated on an
equal footing from results of spectroscopic mea-
surements. Second, there is considerable uncer-
tainity in the density regions near T where the
liquid and gas luminescence lines overlap.

We shall also present measurements of the gas
density for temperatures in the range 5 K &T &T,
based on two methods of interpreting the lumines-
cence spectra. The first of these is the somewhat
uncertain use of onsets of luminescence signals
from the e-h liquid as temperature is lowered at
a set of constant excitation intensities in inhomog-
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eneously pumped samples. The second is a calcu-
lation of the gas density equivalent to that for the
excitons at T & 5 I, but inc luding, in addition, the
significant density of correlated electrons and

holes, trions, and excitonic molecules. This
calculation, given our analysis of the spectra in
this regime, extends the phase boundary by nearly
an order of magnitude, but not to densities above
101' cm-'.

The solid line in Fig. 3 which indicates the e-h
liquid phase boundary is a least-squares fit to a
series of points measured from the luminescence
spectrum by Thomas, Rice, and Hensel' and by
Thomas, Phillips, Rice, and Hensel. " This pro-
cedure follows the analysis initially used by Pok-
rovskii and Svistunova" and since used by a num-
ber of others for similar studies or refinements
of measurements in Ge (Benoit a, la Guillaume and

Poos, "Lo,"Martin and co-workers, ""and
Thomas and Capizzi"; see also Ref. 1). The e-h
liquid luminescence line is fit as described by
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FIG. 2. Detail of sample excitation scheme. (a) Thin
sample tail with large, uniform excitation spots on both
sides and a small collection cone. The square is an
image of the restricted spectrometer entrance slit. (b)
Idealized plot of the carrier density as a function of po-
sition within the thin tail as discussed in the text. It is
expected that surface recombination will reduce the sur-
face density from that shown but that the characteristic
length for density variations will be the exciton-diffusion
length. Dashed lines are contributions from each sur-
face; . solid line enclosing shaded area is renormalized
total density distribution.
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where the index i represents different types of
particles, the energy i is measured relative to
the bottom of the band eP, for the particle consid-
ered, &,(e) is the density of states, f, is the dis-
tribution function, and p. is the chemical potential
for the entire system. This equation is the source
of the estimates that we believe to provide the best
current values of density along the 8-0 fluid phase
boundary as shown by the solid lines in Fig. 3.

For the e-h liquid we need consider only one
term in Eq. (1), that due to the electrons (or
equivalently the holes). For this case the density
of states is given by

(2)
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FIG. 3. Phase diagram of the electron-hole fluid show-
ing equilibrium phase boundaries (solid lines) calculated
from the spectroscopic measurements and the new por-
tion of the phase boundary obtained by the same method
including trions and excitonic molecules (heavy dashed
line). Also shown are an alternative, equilibrium gas
boundary for ft) = 2.0 meV (light dashed line at low n),
and the gas-phase diagram for simple fluids (light dashed
line near Tc). Measurements of onsets at high density
(vertical bars, this work) are expected to closely ap-
proximate the equilibrium phase boundary, while those
at lower density [open squares from Timusk (Ref. 11)
and closed circles from Lo, Feldman, and Jeffries (Ref.
38)] differ from equilibrium as a result of hysteresis ef-
fects. The normalization of the high-temperature onsets
in the density region of substantial tr ion contributions
yields a revised estimate of the critical point at T~
=6.7+0.2 K and n = (6+1)x 10 cm, as shown. Below
T - 3 K the e-0 fluid system does not approach equilibri-
um as closely as above because of lifetime effects. As
a result the gas densities outside the e-h liquid under
Inost experimental conditions will be closer to data
points shown than to the thermodynamic phase diagram.

&@i 6 i E ~+@i

these authors and, from the fit, combined with the
condition that the densities of electrons and holes
be equal, the electron Fermi energy E~, is de-
termined (as well as the value for holes E»). With
this result, and the fact that the fit is reasonably
successful with a square- root density of s tates, we
can calculate the electron density (equal to the e-h
pair density).

A general formula for the particle density, which
can be used for the liquid case here as well as for
the gas constituents that we shall consider below,
can be written

I

where the degeneracy g, = 4, the density of states
mass ~~ 0 22~'p and ~p is the free-electron
mass. The distribution function is the Fermi func-
tion with the characteristic energy (determined
from the luminescence line shape fitting as noted
above)

0
p, —6 =EJ;

With these formulae we can evaluate Eq. (1) to ob-
tain the liquid density, but let us first consider
briefly the values of m~, and E~, to be used.
Thomas and Capizzi" have pointed out that the LO,
as well as the LA, phonon replica contributes to
the principal e-h liquid luminescence line in Ge
and that, including both, the best values of E~,
and E~„are reduced from those of Thomas, Rice
and HenseP by 3%. Previously Martin' &" obtained
a good fit to the TA replica (which is completely
resolved) and suggested that Ez, was smaller than
the value above by 4%. Similar a,nalysis of the TA
replica by Thomas and Capizzi yielded a reduction
of 3+ Rice" has found that the density calculated
from E~, will be modified by an enhancement in

m~ due to many-body renormalization effects in
the e-h. liquid. Martin et al."and Stormer" have
found that such an enhancement is required to fit
the dependence of the luminescence spectrum on
magnetic field. Not including the LO replica, their
analysis suggests a 10/0 larger m~, . The inclusion
of the LO replica in this analysis will not appre-
ciably modify the fitting since relatively sharp fea-
tures in the LA replica were considered. Combin-
ing this increase in n at T =0 with the above de-
creases in n from E~„we estimate a net increase
of =12% over the results of Ref. 5 so that

n~(T =0) =(2.6+0.1) x10"' cm ',
where we have estimated the uncertainty to try to
include the systematic variations discussed above.
The data of Ref. 5 has been shifted by a constant
factor in Fig. 3 to coincide with this value of
n~(T =0).
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Also shown in Fig. 3 along the liquid phase
boundary are some density measurements above T
=4.2 K obtained from the luminescence spectrum
by Martin, "solid circles. Up to a temperature of
6 K, both Thomas et al. ' and Martin" observe a
large thermal expansion as expected from theory.
Miniscalco et ai.'""do not observe such a density
reduction so we have only plotted their results at
low-pumping levels (open circles). Martin has al-
so extrapolated his measurements of E~, and E»
into the temperature region near the critical point
and this estimate gives a value of n =1.1 && 10"cm '
at T = 6.5—close to the solid line in Fig. 3. He es-
timated that T, is between 6.7 and 7.7 K, and we
would suggest that T, is near the lower edge of
this range because of the problem presented by
density gradients within the sample. Another ar-
gument, presented by Martin" for a lower T, is
that he used the exciton line shape with an approx-
imate density of states as a measure of the tem-
perature and found that the resulting T values were
systematically too high.

Severe density gradients are present. in samples
in which the carriers are created by surface pho-
toexcitation, and these gradients introduce a seri-
ous complication into the analysis of the phase di-
agram near the critical point. In the experiments
cited above, '"'" the excitation source was a Nd-
YAlG laser at X = 1.06 p. m, which is absorbed
within about 1 p, of the surface, or a shorter-wave-
length source. " On theoretical grounds we would
expect that the compressibility of the e-0 fluid
would tend to diverge near T,. Consequently, in
this region it might, be possible to create a high
density e-h plasma gas that would resemble the'
e-h liquid in terms of its luminescence. Less of
an effect would occur at higher or lower tempera-
tures. The intensity of luminescence from a high-
density plasma is amplified in the TA luminescence
replica because the energy dependence of the for-
bidden matrix elements enhances recombination at
large k values. ""

Some luminescence spectra from the LA replicas
which serve as examples of the density gradient
problems are shown in Fig. 4. The laser pumping
power is P =P„where P, is of the order of 50
m%. As can be seen from the data atT=6. 56 K and
T =6.72 K, it is tempting to analyze the spectra in
terms of the presence of some liquid. However,
we note that the most rapid change in the spectrum
occurs when the sample is cooled to T = 6.42 K.
Thomas ef a/. ' have associated this rapid change
with the liquid onset based on the expectation that
some changes will occur above T, due to the vary-
ing compressibility of the fluid and to fluctuations.
Furthermore, we expect that the phase diagram
will be flat near T„qualitatively similar to that
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FIG. 4. Illustration of luminescence onset ambiguity
present in defining the onset temperature. In this set of
data the phase boundary is assumed to occur between T
=6.72 and 6.42 K, where the rapid variation in the line
shape is occurring as shown. Luminescence from a re-
gion of high-density plasma is observed above T, in this
experiment because surface pumping of a large sample
is used. These spectra define an onset data point as
shown by a vertical bar in Fig. 3.

for simple fluids, so that a rapid change in the
liquid density will occur as the temperature is
lowered through T, at constant P even with a sub-
stantial density gradient present. A second con-
sequence of the relatively flat top of the phase di-
agram is that in this regime the onset tempera-
tures should vary only slowly with pumping power.
An observation of such nearly temperature-inde-
pendent onsets is shown in the comparison of Figs.
4 and 5. In Fig. 5, a rapid change in the spectrum
is observed between T =6.56 and 6.42 K, as in Fig.
4, although the excitation intensity is lowered by
about 3.

Figures 4 and 5 also serve as examples of the
onset measurements made along the gas phase
boundary between 5 K and the critical region. The
data shown, near T„are by far the most ambig-
uous from the point of view of determining the on-
set temperatures. At lower T, the difference be-
tween the liquid and gas densities rapidly becomes
more clearly discernible as the two luminescence
lines become increasingly separated. These onset
measurements are shown as vertical bars in Fig.
3, with the bar length serving to represent an es-
timate of the uncertainty. As noted by Thomas et'

al. , ' the densities of these onsets can only be esti-
mated crudely in absolute terms, but the relative
values are determined directly, provided that the
density scales linearly with the pumping power.
While such linearity is not present in thin sam-
ples, "due partly to strong surface recombination,
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FIG. 5. Illustration of luminescence onset measure-
ment as in Fig. 4, but at 3 lower power. These two on-
sets are seen to occur at essentially the same tempera-
ture as is expected near the critical density. The onset
temperature becomes increasingly better defined as den-
sity is lowered.

we find deviations to be small in the gas, away
from T„ in the large samples studied here. How-
ever, if such linearity held strictly it would be
surprising because the lifetime of the correlated
e-h fluid should vary with density. '

In the original measurements' of the phase dia-
gram near T, these high-temperature onsets were
located in absolute density using the phase diagram
for simple fluids. We can now relax that assump-
tion using the model of the high-density gas pro-
posed by Thomas and Rice'4 in terms of the ab-
sence of a Mott transition and the presence of tri-
ons and excitonic molecules. Based on that work
we can calculate the gas densities for tempera-
tures well above 4.2 K based on the spectroscopic
measurements. 'Then we can use these spectro-
scopic densities to normalize the onset measure-
ments at a temperature near T =5.5 K as has been
done in Fig. 3. We turn next to the method by
which the spectroscopic gas densities are obtained
and then shall return to a summary of the results
and discuss the observation of a substantial devia-
tion from the phase diagram for simple fluids in
Sec. IV.

The solid line in Fig. 3 which indicates the exci-
ton saturated vapor pressure in thermal equilib-
rium is constructed from the luninescence'spec-
trum as discussed by Thomas, Frova, Hensel,
Miller, and Lee, ' i.e., - it is calculated from the

measured condensation energy of excitons and the
density of states for free excitons, assuming ther-
mal equilibrium. 'The line-shape analysis involved
has been used in approximate form by a number of
workers to analyze the exciton luminescence in Ge
(Benoit a, la Guillaume and Voos, "Lo,"and Mar-
tin"; see also Ref. 1).

Thomas et al. ' used the absorption coefficient"
of the excitons (two-particle bound state) as a
measure of their density of states Q, according to

&2(~) = o', (~)/o'„ (5)

with n, a constant determined by equating
lim, 0o.2(e) to the theoretical density of states at
the band edge, corrected for experimental resolu-
tion (( )s), according to

limo. 2(a )
6~0 6)0 (Q /2v2)(2222 /@2)3/2g1/2)

where g, = 16 and m2 = 0.335m0. [Kamerman and
Feldman" have used a calculated D2(e) (Ref. 34) in

a similar procedure. ] Fitting both the exciton and
the e-A, liquid line shapes in the ways described
above provides us with the energy position of the
chemical potential p' (at the upper edge of the liq-
uid line) and also the bottom of the exciton band c2,
with their difference defined as Q(T). The temper-
ature dependence of Q arises only because p,

' is
temperature dependent, "since the small changes
in E,' due to collision broadening are negligible. '

At suitably low temperatures, Eq. (1) can be ap-
plied to the gas with the inclusion of only one term,
that due to the excitons. Below, we shall general-
ize this result to extend the calculation to temper-
atures above 5 K. For the exciton gas the density
of states is given by Eqs. (5) and (6). The dis-
tribution function is the Bose-Einstein function,
but at the low densities that we consider here, the
Boltzman and Bose-Einstein functions are indis-
tinguishable. The characteristic energy is Q(T)—
as noted above, so that f2(c+&t (T)) =exp[-(f+Q)/
kTt. Using these results in Eq. (1) we have cal-
culated the solid line in Fig. 3, as has been done
previously, ' using Q(T) = 1.8+ 2.2(ks T)'meV.

The position in density of the exciton phase
boundary depends exponentially on the va, lue of Q.
Since a wide range of values has been reported, '
we shall review them briefly. We shall not use the
values obtained by a direct analysis of low-tem-
perature (T &4.2 K) onsets and decay kinetics of
the e-h liquid (pokrovskii, 3"34 Hensel et a/. ,

37 Lo
et a/. ,"McGroddy et al. ,

"Gershenzon et al. ,"
Timusk, "Benoit a la Guillaume et a/. ,"Wester-
velt ef al, 4' and Fujii and Otsuka"), but rather
the more detailed analyses of this type of mea-
surement in terms of supersaturation effects
(Westervelt et al. 44 and Etienne et al. 43) which give
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the value'4 of @=1.9+ 0.2 meV, consistent with
(but, we believe, less accurate than) the spectro-
scopic measurements. Approximate analyses of
the exciton line and its position relative to the e-h
liquid by Benoit a, la, Quillaume and Voos, "by Lo,"
and by Martin" gave values of Q(0) =2.0, 2.06
+0.15, and 2.25+0.15 meV. An analysis using
measured values of the absorption coefficient by
Thomas et al."gave Q(0) = 1.8 + 0.2 meV and a
comparable a,nalysis by Kamerman and Feldman"
using the theoretical density of states of Lipari and
Alterelli" gave $(0) =1.9+0.2 meV. Although we
have needed(0)=1. 8 meV in Fig. 3, we also show
the gas phase boundary for Q(0) =2.0 meV by the
long-dashed line.

An important aspect of the supersaturation ef-
fects mentioned above, for purposes of construct-
ing the phase diagram, is that they are reduced at
higher temperatures. Consequently, we expect
that the "equilibrium" phase boundary will be clos-
er in density to that determined from onsets as the
temperature is raised. This coincidence, is a nec-
essary assumption in the normalization of the on-
sets in Fig. 3 with the calculated, equilibrium gas
density at T =5.5 K.

Based on the liquid densities above n =10"cm '
and the gas densities below n =10" cm ', Thomas
et al. ' suggested that there were probably substan-
tial deviations from the phase diagram of simple
fluids. Thoma, s" has reitera. ted this point and in
our work here our major result is the confirmation
of this conclusion based on an interpretation of the
entire density range. In the context of the various
mea, sured values of $(0) discussed above, we note
that if a larger value of $(0) is chosen, the devia-
tion from the simple fluids phase diagram will be
larger than tha, t shown in Fig. 3.

%e turn now to the extension of the gas phase
boundary above T-5 K. Thomas, Rice and Hensel'
noted that, along this boundary, the luminescence
line from the gas began to differ from that expect-
ed for excitons at n -4 && 10" cm ', as indicated by
the fact that the lower edge of the line moved to
lower energy at higher density (see Fig. 3 of Ref.
5). They also noted that this density is of the or-
der of the Mott density ca,lculated using Debye-
HGckel sc reening.

The Mott density is conceptually crucial to our
understanding of the phase diagram. As discussed
by Brinkman and Rice" and by Rice' in the context
of the electron-hole fluid, a first-order phase tran-
sition should occur at T =0 at a density where the
screening length is of the order of the exciton Bohr
radius. For the degenerate statistics which hold
T =0, the Fermi-Thomas screening length gives a
Mott density n~, « = (3/4n)/(9 9ax)'= l.7)& 10".cm ',
as indicated by the arrow labelled n~,« in Fig. 3.

age /K 8 /Kg
X

(8)

where' &~, =4.15 meV, sl2:0 335tplp and Qx:114A
for Ge. Using Mott's most recent evaluation' of
the screening wave vector q„at the metal-insula-
tor transition, we would expect the disappearance
of bound states at q~a~= 1.19; or using q& and solv-
ing for the Mott density ri„, extended to T&0,

n„= (k,T/&x, )11ma3x. (9)

However, we find, as discussed previously by
Thomas and Rice, that the luminescence from the
gas above this density cannot be fit with the line
shape for the recombination of electrons and holes
f rom parabolic bands.

The luminescence line shape can be rather well
fit by a combination of excitons and trions. This
surprising result presents a serious dilemma in
analyzing the gas densities in the region above n„
because none of the theories involving bound states
should be applicable. We shall adopt an ad hoc
resolution of this problem by assuming that g sup-
pression of the effects of screening occurs that is
sufficient to move the metal-insulator transition
density to values substantially above n„. We shall
then proceed to analyze the thermodynamics of the
gas using bound states and assuming that the (re-
duced) screening effects only produce rigid energy
shifts in the ba.nds.

In order to parametrize the observed apparent
reduction in screening we shall use the formula of
Ebeling, Kraeft, and Kremp' for the band gap re-
duction relative to the exciton band edge. These
authors approximated the infinite series of screen-
ing terms that contribute to this reduction by a
correction which is physically like an ineffective-
ness of the Debye-Haeckel screening at high densi-
ties because of the deBroglie thermal wavelength,
which we define as

An interesting possibility is that this concept could
be extended to finite temperatures with the result
that two critical points appear as discussed by
Landau and geldovich. ' Since the temperatures
and densities of interest for the e-h fluid are such'
that the e-h ga,s turns out to be nondegenerate,
Debye-Huckel screening needs to be considered.

The Debye-HGckel screening wave vector q~ can
be written

qn = [8n(E„,/ksT)axn']"~',

where here, as below, we shall assume that the
characteristic length and energy for the screening
by the electrons, holes and trions (whose density
sum is n' =n, +n„+nr +mr+) are those of the exciton.
The exciton ionization energy at zero density E~,
is related to the exciton Bohr radius ax by
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A = 2a, (mE~, /ks T )
' I' .

The exciton ionization energy is then given by

E&(n') = E~,[1—2qDa~/(1+ cAq~)],

(10)

where c is a constant which we shall consider to be
an arbitrary number to explain the apparent per-
sistence of bound states above n&. Ebeling et al. '
have estimated the value of c to be —,

' in their ap-
proximate calculation. In any case, the theory for
E~(n') is valid only for n' «n„although we shall
use the formula primarily at densities near and
above n„. We can solve for the density n&i at
which E& goes to zero to obtain an estimate of the
metal-insulator transition that is implied by our
parametriz ation:

0
2E

LLI

C=)/6

(I, T/E, )/22va'
kfl (1 cP/2a )2 (12)

Since the densities near T = 6 K are important in
our attempts to understand the phase diagram, let
us evaluate n~z at this point in order to consider
the influence of the constant c. Here, ksT/Ez, —-',

and A = 10az, so that 2q~a, = 1.11(n' x 10")'i' and

n„z(6K) = 8.1x 10" cm '/(1 —5c)'.

X)~(e) = (g)l~/2v')(2m~/I')'i'e' ',
and distribution functions of the form

(14)

We see that n~r is sensitive to the value of c and is
singula, r at c = -'. Thomas and Rice evaluated g for
slightly different parameters and, for their choice,
n» becomes infinite at c =0.38. Using the sa,me
numerical values as in our n„r, we can plot Ez(n')
as an illustration of the influence of the deBroglie
wavelength correction. In Fig. 6 we show E~ a,s a
function of n' for c =0, &, and &. We see that with
increasing c, n„l becomes greater than e„as ap-
pa. rently required by our data and we note that c
= & is of the right order for our data and that of
Thomas and Rice.

Under the assumptions that we have bound states
above n~ and that we can describe Ex(n') in an ap-
proximate, empirical way, we can then calculate
the gas side of the phase boundary for the e-h fluid.
For this ca,se, in which there are significant num-
bers of correlated e-h pairs, excitons, trions, and
molecules, we calculate the total density a,s a sum
of several contributions using Eg. (1). We shall
use densities of states of the form

-1
0

I I

4 6
n (cm ')

10

FIG. 6. Theoretical variation of the exciton ionization
energy as a function of the density of charged particles
for different magnitudes of the screening reduction due
to the particles' de Broglie wavelength as discussed in
the text. The heavy dashed part of the phase diagram in
Fig. 3 is obtained using Ex(g~) with c= &.

region where excitons predominate. The result of
this calculation is shown as the da, shed line at high
gas densities in Fig. 3. The presence of particles
other than excitons becomes discernible for tem-
peratures above about 5.5 K. The curve is seen to
coincide rather well with the onset measurements
up to nearly 6 K. Although this calculation extends
the gas boundary somewhat, it is doubtful for ri
~ 10"because the screening effects are even
larger. However, this result does cover the re-
gion near the Mott density as determined from the
simple Debye-Huckel screening length and quanti-
tatively describes the apparent absence of a Mott
transition. Combining all. the results discussed,
we find the critical point to be at T,=6.7+0.2 K
and n, =(6+1)x 10" cm '.

TABLE I. Values of g, and m, are approximate values
assuming the predominance of heavy hol. es and the geo-
metric mean of values of g, for positive and negative par-
ticles. The entries l, are the numbers of e-~ pairs in the
jth type of complex, counting both positive and negative
particles.

f&(& —p + e,~) = exp[(—e&+j p/2)ks T, (15)
Particle g, l, m,

where the values of the parameters are given in
Table L We shall use Ez(n') with c= z as dis-
cussed above. In this way we can extend the cal-
culated equilibrium position of the gas phase
boundary to higher density from the low-density

Electrons and
holes

Excitons
Trions
Biexcitons

4 1 0.28 Eg/2 =24 K

&6 1 0.335 08' 8 0.615 Eg/2 —Er = 22 K
28 2 0.67 -E~ = -2 K
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FIG. 7. Phase diagram of the e-h fluid in Ge. This
plot summarizes the results of Fig. 3. The anomalously
low density in the gas near the critical point, compared
to that in simple fluids, is labelled a Mott distortion.
This distortion may, in a loose sense, be a remnant of
of Mott transition (dashed curve, for example) that is
eclipsed by the liquid-gas phase transition. '

A point of
view that is consistent with our measurements and anal-
ysis is that the liquid-gas transition is the Mott transi-
tion, except near T~.

IV. CONCLUSION

We find that the phase diagram of the electron-
hole fluid in optically pumped pure Ge is distorted
from that expected for simple fluids as shown in
Fig. 3. We reach this conclusion based on a com-
bination of results from a series of experiments
on both the e-h liquid and the exciton" gas. The
central new approximation which allows us to ex-
tend this picture is the observation that the line
shape of luminescence from the high density gas
can be fit by a combination of excitons, trions, and
biexcitons. From the relative numbers of trions
compared to excitons, an ad hoc description of the
density dependence of the ionized carrier band edge
can be obtained. This analysis in terms of a dom-
inance by simple bound states above the Mott den-
sity is of uncertain validity because it does not
treat the strong interactions that may distort the
densities of states. However, it allows us to put
forward a quantitative presentation of our results.

For the composition of the gas given by our fit

to the luminescence line, we have written the phase
boundary which follows from a straightforward ap-
plication of thermodynamics on the same footing as
the determination of the 8-h liquid boundary. How-
ever, the phase boundary below the critical region
in the high-density gas is uncertain in our view for
two rea, sons. First, the effects of screening at n
&n„remain without an adequate theoretical treat-
ment and require further experimental study. Sec-
ond, the luminescence line shape and onset data
obtained from samples with a severe density gra-
dient provide information that is of unsatisfactory
quality near the critical point. Although these fac-
tors leave the precise shape of the phase boundary
uncertain, it is certainly broader in density near
the critical point than previously believed.

We have referred to this broadening as a Mott
distortion because of the possibility that the Mott
transition and the liquid-gas transition affect each
other and that the liquid-gas phase boundary eclip-
ses the metal-insulator phase boundary. Rice' has
discussed the two characteristic densities of the
metal-insulator transition at T = 0 which allow us
to make the arbitrary sketch shown in Fig. 7. As
the density of excitons is increased, their wave
function overlap will be sufficient (without the
presence of free carriers) to cause an ionization
collapse at n~z= 3/4m(2a~)3 = 2 & 10" cm '. This
density is shown as the lower edge of the metallic
phase in Fig. 7. The second (lower) density is the
usual Mott density with Thomas-Fermi screening,
where excitons would be able to form due to re-
duced screening as density is reduced in the metal-
lic phase. 'This value is shown as the upper edge
of the insulating phase. The entire phase boundary
for a possible metal-insulator phase separation
(dashed line in Fig. 7) sketched from these two
densities is, of course, inaccessible experimen-
tally within the liquid-gas density separation re-
gion. However, it seems plausible that the Mott
distortion as described above might be thought of
as resulting from the metal-insulator evolution
above the T, for the Mott transition.

In summary, we have completed a thermodynam-
ic description, based on spectroscopic measure-
ments, of the phase separation associated with the
liquid-gas transition in the electron-hole fluid.
The liquid is metallic at all densities. The gas
evolves gradually from this metallic state near the
liquid-gas critical density to an ensemble of bound
and ionized states at low densities. As a result of
this evolution, -loosely termed a metal-insulator
"transition, " the liquid-gas phase boundary is dis-
torted from that of simple fluids.
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