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Effects of finite size on critical yhenomena: The resistivity anomaly in Ni films
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The electrical resistivity of Ni fihns ranging in thickness from 250 to 24000 A has been measured precisely
near the Curie point. A shift in the temperature of the point where d p/dT is maximum is observed which

goes as n ",where n is the number of atomic layers and the shift exponent X is found to be 1.01+0.10.
The amplitude of the dp/dT anomaly is observed to go as ln(n). Moreover, the shape of the anomaly is
observed to broaden as one decreases n. Attempts to scale the data for all films along the lines suggested by
Fisher and Barber are only partially successful and gave a rounding exponent 8 of about 0.6. This value of
8 is not considered to be reliable.

I. INTRODUCTION

In recent years there has been considerable in-
terest in the behavior of systems undergoing criti-
cal-point phase transitions. ' ' Theorists have
been quite successful' in explaining the experiment-
al results obtained for a wide range of systems
such as ferromagnets, ferroelectrics, superfluids
and liquid-gas systems. For the most part these
experiments have been performed with three-
dimensional bulk samples. Theory, however,
deals with systems of various dimensions and it is
found that the behavior of a system at a critical
point is very dependent on the dimensionality of the
system. This investigation was begun to study the
fundamental differences in behavior that can arise
in a sample of restricted dimensionality. In a
thin-film sample one can expect that a crossover
from three-dimensional-like behavior to two-
dimensional behavior might take place when the
temperature-dependent correlation length 5(T) is
comparable to the thickness t. g(T) is
given by

g(T) =$,e (1.1)
O

with (o typically of order 2 A, the correlation ex-
ponent tt about s, and e = (T —T, )/T„one finds that
for & -10 ' the correlation length is about 200 +.
Thus in the case of the ferromagnetic transition in
Ni films one would expect the crossover region to
occur about 0.6 K above the transition for a 200-+-
thick film. In fact, one would expect significant
modifications of the behavior to occur well above
this temperature since those portions of the film
near the boundaries will be affected when ((T) is
considerably less than ~.

Fisher and Barber' have predicted the effects
of finite size on critical properties such as the
specific heat and susceptibility. In particular,
they predict a shift in the transition temperature
&„and a reduction in the amplitude and a rounding
of the anomaly. They in fact propose an extended

scaling scheme wherein film-thickness invariant
behavior can be obtained if both the property and
the temperature are scaled by appropriate powers
of the film thickness. Their predictions are qual|-
tatively depicted in Fig. 1.

We have made precise measurements of the
electrical resistivity p of Ni films ranging in thick-
ness from 250 to 24000 A . Since tip /dT has been
shown'' to be proportional to the specific heat in
this system we have compared our results to the
&, shifts, amplitude, and broadening predictions
of Fisher and Barber. 6 A brief review of current
theor ies of size effects on critical behavior is pre-
sented in Sec. II. Previous experimental work is
summarized in Sec. III. Section IV explains the
reasons for choosing to study the electrical resist-
ivity of nickel and outlines experimental proced-
ures. Section V contains the results and analysis
of the experiment.
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FIG. 1. Plot showing the predicted qualitative thick-
ness dependence of some quantity Y that is divergent in
a bulk system. Film 1 is thinner than film 2 and shows
a greater depression in T, and a broader and lower peak.
The shift in T~ of the two thinner films is referenced
against the transition temperature of an infinitely thick
film.
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II. THEORY OF FINITE- SIZE EFFECTS IN CRITICAL
PHENOMENA

At present there is no theory which directly
deals with the effects of finite size on the resisti-
vity anomalies studies in this work. However,
there does exist considerable theoretical' ' "
work concerning the effects of finite size on ther-
modynamic quantities, such as the specific heat
and susceptibility. Furthermore, as noted in the
introduction, there exists a successful theory of
resistivity anomalies in bulk ferromagnets pro-
posed by Fisher and Langer, ' which predicts that
the quantity of interest in these studies dp/dT
should be proportional to the specific heat near &,.
Since it is quite likely that this theory remains
valid for films (at least for those of sufficiently
large thickness} it seems reasonable to use the
theoretical predictions for the effects of finite
size on the specific heat as a guide in the present
studies on dp/dT. In this section, the results of
current theory for the effects of finite size on
thermodynamic quantities will be discussed. It
is to be hoped that theorist will soon attack direct-
ly the effects of finite size on the transport ano-
malies such as &p/dT, so that direct comparison
of the results of this study with a theory for
&P/dT can be made. In the absence of such a
theory, however, the present thermodynamic pre-
dictions can serve as a guide.

The theoretical results summarized here" are
applicable in general to "thick" films i.e., t 30(0.
It should also be noted that the films in this ex-
perimental study fall into the thick range as for
nickel, 50 2 &, and the thicknesses were in the
range 250 &«&25 000 A..

The simplest manifestation of a finite size effect
is that the critical temperature is shifted when
one makes one of the dimensions finite. Further-
more, the amount of this shift depends on the
thickness t of the film. The shift in the critical
temperature can be characterized by a critical
exponent & such that

(T.(")—T. (t )1/T. (")-bit", (2.1)

where T, (~}denotes the critical temperature of
the bulk system, T,(t) that of the finite system,
and & is a constant. If the finite system does not
have a true critical point, as is often the case, one
may still be able to talk about a "pseudocritical
point" defined, for example, as the temperature
where the specific heat is a maximum.

Another result of the theory is that the "cross-
over" temperature &*(&) at which the film switches
from three- to two-dimensional behavior is char-
acterized by a "crossover" exponent ~, such that

&*(t)=P'*-T.(t )1/T.(") &/t' (2.2)

The definition of the crossover temperature &*(&)
is not unique, as there is really a "crossover re-
gion" in which the system changes over from
three- to two- dimensional behavior.

Fisher and Barber' introduced the theory of
finite size scaling, in which they postulated that
a property Y (such as the specific heat) obeys

Y(T, n) -n~y(net) (2.3)

where t na (a is the atomic length of lattice spa-
cing), ~ =I/&, where & is the three-dimensional
correlation length exponent and & =[7 —T, (& }]/'
T,(~}. This is simply the statement that X(T, &)
is not a function of two independent variables & and
, but rather a function only of the combination
S=-«(which is proportional to (t/()' ~ so that the
only relevant scale is f /5).

Several predictions follow if the scaling ansatz
is correct. In particular, for the special case
where Y-ln(&) one must have

Y(T, (n), n}=Y (n)-in(n) . (2.4)

Next, the relevancy of this theory to the present
work should be noted. To begin with, the notions
of a temperature shift and crossover behavior
should hold equally well for transport anomalies,
such as dp/&T, as for the thermodynamic proper-
ties discussed above. In addition, if the Fisher-
Langer' theory remains valid for films, one would
have

dp
dT
—-C (2.5)

and in particular the finite size scaling theory for
the specific heat would lead one to expect from
Eq. (2.3) that

p =n ' x(&'~"~), (2.6)dt
where ~& denotes the specific heat exponent of the
d-dimensional system. Even if the Fisher-Langer'
theory did not apply to nickel films, one might still
expect dp/&T to satisfy Eq. (2.3) but without re-
quiring & =o.',/& as is predicted above.

The theory outlined above indicates three areas
which might be investigated experimentally. The
first area is the determination of the shift exponent

The second the value of the crossover exponent
~. And the third is to study the nature of the ampli-
tude A(+). There are at present several predictions
as to what one might expect. There is the "naive"
mean-field prediction proposed by Fisher and
Ferdinand'4 in which ~ =1. There is also a "true"
mean-field prediction of ~ =2 first proposed by
Binder and Hohenberg'0 and subsequently rederived
by Domb. " There is also a scaling theory of Fish-
er and Barbers and of Binder- and Hohenberg'
which predicts & =1/&. Finally Domb" has argued
that in addition to the effect leading to & =1/v
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there is also a competing effect which leads to ~

=1+g, where g is the order-parameter correla-
tion function exponent, which in the Heisenberg
model is approximately p =0.04.

The prediction on the behavior of the amplitude
for the case where the property &(&) shows a
logarithmic signularity, such as the case of the
specific heat, is that one should see a In(&) de-
pendence. If one looks at dp/dT for nickel [and
assumes that I'(n) for the two-dimensional film
remains finite, as seems likely], "one would ex-
pect to see the amplitude go as & "=n' ', which
is quite difficult to distinguish from a In(&) de-
pendence.

In Sec. V we analyze our data for ¹ifilms in
terms of the theoretical results mentioned above.
In particular, we analyze the thickness dependence
of the shift in &, and the amplitude of the anomaly
as well as attempting to determine the crossover
or rounding exponent ~.

III. EXPERIMENTAL BACKGROUND

A. General remarks

Although there have been some experimental
studies" "on the thickness dependence of the
Curie temperature in nickel films, the data from
these studies are not of high enough quality to be
compared with the current theories. There are
several experimental areas which need attention
in order to improve the quality of the data. First,
the films of past studies were, in general, too
thin for one to observe crossover phenomena. The
films ranged in thickness from less than 20 A to
about 2000 ~. In the lower part of this range the
films are about 10 atomic layers in thickness;
this can lead to complications due to quantum-
mechanical size effects. It is also quite difficult
to insure that the thinner films are smooth and of
uniform thickness since the surface tension tends
to make then "aggregate. "

A second problem in
earlier work is the lack of attention given to uni-
form sample temperature and precision tempera-
ture measurement. Large temperature gradients
across a sample smear out the transition and make
the precise determination of &, difficult. A third
pzoblem is that very little data were taken, es-
pecially close to the transition temperature. Re-
lated to this problem is the method by which &,

. is chosen, which can lead to large uncertainties.
Theory suggests that for a film of about 100

atomic layers one must approach the critical point
to within about one degree in order that the corre-
lation length become about the same order of mag-
nitude as the film thickness. Thicker films re-
quire an even closer approach to &, for this to
happen. While the effects of finite sample size

should manifest themselves even when the corre-
lation length is smaller than the film thickness
(that is, when one is further from &, than, one de-
gree from a 250-A film) the data from previous
work is much too crude to compare with current
theories.

B. Magnetization studies

The earliest determinations"' "of the thickness
dependence. of the Curie temperature in nickel
films were from studies on the saturation magnet-
ization. These works covered a thickness range
of from 20 & to about 500 A. They showd a dra-
matic lowering of the transition temperature for
the very thin films, as much as 300 K for a 20-A
film. For thicker films, they found "little change"
from the bulk value where "little change" was
meant to be a shift of as much as 50 K. There are
several problems with this early work. First,
the films were grown in a relatively poor vacuum
(10 ' Torr) and, therefore, probably contained a
great deal of trapped gas. This can have the effect
of increasing the lattice spacing and thereby weak-
ening the effective magnetic interaction thus lead-
ing to an exaggerated depression in &,. A second
problem was that the applied magnetic field was
rather low (& 400 Oe), which was too weak to sat-
urate the specimens. Later work" done in com-
parable vacuums but with higher fields (10 kOe)
showed less lowering of &,. Perhaps even more
important is the fact that data from one study"
was taken only in the temperature range of —100'C
to +200 'C. The magnetization versus temperature
curves were extrapolated to find &,. Using such a
method to accurately determine &, must be viewed
with much skepticism. Later work" improved on
these early studies by making films in an ultra-
high vacuum system and by applying fields of
10 kOe. These films apparently contained much
less trapped gas and showed less lowering of the
transition temperature. These films were also
quite thin, ranging from 3 to 200 L. Moreover,
data was taken only at 7'7 and 300 K and the transi-
tion temperature was inferred from this data so
that precise location of &, is questionable. Figure
2 shows the thickness dependence of the shift in
&, found by several authors.

C. Resistivity and other transport measurements

Magnetization studies of thin films prove to be
difficult to perform. Other experimenters" "
tried using the anomaly in the resistivity to locate

Early work'0 was on very thin films (&100 &).
This study showed a large depression of &, with
decreasing thickness; however, no information
about pressure during evaporation or rate of
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FIG. 2. Plotof the transitiontemperature T divided by
the bulk transition temperature Tz versus film thick-
ness in Angstrom units for various authors (Ref. 25).
~ Drigo; 8 Crittenden and Hoffman; V Neugebauer; U
Morita and Taniyama (technical vacuum); && Morita and
Taniyama (ultrahigh vacuum). The inset shows the re-
sults of this work in this thickness range.

evaporation was given. Only about eight data
points were taken over the temperature range of
300 to 400'C and their ability to accurately deter-
mine &, is in doubt.

Later work was presented in series of three
papers" "which considered the effects of impur-
ities entering the films in various ways. These
studies were done primarily on films from about

0
50 to 1000 A and showed considerable scatter
however, they do point out many problems to be
avoided if one wishes to make high quality nickel
films.

The first paper" attempted to'determine the ef-
fect of impurities by varying the ratio of the resi-
dual pressure to the rate of evaporation from 10 '
to 10 ' Torr A 'sec. The films were coated with
magnesium fluoride after evaporation to avoid ox-
idation. It was found that films that were made
with a larger vacuum to evaporate rate ratio had
lower transition temperatures indicating the irn-
portance of residual gas in the films.

The second paper" in the series considered the
effect of outgassing the substrates for different
lengths of time before evaporation and the effect
of exposing the film to air after evaporation. It
was thought that gas molecules adhering to the
surface of the substrate would be trapped by the
evaporated film and diffuse into the film as it
annealed. Gas molecules could also adhere to the
film after it had been made and then diffuse into
it. The ratio of pressure to evaporation rate in
this study was 10 Torr A ' sec. Although the
data showed much scatter, it was clear that resi-
dual gas could enter the film from the substrate
surface or from exposure to air and thus lower &,.
X-ray studies of the films showed that the thinnest
films had an increase in their lattice spacing while
the films thicker than 200 A showed bulk lattice

spacing.
The third paper" in the series used an ultrahigh

vacuum system obtaining a vacuum-to-rate of
about 10 ' Torr A ' sec. The substrates were out-
gassed for about one day at 400'C before evapora-
tion took place. The films were not exposed to
atmosphere after fabrication. The transition tem-
perature was determined from electrical resist-
ance, magnetoresistance, and Hall-effect curves.
Data was taken about 10'C apart in the range
300-400'C. Again &, was found by locating the
sharp break in the appropriate curve. The results
were much like before, little depression in &,
for the thicker films but with too much scatter to
compare with current theories. Figure 2 shows
the shift in &, found in this final study.

While these studies show how to make a high
quality nickel film, they do not address them-
selves to the problem of taking high-quality data
close to the transition point. Taking data points
10'C apart means that one can approach the trans-
ition point only to within an & of about 10 '. This
makes the location of a break in a resistance
versus temperature curve good to ~ 10'C at best.
See Fig. 3, which shows data from the third paper.
The location of the transition temperature is
probably known with even less precision since T,
is the point of maximum slope in the resistance
versus temperature curve. This point occurs at
a lower temperature than the "break" in the curve.
The effect being looked for should give shifts in
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FIG. 3. Plot of resistance versus temperature from
200 to 400 'C for a nickel film of 220 A Qforita and
Tanayama) .
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&, much smaller than 10'C for thicker films, so a
better method of finding &, is required.

Zumsteg and Parks' and that temperature deriva-
tive of the resistivity goes as the specific heat.

IV. EXPERIMENTAL PROCEDURES

A. Choice of system to study

In order to experimentally study the effects of
finite samples size, one must be careful in the
choice of an experimental system. The films
must be of high quality, having well-defined bulk-
like transitions in the extremely thick limit and

be of uniform thickness. They must have few
imperfections or impurities. They must remain
stable during the course of the experiment.
Since existing theories deal with films in the limit
where the number of atomic layers becomes
large, one must be able to grow thick films. The
films must also have a transition temperature
that is convenient to obtain experimentally and

where good thermometry exists. Many systems
were ruled out because they did not meet these
criteria; among them were superfluid helium,
rare-earth magnets, intermetallic compound
magnets, and order-disorder materials. How-

ever, nickel meets all these criteria and is an
ideal candidate for study.

B. Choice of property to investigate

The choice of a suitable property to measure is
also an important consideration. Since current
theories are written in terms of the thermody-
namic quantities of specific and magnetic suscept-
ibility, these two quantities seem to be promising
candidates for study. However, they both have
serious drawbacks. Thin-film specific-heat mea-
surements suffer from the problem of substrate
background, which severely reduces the sensitivity
of the experiment. Magnetic-susceptibility mea-
surements require relatively massive samples in
order to gjve good sensitivity.

Several other properties demonstrate critical
behavior. The. Hall effect, for example, shows
anomalous behavior at the Curie point but requires
a temperature gradient && to be applied across the
sample. This severely limits how close one can
approach &, . The electrical resistivity does not
require the application of a magnetic field or a
temperature gradient and is not subject to back-
ground problems nor does it require massive sam-
ples. Resistivity measurements can easily be
made to high precision (1 part in 10' is routinely
done). Even though the resistivity is a transport
property, it has been theoretically shown by Fisher
and Langer' and experimentally demonstrated by

C. Experimental considerations in the measurement of the

resistivity anomaly in nickel films

As mentioned earlier, the data previously taken
on the resistivity anomaly in nickel films was in-
sufficient in quantity and quality to make compari-
sons with current scaling theories. However, this
early work did point out several pitfalls to be
avoided in the current undertaking. Great care
must be taken in preparing and running the films if
one wishes to unambiguously ascribe the results
to finite size effects rather than to impurities and
imperfections in the films. Interstitial gas mole-
cules must be kept from entering the films at all
stages of the experiment. The substrate should be
outgassed for about a day at high temperature to
rid the surface of contaminates that could diffuse
into the film. To minimize the number of gas
molecules trapped duringdeposition, alowratioof
residual pressure to evaporate rate is desirable.
The best previous work had this ratio equal to
about 10 ' Torr A ' sec. After deposition has been
completed, the films are still susceptible to attack
from residual gas in the. system. At 1&10 ' Torr
enough molecules strike the surface to form 0
monolayer per second" (if the sticking coefficient
is unity). Maintaining a low pressure helps, but
for an experimental run that might take several
days, sealing the films with some electrical insu-
lator such as SiO is preferable. And, of course,
the films should be made from the highest purity
nickel available.

In addition to these precautions, there are sev-
eral other areas which require attention in order
to obtain high-quality data. First, to meet the
"thick" film requirement of theory, thicker films
than those used in earlier experiments should be
grown. It has been suggested" that films thinner
than 100 atomic layers (about 250 A) not be used.
The films should also be of uniform thickness so
as not to get a distribution of transition tempera-
tures. This can be achieved by first making the
total area of the film small to minimize thickness
variations due to nonuniform evaporation pattern
from the evaporation source. Second, the sub-
strate should be as smooth as possible to elimi-
nate surface irregularities in the film.

Another area that needs careful attention is that
of providing a uniform temperature environment
for the samples. Any temperature gradient across
the sample will smear out the transition. The best
way to get a gradient-free environment at the
transition temperature of nickel is to heat the
sample radiatively in a thermally well-isolated
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cavity. Temperatures should be swept slowly both
to avoid the formation of temperature gradients
and to facilitate the taking of large quantities of
data, especially close to 'I', . Since in this experi-
ment one does not know ~ P&i«i where the criti-
cal point is, one must take closely spaced data
over a wide temperature range. It is also import-
ant to have good data far above T, in order to de-
termine background terms and to make checks on
film quality.

It is important, not only to minimize impurities
and imperfections in the films, but also to try to
insure that those residual impurities and imper-
fections that do exist are the same for all films.
One way to do this is to make all the films at once
under identical conditions and then run them all
simultaneously.

The system described below was designed to
fabricate eight films at once and then measure
them in-situ while meeting the above criteria.

D. Vacuum system and electron-beam evaporation source

The vacuum system was a Varian Innovac with
a 6-in. oil diffusion pump with water and liquid
nitrogen traps modified to include a Meisner trap
wound on the inside of the bell jar and a Varian
Ti-ball titanium sublimation pump. This combina-
tion lowered the ultimate pressure of the system
to 3X10 ' Torr.

The nickel was evaporated from an Airco Tem-
escal model TIH-270 electron beam gun powered
by a CV-10 10-kW power supply at rates of 100 A

sec. The nickel itself was Martz grade (99.995%
pure) obtained from Materials Research Corpora-
tion. The overall vacuum to evaporation rate ratio
was 10 ' Torr A ' sec, which was as good or bet-
ter than the ratios obtained in previous work. Film
thickness was monitored during evaporation by an
Airco- Temescel DTC-10 quartz-crystal thickness
monitor. A baffled resistance boat was provided
to evaporate the SiO used to seal the films.

E. Furnace

The films were made and the resistivity mea-
surements taken in situ without breaking vacuum.
The furnace which provided a uniform temperature
environment for the samples was suspended from
the evaporator top plate by a piece of &in. &0.010-
in. stainless-steel tubing. Iron-constantan thermo-
couples and chromel-alumel thermocouples refer-
enced to a large Dewar of distilled water and
crushed ice made from distilled water were used
for thermometry.

The furnace temperature was swept at a rate of
about 3 K/hr. The furnace could reach temperatures

in excess of 550'C with gradients across the sub-
strate of less than 10 mK.

F. Procedure
O

Nickel leads of approximately 1000 A were
evaporated onto the quartz substrate. The arrange-
ment of the leads had circular symmetry to min-
imize the effects of any thermal gradients that may
have been present. The leads were fashioned so
that the same current would pass through each
sample and two separate voltage leads would be
present for each sample. The system was then
opened up and the lead mask removed. Copper
wires were attached to the nickel leads with Arem-
co-coat 543 high-temperature conducting copper
print. An iron-constanta, n thermocouple was also
cemented to the substrate using the copper print.
A second stainless-steel mask for sample fabrica-
tion and subsequent SiO sealing was then attached
to a, rotary shaft. .The system was then sealed and
pumped down to a low pressure. The substrate
was heated to a temperature of about 520'C and
allowed to outgas for several days. The tempera-
ture was then lowered to about 360'C. The nickel
was soaked in the electron beam gun until all signs
of outgassing had ceased. The power to the elec-
tron gun was then increased until a rate of 100 &/
sec was achieved in a vacuum of 10 ' Torr. All
eight samples were sequentially evaporated under
the same vacuum and deposition rate conditions
utilizing the rate monitor to determine the thick-
ness of each and then sealed with SiO. The tem-
perature was then raised again to 520'C and the
samples were allowed to anneal for several days
until the resistivity was seen to drop by less than
one part in 10' for a period of 8 h.

The resistance versus temperature run was then
started. The temperature was swept downward at
the rate of 3 K/h by slowly turning down the power
going to the heaters. The taking of data was con-
trolled by a Hewlett Packard 9820 programmable
calculator. The thermocouple voltage was read to
one part in 10', which allowed the temperature to
be determined to 0.02 C. Data were taken at 0.2'C
intervals. The current was read and voltage drop
across the samples was read to one part in 10'.

awhile thickness of the samples and the rate of
deposition was monitored during evaporation by a
thickness monitor, more accurate determinations
of the thickness were made after the run had ended
with a Sloan A-100 Angstrometer, which is a mul- .

tiple beam interferometer. The thickness samples
were first coated with a layer of aluminum to en-
hance the ref lectivity of the surface. The accuracy
was + 25 A for the films of thickness less than
1000 & and better than 2$ for the thicker films.
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After the thickness was measured the residual
resistivity ratio of each film was measured by
comparing the room-temperature resisitivity to the
resistivity at 4.2 K.

V. RESULTS AND CONCLUSIONS

A. Rcsu1ts

As mentioned earlier, an iron-constantan ther-
mocouple was used for thermometry. Since ther-
mocouple tables ar e onjy calibrated in 1'steps, the
following method of interpolation is used. Smooth-
ed thermocouple tables" for iron-constantan are
divided into six temperature ranges. The tempera-
ture versus voltage data in each range are then fit
to a polynomial of the form

T(V) =Co+C,V+C,V'+ ' +C„V" (5.1)

by a least-squares-fit technique. The order of the
polynomial in each range is chosen so that the re-
sulting function fits the table to better than 3 mK
over the entire range. That range of temperatures
into which the critical temperature of all the films
fall is fitted by one polynomial to insure that no
film will have its transition temperature near to
where two temperature intevals meet. This pre-
vents any mismatching where two polynomials join
from introducing an erroneous temperature close
to T, .

The resistance versus temperature data was
numerically differentiated using a sliding parabolic
least-squares-fit technique. That is, a parabola

' is fitted to a group of adjacent points and the deri.-
vative of the parabola calculated at the middle
point. This procedure is repeated at each experi-
mental point. The number of points used in the fit
can affect the shape of the derivative curve. By
including more points in the fit, the effect of un-
certainties in the ~ versus & curve are averaged
out and the resulting djt/d& versus ~ curve is
smoother. But including more points in the fit in-
creases the temperature interval over which the
derivative is being computed, and this can intro-
duce numerical rounding into the dR/&& curve.
The number of points used in the differentiation
procedure for any given film was chosen so as to
optimize the competing effects of smoothing and
rounding.

Following the suggestion of Fisher and Barber, '
the transition temperature of the films was chosen
as the temperature at which the maximum in the
temperature derivative of the resistivity occurs.
Figure 4 shows a plot of & (dft/dT) versus & and a
plot of &/&, (the resistance divided by the resist-
ance at &, ) versus & for a film thickness 24140 A.
For clarity only every POth data point is shown~
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FIG. 4, Plot B/R~ vs T and tdR/dt vs T for film thick-
riess 24 140 A. For clarity only every 20th data point is
shown.

8. Film quality

Before discussing quantitative results from this
experiment, the quality of the films used should be
discussed. If one wishes to ascribe the observed
behavior to the effects of finite sample size rather
than to film defects such as vacancies, strains,
oxidation, etc. , one must be confident about film
quality. Although the methods used in preparing
the films should guarantee that they be of suffic-
iently high quality, checks were made to insure
that this was indeed so.

The phonon contribution to the resistance &ph, „
can be found by taking the difference between the
room-temperature resistance and the resistance
at 4.2 K, if one assumes that the magnetic contri-
bution at 300 K may be ignored. A plot of +phpQ

I I I I I I I I I I I I I

01 I I I I I I I I I I I I I

200 300 400 500
TEMPERATURE ('C)

FIG. 5. Plot of tdR/dT vs T for three films of thick-
ness 250 A, 910 L and 24, 140 A. The points have been
connected for clarity.

Figure 5 shows plots of t (dft/dT) versus & for
three films of thickness 250 A, 910 A and 24140 A.
The quantity & (dR/d&) is proportional to dp/dZ
since all films have the same width and length. The
similarity between this figure and Fig. 1 should be
noted. Qualitatively, at least, the behavior is as
expected.
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FIG. 6. Plot of phonon contribution to the resistance
vs inverse thickness. FIG. 8. Plot of dR/dT at 520'C vs inverse thickness.

C. Comparison with theory

Next a quantitative comparison with theoretical
predictions was performed. The data of shift in
&, versus film thickness were fit to the form

I.T ( ) —T (+)~/T ( ) =~" (5.2}

versus inverse thickness should give a straight
line if the phonon resistivity is constant from film
to film. Figure 6 shows that this is the case for
these films.

The residual resistivity ratio (RRR) is defined
as &,~,„/&,., A plot of (RRR) ' versus inverse
thickness should give a straight line if the impurity
resistivity is constant from film to film and the
boundary resistivity varies as t '. That is, one
writes &,., =(&/t&)(p +&/&). Figure 7 shows that
these films satisfy this requirement.

One can also look at dp/dT at temperatures well
above the transition temperature. This quantity
should be constant if the phonon dominated lifetime
and incoherent spin-flip scattering rate are not
changing from film to film. Hence dR/dT should be
proportional to t '. Figure 8 showing a plot of
dB/dT at 520'C versus t ' is in agreement with
this.

using a least-squared routine with T, (~), &, and ~
as free parameters. The resulting best-fit values
are T,(~) =630.9+0.7 K, & =7.9+0.5, and ~=1.01
+0.11. Figure 9 shows a plot of 1nt[T, (~) —T, (s)]/
T, (~)) versus ln(1/&) as well as the best-fit func-
tion to Eq. (5.2} above. Figure 10 shows a plot of
&' versus &, obtained by fixing & and allowing T, (~)
and & to vary to minimize &' for fixed ~.

Here T, (~} is treated as a parameter because it
is defined to be the transition temperature of an
infinitely thick sample which has the same strains
and other defects as the finite thickness films un-
der investigation. In particular, T, ( ) is not equal
to the transition temperature &&, of a well-annealed
bulk nickel sample. Even if T, (~) were equal to Ts,
using the value of T~ in fitting Eq. (5.2) would be
questionable due to the inherent uncertainty in the
absolute temperature indicated Py a thermocouple,
which is +2 K in this range. When fittirig data to
Eq. (5.2), it is extremely important to realize that
T, (~) and ~ are highly correlated so that a least-
squares fit must leave both parameters free if one
is to obtain a reliable value for ~ and the deviation
in ~.

The value of ~ =1.01 +0.11 is not in agreement
with the prediction of ~ =I/&, advanced by Fisher

8
C3I-
O

CI

0
0

-9
-l0

I n(l/n)
-5

lo'/t (A ')

FIG. 7. Plot of the inverse residual resistivity' ratio
vs inverse thickness.

FIG. 9. Plot of ln'[T, (~) —&, ()3/T, ( ) vs ln(1/n). .
The line represents the best fit for the equation A. = 1.01

0.1 s Tc ~) = 630.9 + 0.7 K! b = 7.9 + 0 5
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FIQ. 10. Plot of 0 vs X for Eq. (5.2). Here o" is the
sum of the squares of the deviations.

and Barber' and by Finder and Hohenberg, '0 which
for nickel would give ~=1.4. There are two
feasible explanations for this. First, there is the
possibility that the experimental system has a
constraint such as the "constant density" case
mentioned in Ref. 6. If this were the case, a value
of ~=1 could possibly be expected. The experi-
mental system does have one physical constraint.
The system consists of a quartz substrate with a
nickel film deposited on it. This-is then covered
with a coating of silicon monoxide. The nickel
film, then, is "clamped" between the substrate and
the SiO coating. The coefficient of thermal ex-
pansion for fused quartz in the temperature range
of this experiment is approximately 5.5?&10 ' K ';
that of nickel is approximately 15&10 K '. Thus
the nickel, which is deposited on the quartz, would
like to expand or contract more than the substrate.
This would have the effect of imposing a constant
density constraint on the system. In addition, the
coating of SiO can also constrain the system.
When SiO is evaporated, it tends to get oxygen
and, therefore, forms a film of SiO mixed with
Si02 (Ref. 2'1). The exact mixture depends on the
conditions during evaporation. The point is, how-
ever, that this coating would further constrain the
nickel film. Thus the constraint of constant density
could very well be realized in this experimental
system. Whether or not this physical constraint
could lead to a value of ~ =1 is not clear.

A second possible explanation is that the films
made in this experiment might not be thick enough

In(n)

FIG. l1. Plot of dp/dT I z vs 1n(n).
C

to meet the requirements of theory. The thickest
film had only 104 atomic layers. It will be remem-
bered that calculations" on Heisenberg lattice gave
a lower value of ~ than expected. One reason to
doubt the results of these caIculations is that the
films considered were quite thin (the thickest had
only six layers). Calculations'0 on other systems,
however, indicate a value of ~ =1/& for much thin-
ner films than considered in this work. The thick-
ness at which the scaling theories should hold in
real films is still a matter of conjecture.

A second prediction of scaling theory is that con-
cerning the thickness dependence of the amplitude .
of the anomaly. Figure 11 shows a plot of dp/dT
at the critical point versus 1n(+). As can be seen,
the results are consistent with a ln (&) dependence. '

A plot of &p/&& at the critical point versus &"~"
with n/& -', also seems to be consistent with the
data. As mentioned in Sec. II, it is quite difficult
to distinguish between the two cases.

A third prediction of the theory is that 8 =1/&.
Thus 6I can be determined if one realizes that Eq.
(2.4) represents a "law of corresponding states. "
That is, if one were to make a plot of some quan-
tity, such as dp/dT, normalized by +, versus
the scaled variable & & with the proper choice of
~, then one should find that all the points would
line on a single curve. This procedure was at-
tempted with the data. Figure 12 shows the nor-
malized data I ln(N)1 'dp/&& plotted as a function
of &. Note that this normalization is consistent
with the findings of the thickness dependence of the
amplitude of the anomaly. Figure 13 shows the
"best attempt" to plot the data as a function of the
scaled variable & & . The value of 0 obtained is
6I =0.6. Here it was possible to obtain a value of
~ that allowed the four thinnest films to scale
reasonably well particularly for 1' », . However,
the thicker films did not scale with 0-0.6. Using
8&0.6 improved the results for the thick films but
ruined the scaling for the thin ones. The value
~ =0.6 differs markedly from theoretical predic-
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that the strong deviations from scaling observed
for the thicker films is probably due to the strain
broadening in these films being quite significant in
comparison to the finite size effects for the close-
ness of approach &, allowed by experiment. More-
over, it suggests that the anomalously small 8
value which scales the thinner film results may be
due to the fact that the Qaussian rounding even in
these f&lms is not entirely insignificant in compari-
son to the finite size effect. This interpretation is
supported by the fact that an even smaller ~ value
would improve the scaling of the thicker films
where the Gaussian rounding appears to be signi-
ficant.

I I I I

0 IO 20 30 40 6T (K)

FIG. 14. A(~Tc) vs 4Tc for both Gaussian rounding
model and data. -

residual resistivity p, , is proportional to &
' (con-

sistent with boundary scattering) does not rule out
a correlation of thickness & and o'& . That is, the

C
~increase expected in p4., for more highly strained

films could also be proportional to &

In order to investigate whether or not Gaussian
broadening might explain the data, one needs to
compare the predictions of this model with experi-
ment. At first sight there is some difficulty in
making such a comparison since, for example, the
model can give &&, and the amplitude A. as a func-
tion of o~, but of course, not as a function of the

C
number of layers & (or equivalently the thickness
& ) while the data gives &&,(&) and A(n). This prob-
lem may be overcome by plotting A(&T,) for both
the model calculation and the data, hence elimina-
ting the incompatible variables & and 0& . Figure

C
14 shows the results for both the model calculation
and the data. It should be stressed that the model
calculation result has no adjustable parameters
whatsoever. It uses the form dp/&& =A& "+8with
parameters A, 0,, &, and &, taken as those which
fit the data of Ref. 8. From Fig. 14 one sees that
for small &&, (corresponding to thick films in the
experiment and small &r in the model) the Gaus-

C

sian rounding model could indeed explain the data
fairly well. However', for larger &&, (correspond-
ing to thin films in the experiment and large &&

C

in the model) very significant deviations between
model and experiment occur. This result is indeed
very encouraging in two respects. First, it sup-
ports our interpretation that the observed A. (&) and
&&, (&) behavior is due to finite size critical ef-
fects, not Gaussian rounding. Second, it suggests

D. Conclusions

This work represents the highest precision
study to date of the resistivity anomaly at the Curie
point in nickel films. In addition, it is one of the
first known attempts to verify the predictions of
recent theories on finite size effects in critical
phenomena. The value of ~ =1.01 ~0.11 is con-
sistent with theoretical predictions if one adopts
the possibility that the system is one with a con-
straint. It is also consistent with naive mean-
field theory, "but this theory is generally con-
sidered to be invalid. "'" The result obtained
should not be considered to support this theory.
Domb has predicted that ~ =1+g, which if one uses
the best estimates of g for the Heisenberg model
agrees with the value of ~ found experimentally.
However, the general theoretical pictures, both
from exact and Monte Carlo calculations, seems
to support" the ~ =I/& hypothesis. Thus it seems
likely at the moment that the results obtained for
~ in this experiment can best be explained by the
conjecture of Fisher and Barber that for a system
with a ". constant density" constraint one might
expect ~ =1.

The data are also consistent with the prediction
on the amplitude of the anomaly, although one can
not distinguish between a in(@) and +" " depend-
ence.

The findings on the value of I9 must at this point
be considered very tentative. As discussed above
the failure of the thicker films to scale and the
scaling of the thinner ones with a 0 value much
smaller than 1/& may well be due to a small but
not insignificant amount of rounding due to strains.
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