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Using a five-band model, we calculate the effect of the k-linear intravalence band coupling term on
dielectric function, third derivative, and low-field electroreflectance (ER) line shapes for Si. The k-linear
term, which was recently shown by Cardona strongly to affect transverse-interband reduced-mass values on

the (111) symmetry axes, acts to increase the oscillator strength of the upper valence (v)-lower
conduction (c) band transitions at the expense of that of the lower spin-orbit split valence bynds and c.
Using reasonable values of parameters, we show that the El + kl transition in ER is weakened to the point
where it appears only as a subsidiary oscillation, qualitatively in agreement with experiment. Other

experimental evidence for the k-linear term includes the absence of a low-field limit for the El structure,
which is believed to arise from the strong nonparabolicity of the valence bands near the (111)axes. All

E, data, including in addition ER polarization anisotropies and a comparison between ER and numerically

differentiated third-derivative spectra, are consistent with a three-dimensional Ml critical point (or point set)
at or near L and a three-dimensional M0 critical point at I. A third, non-A critical-point structure is

observed slightly above the M, structure, too close to be resolved. Both theory and experiment yield no

evidence for the anomalously small transverse reduced mass reported by Grover and Handler: the El, not

the Ei+ 6„ transition dominates, and as may be expected from the nonparabolicity the "apparent" mass

obtained from the ratio of the magnitudes of the ER hand third-derivative spectra, both theoretical and

experimental, is larger than that calculated without intravalence coupling, Threshold energies are obtained

for all observed critical points. For the E2 region, a numerically differentiated second-derivative line shape

gives the best fit to the ER spectrum for reasons which are not clear.

I, INTRODUCTION AND SUMMARY

A number of different modulation techniques
have been developed to investigate the optical
spectra of solids. ' Of these techniques, low-field
electroreflectance' ' (ER) is particularly well
adapted for high-resolution optical spectroscopy
because the line shapes obtained are related to the
third derivative of the unperturbed dielectric func-
tion.

The higher-interband optical structure of silicon
has been studied by essentially all modulation
techniques, ' "including low-field ER."" We
mention in particular the flatband electrolyte
work of Qrover and Handler" (QH), who investi-
gated ER spectra at room temperature from 3.1
to 3.6 eV, and the low-temperature Schottky bar-
rier low-field ER results of Kondo and Moritani
(KM) and co-workers, " "who studied also the pi-
ezoelectroreflectance response from 3.0 to 5.0
eV of crystals stressed uniaxially along high-sym-
metry directi. ons.

The most attention has been given to the compli-
cated 3.4-eV structure. Theory'7 shows that jt
arises primarily from transitions along the (111)
directions of the Brillouin zone, but that it may
also contain contributions from the zone center

and possibly also from (100) regions as well. In
the more recent low-field ER work, QH" inter-
preted their data in terms of a two-dimensional
(2D) Q critical point along A. Their results were
remarkable in that the reduced mass obtained as a
best-fit adjustable parameter was found to be
0.022 m„about one-fifth of the value, O. llm„ex-
pected from simple k p theory. ' QH also had to
assume the existence of a weak M, critical point
at a lower energy than that of the ma. in 2D Mo
structure to obtain the best line-shape agreement,
but they pointed out the basic inconsistency of such
a. critical-point ordering. KM" assigned the main
structure to a 3D ~, critical point with

~ pg» pr,
qualitatively similar to and consistent with the in-
terpretation of QH, and assigned the lower, weak-
er structure to a 3D Mo critical point at I".

While it would seem that the interpretation of Si
optical spectra is well in hand, two recent devel-
opments have occurred that can in principle pro-
vide new insight into these spectra. The first of
these is Cardona's evaluation, for Si,"of the ef-
fect of the k-linear intervalence-band coupling
term. " This term, although always present in
multiple-band calculations, is normally neglected
in two- or three-band approximations because its
influence is'small unless the spin-orbit splitting is
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small, and because it affects the band structure
only in directions perpendicular to the (111)sym-
metry directions which are usually not plotted.
Cardona showed that this term was important in
Si owing to the small (a,o—= 0.029 eV —= —', x 0.044
eV)" spin-orbit splitting of the valence bands of
Si along the (111)directions. In fact, Cardona showed
that the anomalously small mass observed by GH
was just that of the spin-orbit-split(SO) valence to
conduction (c) band transitions at k =0, averaged
along the A axis. The second development is
high-precision scanning ellipsometry, ""from
which one can obtain dielectric-function dat@ which
are sufficiently precise'for multiple differentia-
tion, and therefore sufficiently precise for direct
comparison to ER spectra according to the t'hird-
derivative relation obtained from low-field the-
ory. '~0

In this paper, we investigate the effect of the &-

linear terms on the interpretation of the low-field
ER spectra, and also the comparison of low-field
ER spectra to ellipsometric data. Section II deals
with the analysis of a five-band model evaluated
with Si parameters and 0-linear coupling to deter-
mine how the 0-linear terms may be expected to
affect e» ER, and third-derivative spectra. Ex-
perimental aspects are discussed in Sec. III. ER
results are analyzed and compared to ellipsome-
tric data in Sec. IV, and the critical-point
values summarized in Table I. The principal re-
sults of Sec. II are as follows:

(i) A five-band model calculation shows that the
4-linear coupling induces a threefold symmetric
nonparabolic distortion into the SO and & bands,
which for sufficiently large 0-linear coupling pushes
the v-c critical point off the (111) symmetry

TABLE I. Experimental and theoretical critical-point energies for silicon t'eV).

Designation
Transition and type 10 K

Experimental

80K 293 K

Theoretical
Herman Sar aviac Chelikowslgr
et g/. Kane and Brust Saravia and Cohena b

r25' r|&

A3

Mp

3.365 +0.01 . 3.37 ~ 3.330 + 0.01
3.294"

3.36 3.281~

3.46 +0.015 3.485 g 3.40 + 0.015

3.412"

2.7 3.2

2.98

2.9

3.01

3.39

3.37

3.54

3.42

3.46

Mp, Mg

r2g(r8 ) r2' &p Ep++p

Mg, Mg?

A" A3 3

M(, M2?

3 45"

4.18

4.185

4.225

4.229

4.33 + 0.015

4.6 + 0.02

4 44"

4.60

5.45 f

5.5"

3.41' 3.36 ~

4.46'

4.336
4.459
4.598

4.2 3.3

3.61

4.1

5.3 5.22

4.2

5.05

4.10

4.47

4.6

5.57
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"E.O. Kane, Ref. 20.
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dL. R. Saravia, Ref. 22.
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' J. W. Grover and P. Handler, Ref. 13.

K. Kondo and A. Moritani, Ref. 15.
D. E. Aspnes and A. A. Studna, Ref. 12.
K. Kondo and A. Moritani, Ref. 16.
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axes to form three sets of critical points in direc-
tions away from the nearest cube edges. The SQ-c
critical points remain at k~ =0.

(ii) The nonparabolic distortion greatly increases
the density of states of the &, transitions at the
expense of that of the Ea+ ~a transitions and pro-
duces a 25% increase of the total e, curve com-
pared to that calculated without the k-linear
term. The effect is greatly enhanced in the calcu-
lated third joint-density-of-states (JDOS) deriva-
tion spectrum, where an intravalence-band mo-
mentum matrix element II„=0.2@Gp, where Gp

=2m/ao and" a0=10.263as is the lattice constant
of Si, produces an apparent &-c structure about 14
times larger than the apparent SQ-& structure
in the calculated third-derivative spectrum. (The
value II„=—0.2SGp is that expected over the middle
third of the A symmetry axes in the Brillouin
zone. ") By contrast, for II„=O (no 0-linear term)
they are about equal. Thus we expect higher-de-
rivative spectra to arise from the ~-~ transitions,
not from SQ-&' transitions.

(iii) Despite the tendency of low-mass critical
points to be enhanced by the acceleration mechan-
ism of low-field EB, the approximate five-band
model calculation shows that the &- structure
still dominates the SQ- structure. The &-c to
SQ-& structure ratio for II„=0.2@Gp is 5.29 com-
pared to 0.71 for H„=0. The SQ-& structure in
fact looks like a subsidiary oscillation, in qualita-
tive agreement with data.

(iv) By comparing relative amplitudes of the
theoretical EB and third-derivative spectra for
an assumed broadening of F =30 meV, we find an
apparent transverse interband mass of +0.107m,
for the v-c transition for II„=O.MGp, far different
from the 4'~ =0 value of -0.10m,. Thus the band
nonparabolicity is so extreme that the kj =0 mass
values are almost irrelevant.

The principal results of Sec. IV are as follows:
(i) Field and polarization dependences are used to
establish the presence of a third critical point in
the F-, spectrum. This critical point is nearly
degenerate with the dominant M, singularity. This
critical point is not of (111) symmetry and is ex-
pected to affect the polarization anisotropy ob-
served for the dominant E, structure.

(ii) The dominant E, structure appears to have
no low-field limit, by contrast to the rest of the
E, spectrum and to the results reported by KM"
using larger fields. Vfe interpret this as arising
from strong nonparabolicity effects which occur
from the 4-linear term and the small spin-orbit
splitting.

(iii) Polarization anisotropy suggests that the
dominant E, structure arises from an M, critical
point, in agreement wjth the conclusions of KM."

The larger transverse mass of the &-& structure
relative to that of the SQ-& structure, obtained
from the model calculation, leads to a natural
explanation of the small shift to lower energy of
the ER spectrum obtained with [001]polarization
relative to that obtained with [110]polarization.

(iv) If the dominant E, structure is assumed to
have a long low-energy tail of the type observed
in" Ge'and GRAS, ' an Mp critical point origin for
the lower-energy Ep structure follows directly.
Because the low-energy tail cannot be described
by simple parabolic models, such fits to complete
spectra should be treated cautiously.

(v) The third JDOS derivative of the ellipsome-
trically measured ~, spectrum for the E, transi-
tions agrees with the de, spectrum calculated
from EB data if a 60'phase shift is included. Thus
the third-derivative relationship for E, is essen-
tially satisfied for Si. But the transverse mass ob-
tained by comparing amplitudes is a factor of 4
too large, showing that Coulomb effects are im-
portant. "" Further support for Coulomb effects
comes from the fact that the measured e, spec-
trum is about 1.5 times larger than the model
spectrum and that it peaks strongly at threshold
at 10 K. Here, the capability to do numerical
differentiation is significant because in a 20 situa-
tion the magnitude of the EB spectrum is indepen-
dent of the value of the transverse mass. '

(vi) The two E, transitions show large but differ-
ent polarization anisotropies, suggesting M, or
M, types of critical points with origins at different
points of the Brillouin zone.

(vii) The ER spectra of the F-, transitions are fit
better with a second JDQS derivative than with a
third JDQS derivative. No obvious reason for this
behavior is known, although it probably arises
from the same extreme phase shift of calculated
third JDQS spectra relative to low-field EB spec-
tra that is seen for E, structures in other mater-
ials as well.

(viii) The most recent band structure calcula-
tions are essentially supported, with the Chelik-
owsky-Cohen" calculation being somewhat better
than that of Saravia. " We find no support either
theoretically or experimentally for the small 8,
transverse mass reported by GH."

II. THEORY

In this section, we evaluate a five-band 0-linear
Hamiltonian that describes approximately the en-
ergy band structure of the h~„~, upper valence
bands and the 46 singlet and the 645, 4, lower con-
duction bands of Si along the (111)directions. Our
purpose is to obtain a qualitative feeling for the
experimental results. We suppose for simplicity
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cylindrical symmetry along each of the eight (111&
directions, each of which is assumed to have
length of 80% of that from I' to L, or K, =0.8(&3/
2)KG,.

Let k =kp be the wave vector perpendicular to
the [111]symmetry axis in the vicinity of the [111]
symmetry axis. Then the energies of the upper
valence and lowest conduction bands are given
approximately by the solutions W,. of the three-
band Hamiltonian,

e

det e ' Eo(k) —W~
hkP
2m.

Skz, , SAII„

SkP
&2m,

. @O'Il,

Z,'o(k) —W,

=0.

where the subscripts &, &, and So refer to the
A, conduction, A, (upper) valence, and A4, (lower,
spin-orbit-split) valence bands, respectively. In
Eq. (1), P and II„are defined as usual as

P=&X(P, (c& =(T(P„(c&,

11„=(x(P„(7& =(x(P, (x& =-(Y(P, j 7&,

and P is defined as

k, =kcosQ, k, =@sing.

In Eqs. (2), the overbar denotes quantities re-
ferred to the rotated unit vector set

~ =(x+y+z) /W3,

~=(~- y)/W2,

y =( r+y —2z)/W6,

(2a)

(2b)

(2c)

(3a)

(3b)

(3c)

@'u'
E', (k) =8, + (5a)

(5b)

c is the A, conduction band, and X and 7 are an
orthogonal ba,sis represeritation of the A, upper
valence band in the absence of spin-orbit splitting.
The qua, ntity

(4)

is the momentum matrix element between the up-
per valence and second conduction band states.

If we make the reasonable assumptions that the
spin-orbit splitting and k-linear terms of the sec-
ond conduction bands can be neglected, and assume
further that the dominant coupling of these bands
is to the A, upper valence bands, then

2nt, 3m[E, +E', , -Z, (k)]] '

(5c)

where E, and E,' are the critical point energies of
the E, and E,' transitions, respectively, and 4y
is the spin-orbit splitting of the A, conduction
bands. In Eqs. (5), we have taken the zero of en-
ergy to be at the top of the valence band.

These equations are most easily solved numer-
ically. For computational purposes we take E,
=3.46 eV and E,'=5.45 eV, values that we deter-
mine experimentally. Because it is intrinsically
impossible to measure 4, directly in Si, we choose

0.029 eV =——,
' ~ o, where 6 o

= 0.044 eV is the
spin-orbit splitting of the upper valence bands at
I"." We choose Q =1.00kG„roughly the average
value along [111]as calculated by Cardona and
Pollak. " Nominally P = 2]]k/a„but a, more realis-
tic estimate can be obtained if one fits P to the
measured average transverse mass p. ~ =0.043m,
for Qe,"using Eqs. (1) and (5) with II„=O and
appropriate energy gap data. " By so doing, we
find P= 1.32@Go

The intraband momentum matrix element II,
varies from 0 at I' through a, positive maximum
of about 0.158/a~ =0.25AGO back to 0 at L."
Strictly speaking, this violates our assumption
of cylindrical symmetry along each (111& direc-
tion. For simplicity, however, we shall reta, in
approximately the cylindrical symmetry assump-
tion by choosing H„=0.2@G„ its average value
over the middle third of a (111& symmetry axis.
This value gives, using Eqs. (1) and (5), a trans-
verse mass p.so =0.022m„ the value reported by
GH." We justify this value of H„ first as a reason-
able weighted average, second in tha, t it gives
jL(so = 0.022 m, for Ge, and third that these values
of P, Q, and II„when used with the appropriate
energy gaps for the similar semiconductor Gahs
yield iso =0.056m„ in excellent agreement with
the measured value 0.055m, .'

The upper valence and lowest conduction band
solutions of Eqs. (1) and (5) are shown in Fig. 1
for II„=O and for 11„=0.2kG0 for two values of' []]].

The conduction band is essentially unaffected by
Il„and ]]]], but the valence bands near k =0 are
strongly dependent on both Il„and ]]]], as seen in
Fig. 1. For nonzero II„, the valence bands are
threefold periodic in @, with extremum values
occurring at Q = a-, v+n ,'w; n=0, 1,-2. The energy
bands in Fig. 1 are those corresponding to the
extremum values of Q. The greatest change in the
interband density of states occurs for P =—,v+n —,'w,

i.e., in a direction away from the nearest cube
edge. For this value of P and using the parame-
ters given, the minimum energy separation be-
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4J

Sl IIy = 0.2%Go

f = —7r/6

3.456 eV 4J

u
CV

I

hJ
lO

I

O E) E)+ b, )

II

3.5
E {ev)

FIG. 3. Calculated third JDOS derivative of &&, for
II =0 and II =0,25'Gp P ——

6 7l

0
I

0.02

k / I%Go)

I

0.04

tween the ~ and & bands is 3.456 eV and occurs at
.0=0.0148@60, as shown in Fig. 1. At 0=0, the
transverse interband mass is actually negative,
-0.10m,. The nature of the off-axis critical

FIG. 1. kj dependence of the upper (e) and lower (SO)
valence bands and of the conduction (c) band of Si along
[ill] in the five-band k-linear model, calculated for
intravalence-band matrix elements II„=O ( ), and

1II„=0.2@Gp with P= 6 m (-----) and g= —
6 vr (- ~ -).

Other parameters are given in the text. The arrow
locates the minimum energy separation of the v-c band
pair for II„=0.2@Gp.

points, either 3D ~p'or 3D ~y is determined by
the energy variation a1ong [111].

For SO-& transitions, the critical point in all
cases is at 0 =0 and the dominant effect of II„ is
to lower the transverse interband mass at k =0.
For the parameters given, p, 2 =0.022m, as pre-
viously stated. The 3D MD or 3D ~, character of
this critical point is also determined by the energy
variation in the [111]direction.

We next investigate the effects these nonparabol-
icities have on e„ the imaginary part of the com-
plex dielectric function &, on the third energy de-
rivative of the joint density of states, and on the
calculated low-field electroreflectance spectrum.
Representative computations are shown in Figs.
2-4. The dielectric function e, is evaluated ac-
cording to the standard expression

si

20—
si &v = O. ahGo

qb
= 7r/6-

10—

I

3.4
E {ev)

]

3.4

E) E)+ 5, )

, I I

3.5

FIG. 2, Calculated values of &2 from the model bid
structure shown in Fig. 1, for II„=0 and II„=0.2@Gp,

Contributing bands are indicated.

E {ev)

FIG. 4. Calculated low-field ER spectrum &~
&

for
1

II =0 and II =0,2AGp P ——
6 g.
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low-field ER theory' ' shows that the ER spectrum
is given simply by multiplying the third JDOS de-
rivative spectrum by the prefactor

(6a)
—,
' (kQ)' = e'g'h'/24''ll". (7)

1024' 8 (Z/SG, )'n'(lit }
15E'(a /a )

Cd'
E,„(z)- E- fl" '

(6b)

where we have substituted the value for K„eval-
uated for each direction the selection rule term
involving the momentum matrix element and po-
larization vector, and used the definitions

en = ~'O,'/(2 m.),
(6t„)= h'/(2 m, a 2s) = e' /(2a s),

(6c)

(6d)

where a~ is the Bohr radius. For clarity, we show

only the contribution from the upper valence band
and the total e, curie for two sets of parameters:
II„=O, and 11„=0.2KGD, Q =-w/6. This value of Q
corresponds to that which maximizes the E, + 6,
contribution and intersects an off-axis critical
point. The rotational symmetry (Q independence)
assumed in Eq. (6b) greatly simplifies the calcula-
tion without causing significant errors. These
line shapes and also those in Figs. 3 and 4 were
calculated using a broadening parameter I" = 0.030
eV. This is the approximate value for" Ge and'
QaAs at 10 K.

Figure 2 shows that the major effects of the &-

linear term on the total e, curve are to increase
its value, particularly near threshold, and to shift
it by about 30 meV to lower energy. Both effects
result f rom the increased &-c interband state
density near k = 0 with the broadening parameter
a,cting to spread this increase to lower energy.
The SO-& contribution is affected mainly by the
reduction in magnitude that follows from the re-
duction in interband transverse mass with nonzero
II„.

As shown in Fig. 3, the situation is quite differ-
ent for the third joint-density-of-states (JDOS)
derivative of e„defined as E 'd'(E'e, )/dE'. For
II„=O, the & and SO band contributions are nearly
equal, because the dominant contribution comes
from the Brillouin zone region immediately around
k =0 where the band curvatures are almost the
same. But for II„=0.2@G„one observes a strong
enhancement of the &-& structure and an almost
complete suppression of the SO-& structure.
Both k =0 and k = 0.0116G0 thresholds appear higher
in the main structure than expected from the
three-point analysis" because of nonparabolicity
effects.

Figure 4 shows a, simulated be, spectrum calcu-
lated from low-field locally parabolic ER theory.
For a simple parabolic, isotropic band pair &, &,

'(I/Pl + 1Iv-t), e iI[110]

l(1/Il+2/I ~), el[001].

(9a)

(9b)

For Fig. 4, we take (1/g, ) =0 and IJ., = Il, (k), as
given by Eq. 4. To obtain explicit values, we have
a.ssumed that E=100 kVcm ', and have divided
spectra calculated with the mass of Eq. (5) by 2
to correct for pll as given by Eq. (9a).

The local parabolic band approximation repro-
duces qualitatively the effect of the acceleration
mechanism, which enhances low-mass critical
points relative to those with high ma. ss. For Si
with k-linear term included, this increa, ses the
contribution of the SO-& transitions relative to
that of the &- transitions, as seen by comparing
Fig. 3 with Fig. 4. But Fig. 4 shows that this ef-
fect is not strong enough to influence significantly
the density-of-states effect, and the overall line
shape remains very similar to the third JDOS
derivative shown in Fig. 3. The remnant of the
SO-& structure appears as if it were only a sub-
sidiary oscillation to the main structure, similar
to experimental spectra.

With this background, we can comment on the

where p,
~~

is the interband reduced mass in the
direction of the electric field. By contrast, the
exact one-electron expression" for nonparabolic,
nondegenerate bands is complicated and requires
multiple integrations. We have obtained the re-
sults shown in Fig. 4 by simplifying the exact the-
ory to the case of locally parabolic bands. In
this approximation the interband reduced mass in
Eq. (4) is taken to be Il dependent and is included
a.s a factor in the integrand, which is evaluated at
each point & according to the definition

[P ll" (&)]
' = (1/h') [e ~ V,]'E,„(k), (8)

where 8 is the unit vector in the direction of S.
To evaluate Eqs. (7) and (8) for our specific

case, it is necessary to consider each of the eight
equivalent (111) directions separately, calculate
the angles that the field and polarization vectors
make with each direction, evaluate the interband
ma, ss in the field direction, then weight each con-
tribution according to its momentum matrix e].e
ment. The general formulation is well known, '4
so we give only the results for the cases of inter-
est: a [110]field with polarization vectors e
parallel to [110]or [001]. For simple parabolic
minima with finite transverse and longitudinal
masses p, , and p, » one finds
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small mass measured in ER by GH, which was
interpreted by Cardona" as arising from the SQ-
c transition near 0 =0. However, this requires
that the SQ-c contribution should dominate the EB
line shape. Figure 4 shows rather that the v-c
contribution dominates. But another possible ex-
planation must be considered, If the k-linear ef-
fect is made arbitrarily large, then the mass of the
resultant v-c critical line off 0 = 0 can be made arbi-
trarily small. Thus in principle a small mass
could be obtained even if the v-c transitions dom-
inate; in this case the contribution from the region
of negative mass near k =0 would be too small to
be relevant. We must therefore estimate p, , in
the vicinity of the actual critical point of k = 0 for
II, =0.2SGD.

We do this by comparing peak-to-peak ampli-
tudes of the third-derivative and ~&y EB struc-
tures and using Eq. (4) in the form [remembering
that p, =2@,, from Eq. (9a) for this calculation],

m, /p, , =48(ae„EE)pp/e'E'h '(J', ) pp, (10)

where J, is the third joint-density-of-states de-
rivative, and the subscript pp refers to peak-to-
peak values.

For II, =0, this procedure leads to apparent
transverse mass values of 0.061 m, and 0.050 rn,
for the v-c and SQ-c structures, respectively.
The average, 0.056m„ is somewhat larger than
the 0 =0, II, =0 value 0.052 m, .for the v-c and
SQ- c pairs. This shows that nonparabolicity ef-
fects are already strong enough to invalidate sim-
ple arguments based on 4=0 values for the mass
even when the A-linear term is not included.

1The same procedure for II„=0.2@Go, P = —6 w

yields apparent transverse mass values of 0.107
m, and 0.025m„respectively, compared to calcu-
lated k'=0 values of -0.10m, and0. 022m, . Thusboth
masses fall between their apparent values for II„
=0 and their calculated 0 =0 values for II, =0.2AG, .
The important point here is that the v-c apparent
mass for II„=0.2NG, is larger than its value for
II„=O, so if the GH mass is to be recovered from
the v-c structure, then II„must be substantially
larger than current estimates. " This does not
seem likely, whence we conclude that at this level
of approximation, at least, theory does not sup-
port a small mass value for this transition.

We emphasize, however, that our ER calcula-
tion is quite crude, and that a more accurate
model calculation would be necessary to give a
thorough test. Such a calculation would be difficult
because ideally one should include the Coulomb
interaction, ""a numerical evaluation of the
general Franz-Keldysh integral, ' and the variation
of both II (Ref. 24) and the interband energy""
along the (111)axes.

III. EXPERIMENTAL

The silicon samples used in these experiments
were n-type single crystals having a resistivity
of about 1 0 cm at room temperature. The carrier
concentration N~ was 5.7 & 10" cm '. At this con-
centration field inhomogeneity effects are neglig-
ible. ~'0 Measurements were made or (110) sur-
faces because these give the maximum symmetry
information in surface-barrier ER measurements.

Samples were prepared by sandblasting and rho-
dium plating the back surface to form the ohmic
contact, then evaporating a semitransparent Ni
layer 3-4 nm thick on the Syton-polished front
surface to form the Schottky barrier. Details have
been given elsewhere. ' ER spectra were mea-
sured using standard phase-sensitive detection
techniques.

'
Dielectric function spectra were obtained using

the high-precision rotating-analyzer ellipsometer
described previously. " All data were obtained
on naturally oxidized Si surfaces. These data
were corrected analyticaBy for the presence of

0
the approximately 25-A natural oxide layer ' and
for the optical activity of the quartz Rochon
prisms. 4' Boom-temperature measurements
were performed with the sample in air. Low-
temperature measurements were performed with
the sample mounted on the cold finger of the liq-
uid-He transfer-line cryostat. " Because the
room-temperature cryostat pressure was of the
order of 10 ' Torr, the sample adsorbed gas at
the rate of approximately —,

' A/min at 10 K. Thus
ellipsometry data were taken as rapidly as possi-
ble at low temperature. Where necessary, the
low-temperature data were also corrected for the
effects of the adsorbed gases, although this cor-
rection was of minor importance when these data
were differentiated numerically to obtain calcu-
lated higher-derivative spectra.

Electric field values were determined from the
measured doping of the crystal as determined
from Schottky barrier capacitance values.

IV. RESULTS AND DISCUSSION

An overview of the complete ER spectrum up to
6 eV is shown in Fig. 5. This spectrum was taken
at a sample temperature of 10 K and at a relatively
high value of the modulating field. Structure is
labeled according to the standard convention. Pre-
vious work' "has established the identity of the
transitions giving rise to these structures as
follows: E,'. upper valence to I'» (lowest) con-
duction band; &,: upper valence to lower conduc-
tion bands along the (111)directions; Eo: upper
valence to I',, conduction band; E, doublet: not
clear but probably involving the (110) directions;
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FIG. 5. Complete KH spectrum of Si to 6 eV at 10 K,

taken with a relatively large value of the electric field.
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E,': upper valence to second conduction bands
along the (ill) directions. The Eo and &, transi-
tions are overlapping but resolved. The E,' transi-
tion is weak and was investigated only with unpo-
larized light.

Dielectric function data from 3.0 to 5.5 eV are
shown in Figs. 6 and V. These figures give the
real (e,) and imaginary (e,) parts, respectively, of
the complex dielectric function c, measured at
293 and 10 K and corrected as indicated in Sec. III.
The insets in these figures illustrate structural
details near the Ep and &, thresholds in these
data, to be discussed in the following section.

50

E ( eV )

FIG. 7. Imaginary part e2 of the complex dielectric
function of Si from 3.0 to 5.5 eV, measured ellipso-
metrically at 293 and 10 K.

A. Eo and E& transitions

Before analyzing these data in detaQ, we note
that a comparison of Fig. 7 with Fig. 2 shows that
one-electron theory 'is only approximately valid.
The actual E, threshold in Fig. V occurs at an e
value near 36, about 33% larger than the calculated
value shown in Fig. 2. A shift of oscillator
strength to lower energies as a result oi the Cou-
lomb interaction is well known. 44 The strongly
peaked threshold in the 10-K q data also shows
that a significant electron-hole enhancement is
present.

Our EH data agree in line shape and magnitude
with those previously reported by KM and GH when
taken under similar conditions of temperature
and surface field. Because we investigate both
room-temperature and low-temperature line
shapes to lower field values than those previously
reported, and because we compare these EH spec-
tra to numerically differentiated ellipsometric
data, our results show some basic differences that
lead in some cases to different interpretations of
the energy band structure giving rise to these
transitions.

-25—
3.0

I

4.0
I

5.0

E (eY)

FIG. 6. &eal part && of the complex dielectric func-
tion of Si from 3.0 to 5.5 eV, measured ellipsometrically
at 293 and 10 K.

1. Number of eritieal points

Figure 8 shows room-temperature EH spectra
taken over a range of field values down to 42 kV
crn '. In addition to the well-established Ep arid

&, structures near 3.32 and 3.4 eV, respectively,
the lowest-field spectra show additional structure
near 3.5 eV.
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would be buried under the E, structure at 1ow tem-
perature. It appears to have been overlooked by
KM for this reason.

Unfortunately, it was not possible to confirm the
existence of the third critical point by ellipsome-
try, nor was it possible to obtain detailed informa-
tion about its line shape, owing to overlap with the
E, structure. Nevertheless it is clear that its pre-
sence will exert some influence on polarization
ratios, line-shape analyses, and stress mea, sure-
ments of the nominally E, structure, particularly
at low temperature, where the two cannot be sep-
arated.

In Fig. 10, the shifts of 10 and 6 meV between
the polarization spectra for the E,' and E, transi-
tions, respectively, are real.

2. Band nonparabolieity

The spectra of Fig. 8 show another unusual fea-
ture: the E, line shape continues to change with de-
creasing field down to our practical limit of 42 kV
cm ' at room temperature, at which point the max-
imum amplitude of hR/R is only parts in 10'. The
change is most prominent in the asymmetry of the
E, structure, where the positive peak grows
rapidly relative to the rest of the line shape. No

energy shifts a.re seen. Inhomogeneity is not the
cause since the E, structure with a similar large
value of &, shows a mell-defined low-field line
shape.

The effect appears to be unique to Si. Similarly
doped crystals of Ge,'" GaAs, ' and" QaSb show
well-defined low-field regions for E, and E, + 4,.

Theory predicts that the low-field limit is
reached when

3I @~LF p

where hQ and p, are given by Eqs. (7) and (9) with
p. ,

' = 0. Figure 4 shows thai the primary contribution
to the ER spectrum comes from the v-c transi-
tions, which have a calculated apparent mass
ranging from 0.061m, for H„=O to 0.107m, for
II„=0.2AG, . If I"—= 52 meV, the GH result, then
the masses would indicate a value of SL~ near
80-110 kVcm '. But Fig. 8 shows that the line
shape is still changing rapidly at this field value.
Thus the result is surprising from theoretical
grounds as Well as from previous measurements
on related semiconductors.

The lack of a low-field limit is probably not un-
reasonable when one considers that the accelera-
tion of an electron by the electric field, causes it
to sample a range of momentum space during its
lifetime and thus act a.s if it had a,n a,pparent mass
depending on the nonparabolicity, field, and
broadening. This effect is not included in the lo-

cally parabolic model line shapes discussed in
Sec. II. It was previously used to explain the an-
omalous field dependence of the 4.6-eV Eo com-
plex on QaAs.

Quantitatively, the relative range in 0 space i':

n,k/Go = ehao/2 wF,

where we have used the approximation 7'=k/1 for
the electron lifetime. At 8 =42 kVcm ', b, k/G,
-0.00'l, which is comparable to the k-space sep-
aration between the critical line and 0 =0. More-
over, Fig. 1 was calculated with II =0.25G„
whereas, in fact, O„varies from 0 at each end
of the A axis to some maximum near the middle.
Thus there are always regions of the (111) axes
where nonparabolicity effects are significant for
any range of 4k.

The role of intravalenee band coupling is there-
fore to insure the presence of locally nonparabolic
regions somewhere along' the (111) directions.
%hether these nonparabolicity ranges contribute
sufficiently to explain the effect should be tested
by more accurate calculations. QaP should also
show a similar absence of a low-field spectrum
for the E, structure, owing to its small value of
spin orbit splitting; however, GaP has not been
investigated by low-field Schottky-barrier ER.

3. Polarization anisotropies in ER spectra

From Fig. 9, polarization ratios of 1.41-1.54
were obtained at room temperature for the E,
structure. The average scaling factor for the
available field range was 1.52. At 10 K, an aver-
age value of 1.43 was obtained. These values
are about 15% larger than those found for the E,
transitions in" Ge and GaAs, which were 1.32 at
room temperature and 1.20 and 1.22, respectively,
near 10 K. They are also larger than the KM low-
temperature value of 1.35, which was based on the
anisotropy of the positive &, peak alone. The KM
value would actually be reduced further to 1.27 if
calculated on a peak-to-peak basis, as we have
done here.

Low-field theory predicts that the polarization
anisotropy depends only on the longitudinal and
transverse mass ratios for simple parabolic
bands. Specifically, for h „[110]and e ~~[110] or
ed~[001], low-field theory shows that

(&RIR)fooi1 4 1+ Kt/2Pr
(~RIR)f;,.~

»+ ~~/I i

For Ge and GaAs at room temperature (probably
a more representative case since exciton effects
are more important at low temperature), Eq. (13)
predicts

~ p, j» p, , in essential agreement with
recent band structure calculations. ""
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A ratio 1.43 is obtained if p, &
—= -8 p&. The nega-

tive value indicates an M, singularity, in agree-
ment with the KM conclusions, although their data
are in fact marginal on this point. The actual
Longitudinal mass value based on this ratio is sur-
prisingly small: taking for p., the k ~ p value of
0.052 m„ the energy should decrease by over 1
eV at the zone boundary if the simple parabolic
&I, critical point is located in the middle of the
(111)axis. Such a large curvature is not likely.

How'ever, another possibility exists. If the
apparent transverse mass is much larger, then
IL(,

&
could also be much larger, while maintaining

the ratio of 8 and yielding a reasonable curvature.
We view this as a more likely poss1bility.

Theory including k-linear coupling predicts that
the transverse mass for the v band should be lar-
ger than that of the SO band. Direct evidence for
this comes from the noticeable shift of the 8,
line shape to lower energy for [001]polarization,
which is seen most clearly in the 10-K data. We
interpret the effect as follows. We note first that
the longitudinal masses for both U and SO bands
should be the same because the spin-orbit splitting
is constant over most of the (111)axis. If now the
transverse mass were larger for & than for So,
then the anisotropy would be larger for &-c than
for SO-&, by Eq. (13). Thus the [001] spectrum
contains a larger contribution from the v band than
does the [110]spectrum. If the spin-orbit splitting
is too small to be resolved, then the larger & con-
tribution will cause the [001] line shape to appear
to shift to lower energy, as observed in Fig. 10.
We therefore interpret this shift as evidence for
the larger transverse mass of the & band caused
by the intravalence band coupling. Again, because
of its small spin-orbit splitting, a similar effect
should be observed in GaP.

Because the dominant &, structure arises from
an M, critical point, substantial oscillator strength
below its energy could be expected. This oscilla-
tor strength does in fact appear in the ellipsome-
tric spectra and will be discussed in Sec. IVA5.

The anisotropy ratio of the E,' structure was de-
termined to be 1.17 from 10-K data shown in Fig.
10. This is in very good agreement with the value
1.15 obtained for Ge."

4. ER /ine-shape analysis and critical-point energies

While polarization anisotropy and field depen-
dences may be studied with d 8/R spectra, line
shape analysis must be performed on 4e spectra.
The rapid change in e with wavelength in the 3.4-
eV range invalidates the assumptions necessary to
apply the three-point method.

Figure 11 illustrates the difference between a

Si -10K
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FIG. 11. Comparison of AR/8 line shape with 6 ~&

calculated from it using the optical data of Figs. 6 and
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FIG. 12. Comparison of 4 && and third JDOS deriva-
tive line shapes at 293 K.

b, R/8 spectrum and the real part of its Kramers-
Kronig transform, calculated by means of the di-
electric function data of Figs. 6 and 7. The spectra
agree below 3.3V eV where e, is small, but differ
at higher energies, particularly with respect to peak
positions. ~&, data at a higher field value are
shown in Figs. 12 and 13 for 293 and 10 K, re-
spectively.

Detailed analysis is very difficult because of
overlapping structures. But in agreement with
previous work, we assign the main negative and
positive peaks to the E, structure, for the follow-
ing additional reasons. The temperature shift of
these peaks is large, consistent with Ey transi-
tions in other materials, and if the shallow posi-
tive tail below 3.3 eV is included (see Fig. 12)
the line shape is very similar to the E, line shapes
in Qe and GaAs.

By including the low-energy tail in the E, line
T
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FIG. 13. As Fig. 12, but for 10 K.

5. E)lipsometric data

E ] and &, are shown at 10 and 293 K in Figs. 6

and 7. The energies of the 1" and A critical points
determined in the preceding section are indicated.

The general shape of the e, spectrum is not
much changed by cooling. However, a close ex-
amination of the 3.4-eV peak for the 10-K spec-
trum (see inset) shows that a shoulder has de-
veloped 50 meV below the main peak. Ths shoul-
der is not seen in the room-temperature spectrum.
'The main peak shifts 70 meV upon cooling.

The a, spectra show more changes. The 3.4-eV

shape, we can interpret the Eo structure as a M,
critical point superimposed on the E, tail. The
Eo structure than has an Mo character at room
temperature, as mell as at 10 K. This resolves
the M, interpretation of GH, made on the ba, sis of
theoretical simple parabolic low-field line shapes
fit to data. Because the simple line shapes cannot
represent the E, low-energy tail, a theoretical fit
over the entire spectrum should not be expected,
nor forced.

The assignment of the Eo structure to I'» transi-
tions is well accepted. We find in agreement a
polarization anisotropy and temperature shift
similar to those observed in Ge for these transi-
tions. "

At 10 K the Eo and E, structures are better
separated owing to overall sharpening and different
temperature coefficients, although the Eo struc-
ture is clearly seen even at room temperature.
Using these 4e, data, we find threshold energies
as given in Table I. These are also compared to
other data and to band-structure calculations.

peak becomes sharply enhanced and much narrow-
er at 10 K, suggesting exciton effects. The peak
itself moves 55 meV to higher energy at 10 K.
A close examination for fine structure shows only
a break about 80 meV below the main peak in the
10-K curve, and nothing in the 293-K data.

It is remarkable in the &, curve that much of
the oscillator strength lies below the energy of
the A singularity itself. This is consistent with
an I, interpretation of this critical point, as it
suggests a distribution of oscillator strength along
the (111)axes down to the EOM, threshold at I'.
The overall shape at room temperature is similar
to that of Ge, where the bands remain nearly par-
allel for much of the (111)axes, " and where most
of the 1.3 eV decrease between the M, singularity
at f. and the M, direct gap at 1' occurs in the 20/g

nearest I'." As in Ge, the ER data provide no
direct evidence for M, critical points at L although
they cannot be ruled out if they are weak and/or
overlap the ED structure. We view the latter pos-
sibility as unlikely.

6. Comparison ofER and ellipsometric spectra

Direct comparisons between 4&, and the third
JDOS derivative are shown in Figs. 12 and 13 for
293 and 10 K, respectively. The greater broad-
ening at room temperature decreased the third
derivative amplitude sufficiently so that the E,
structure could not be resolved, even if it were
present to the extent that it appears in the ER
spectrum. Also at room temperature, an energy
shift is seen that gets increasingly larger at lower
energies. From 20 meV at the highest-energy
negative peak, this separation increases to 30
meV at the positive peak, 50 meV at the zero
crossing, and 80 meV at the lowest-energy nega-
tive peak. 'The fact that the shift increases also
with the width of the structures suggests that it
may be due to only a phase shift of the type pre-
viously observed for Ge, ' where an equal admix-
ture (45' phase shift) of third-derivative line
shapes was found to give the best agreement with
experiment. Previous comparisons for these
structures at room temperature also pointed to a
phase shift of about 60 ."

Accordingly, we show also the calculated spec-
trum with E, and &, weighted by 1.0 and 1.5, re-
spectively, and normalized to v'3. 25. As seen,
agreement is improved, although not completely
restored. Calculations for II„=0.MG, in the locally
parabolic model show similar behavior between
third-derivative and ER spectra, although such
shifts are smaller, only of the order of several
meV. We interpret the shift as being due partly
to this effect, partly to the I110)polarization ef-
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feet discussed previously, and partly to the sen-
sitivity of the ellipsometric data to noncritical
point regions along [ill] that ER does not pick
up. The phase shift itself was attributed previous-
ly to an increase in broadening parameter with
increasing energy, ' owing to the decrease in ex-
pected lifetimes resulting from the increasing
number of final states into which the electrons and
holes can scatter.

At 10 K, the line shapes are in much better
agreement and the energy shift is much less, about
25 meV for E, and 10 meV for E'. If the phase is
allowed to vary, i.e. , if linear combinations of the
1"eRL Rnd lmaglnary pRrts Rl e RgRln formed 'to ob-
tain a better fit, then the shifts can be nearly
eliminated end also the line shape 3symmetries
brought into better agreement, Rs seen in Fig. 13.
Thus the third-derivative relation predicted by
the Low-field theory appears to be qualitatively
valid for these structures as well.

Using the analysis in Sec. II, we calculate ap-
parent transverse masses of 0.58m, at room tem-
perature and 0.33m..at 10 K. These are signif-
icantly larger than the values 0.06m, -0.11m, cal-
cuLated for 0& II„&G.MG„and indicate that the ER
spectrum is too small relative to the third deriva-
tive. Hy comparing Figs. 2, 3, and 4 with Figs.
7 and 13, respectively, one finds that at 10 K the
measured &, spectrum is about 1.4 times larger
than expected, the third derivative spectrum is
about 2.6 times smaller than expected, and the
ER spectrum is about 7 times smaller. While the
absolute values of the ER and third-derivative
spectra depend upon the choices of H and X'. , the
relative values do not. The fact that the EH, to
third-derivative ratio is too small gives direct
evidence for the Coulomb interaction. We note
that the more rapid growth of the ER spectrum
with decreasing temperature is a further indication
of this becRuse ER ls more sensltlve to the cx'ltlcRL

point, while ellipsometry obtains contributions
from noncritical regions as well. The smaller
EH, spectrum ls signiflcRnt becRuse its amplitude
is independent of the transverse mass in the 2D
limit, in which case a discrepancy can
come only from electron-hole finsl-state inter-
Rct1ons.

The average increase of factors of 4.4 and 7.8
in the third-derivative and ER data, respectively,
from 293 to 10 K imply a decrease of broadening
of factors of 1.64 and 1.98, respectively, in the
simple model neglecting Coulomb effects. Taking
a mean value and using the GH result of 52 meV
at room temperature indicates that the broaden-
ing at 10 K is about 29 meV, in agreement with
that of Ge and GBAs. Because it is of the same
order as Qo, and because of the intravalence band

coupling, no spin-orbit-split structure can be re-
solved, in agreement with experiment.

1. I'olarizution anisotropy

Only a small anisotropy was observed for the
Ep Rnd Ep + +p transitions . These transitions are
weak and can be resolved clearly only below 80
K. Because they also overlap the E, structure,
the asymmetry was not possible to analyze. Es-
sentially no anisotropy is expected because of the
final-state symmetry of these transitions.

The asymmetry ratio of the main E, structure
near 4.3 eV is somewhat field and temperature
dependent, as seen in Figs. 14 and 15. At room
temperature, the e ~~ [110]spectra must be multi-
plied by factors of 1.61 and 1.72 for g equal to 42
and 103 kV cm ', respectively, to bring the posi-
tive peaks into coincidence. The lower and higher
parts of the 4.3-eV structure show less anisotropy.
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FIG. 3.4. ~&
~ spectra at 293 K for the E2 transitions.

8. Eo and E2 transitions

The spectral region from 3.9 to 4.9 eV shows
three distinct structures, the Ep transition near
4.2 eV and two E, structures near 4.4 and 4.6 eV.
Representative ER spectrR, transformed to 4q„
are shown at 293 and 10 K in Figs. 14 and 15, re-
spectively. These transitions are less field and
temperature dependent than those in the Ep
region of the spectrum, and consequently less in-
formation can be deduced about them. We discuss
primarily the polarization anisotropies, and com-
ment about the ER and ellipsometric line-shape
comparisons.
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The variations of & at 10 and 293 K in the E, re=
gion are shown in Figs. 6 and 7. Not as much
change is observed here as for the E, structure
although the structures do sharpen and the peaks
move to higher energy with cooling. At 10 K, Fig.
6 shows the existence of a weak break that corres-
ponds to the onset of the second E, transition in
the ER data.

3. Comparison ofER and ellipsometric data
E {ev)

FIG. 15. As Fig. 14, but for 10 K.

By contrast, the 4.6-eV structure shows a larger
anisotropy of about 2.5. No shift of the line shape
with polarization can be detected.

At 10 K all anisotropy ratios decrease, in agree-
ment with the observations on the Eo and Ey struc-
ture. Here, the anisotropies of the 4.3-eV struc-
ture are 1.48 and 1.31 for 42 and 103 kV cm"',
respectively. The anisotropy of the peak is less
at higher fields, by contrast to the room tempera-
ture measurement. The anisotropy is also less
for the lower and higher parts of this structure.
For the 4.6-eV structure the anisotropy is also
less, 2.1. Except for the negative peak at 4.26
eV, no energy shift can be detected.

'The large difference in anisotropy shows that the
E, structures at 4.3 and 4.6 eV arise from differ-
ent critical points and possibly even from different
regions of the Brillouin zone. While the different
line shapes also suggest this, definite proof comes
from the alloy measurements of Kline et al. ,

"
which show that the 4.6-eV structure vanishes
when Si is diluted by about 9% Ge. Thus the lower
E, structure appears to be related to the E, struc-
tures in Ge, which also follows from the similar-
ity in their anisotropy ratios even though the line
shapes are somewhat different. It may not be
true for GaAs, for which the anisotropy ratio of
the corresponding transition is much less.

The large anisotropy shows that at least one
negative mass is involved for these critical points.
We have not observed Franz-Keldysh oscillations
above E„however, as seen for Ge."'" Nor do
we observe a significant change of the line shapes
with field, suggesting that even at the highest
fields we are in the low-field limit. Surprisingly,
this E, line shape resembles fairly closely the
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FIG. 16. Comparison of 4&
&

and third JDOS deriva-
';tive line shapes for Si intheE& spectral region at 10 K.
The peak-to-peak values of the second and third &DOS
derivatives are 5.5 &&10 eV and 2.2 &105 eV, res-
pectively.

By contrast to the previously discussed situation
there is no obvious connection between 4&, and
the third JDOS derivative in the E, region, as in-
dicated in Fig. 16. One could achieve better
agreement by superimposing real and imaginary
parts of the third JDQS derivative. But the best
agreement, particularly for the 4.3-eV structure,
comes from the second derivative, which is also
shown in Fig. 16. The modified third derivative
has the same line shape but the peaks are some-
what too narrow. The large phase angle of 110
necessary to achieve qualitative line-shape agree-
ment with the third derivative seems difficult to
justify.

The second-derivative connection is also puzzl-
ing. Effectively, a second-derivative-like line
shape could be obtained three ways. First, the
field could be influencing the broadening parame-
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ter directly. This is most unlikely. Secondly,
the field could induce a third derivative with re-
spect to the broadening parameter. This is un-
physical. Thirdly, the regular third-derivative
mechanism could be shifted by 110 . This is most
probable but the calculated line shapes are
somewhat narrower than the observed 4E, ER
spectra. We not@ that Blossey's theory" cannot
be differentiated to obtain a second-derivative
line shape either.

Supposing that the third-derivative connection
remains valid, we can still determine the appar-
ent interband mass by means of Eq. (6). Because
a p, „p,, separation is meaningless we give simply

Taking the [001]polarization spectra as
having the largest size and therefore the smallest
mass we find values of about 0.25m, and 0.22m,
at 10 and 293 K, respectively. The estimate for
the 4.6-eV structure is somewhat less, 0.12m .
The first value is somewhat larger than that,
0.14m„obtained for the corresponding transition
in Ge from analysis of Franz-Keldysh oscilla-
tion, '""which is consistent with the behavior ob-
served for the E, transition in Si.

C. Band structure

The present work confirms the multiplicity of
critical points in the 3.4-eV region which was ob-
served previously by various authors. From the
preceding two sections, we can say that the E, re-
gion is characterized by an M, transition at 3.365-
eV (all 10-K values) and an M, transition at 3.46
eV. These are the E,' and E, transitions, respec-
tively. The most likely position for the E, critical
point is at L, with the energy decreasing mono-
tonically along (111) from L to I'. A third
critical point near 3.5 eV, not along (ill),
has been deduced from room-temperature data,
but it cannot be separated from the stronger E,
transition at 10 K. The strongest evidence for &-
linear valence-band coupling comes from the line
shape of the E, structure, which appears very
similar to that calculated in the locally parabolic
low-field limit in that only the upper valence band
contributes and the spin-orbit-split valence band
is strongly suppressed. Contrary to initial inter-
pretatiori, "it is the SO-c transitions that cannot
be seen in ER spectra.

The Eo two E2 and E,' structures have been
Kramers-Kronig transformed and their threshold
energies determined by the three-point method at
various temperatures. These data are summar-
ized in Table I and compared to other experimen-
tal work. Most numbers are in general agreement,
although we differ substantially from the 293-K
E,' critical-point energy determined by GH." 'This

is a result of their I, interpretation and not due
to any essential difference in data. We differ
from KM for E, in that we do not find it necessary
to invoke a third critical point in the E, structure.

The detailed investigation of the ER spectrum
and the resolution achieved allow a close compar-
ison with the most accurate band-structure calcu-
lations. 'The results of several such are also
shown in Table I. Before the positive identifica-
tion of the E, threshold in Si,"these calculations
tended to place the threshold anywhere within a
general range of 3-4.5 eV. Recent calculations by
Saravia and Brust" "and Chelikowsky and Cohen, "
which provide probably the most accurate compu-
tations to date, place the E, threshold correctly
and calculate the remaining band structure from
adjustable pseudopotential coefficients.

From Table I, we conclude that the Chelikowsky-
Cohen calculation is slightly better in that it
places the E,' and E, thresholds most accurately.
The Saravia calculation provides information
about other critical points in the 3.4-eV region,
but our data are too poor on the third structure
to suggest an assignment. 'The nearly two-dimen-
sional nature of the energy bands in Si, as inter-
preted by GH, '"" is also supported by our results.

The anomalously small mass observed by GH

was derived from a fitted value of h~. We find no
evidence for a small mass, although we did not
reach fields as high as GH. We believe that GH
obtained a larger-than-real value of SQ because
they used a model which was inadequate to repre-
sent the complicated band structure in the E, re-
gion. The theoretical calculations of the effect
of the k-linear term do not support a low mass
value either, but show instead that the k-linear
effect acts mainly to transfer oscillator strength
from the SO-c transitions to the v-c transitions
and to increase the apparent mass of this transi-
tion. It is unlikely that a more accurate calcula-
tion would lead to a qualitatively different conclu-
sion.
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