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An analysis is made of the dispersion (Van der Waals) interaction between the ions in a metal. The role of
the dielectric function e(k,w) of the electron gas in screening polarization fluctuations of the ions is studied,
and it is established that in Van der Waals interaction there will be terms which are analogs of the
Thomas-Fermi screening term and the Friedel oscillation term occurring in the static interaction between
ions. It is shown that reasonable estimates of the Van der Waals energy can be made by ignoring the spatial
dispersion aspect of €(k, ), using a local approximation based on the bulk-plasmon term only.

I. INTRODUCTION

Broadly speaking, the cohesive energy of a me-
tal can be divided into two parts, i.e., that which
is derived from the nearly free conduction elec-
trons, and that which is derived from the interac-
tion of the ions imbedded in the former. The lat-
ter constitutes only a small fraction of the cohes-
ive energy, but it has important physical implica-
tions. Such properties as crystal structure, lat-
tice vibrations, and, in general, dynamic response
of the metal would depend on the ion-ion interac-
tion. Because of the very effective screening due
to the conduction electrons, the Coulomb interac-
tion between the ions is more or less snuffed out—
only the residual lohg-range Friedel oscillations
remain in the static part of the ion-ion interac-
tion. The nature and physical effects of the static
Coulomb interaction between-the ions in a metal
have been investigated extensively.'”®> There is,
however, another type of ion-ion interaction, the
dispersion or Van der Waals interaction, which
has been neglected to a large extent in the study
of metals. It has recently been suggested that
Van der Waals forces make a significant contri-
bution to the cohesive energy of some metals.* In
that case, we would expect contributions from these
forces to other properties of these metals, such
as vacancy and void formation energies and phonon-
dispersion curves. They would also contribute
to the surface energy of metals in a manner en-
tirely analogous to the contribution of the disper -
sion interaction between the constituent molecules
to the surface energy of nonconducting dielectrics.®*®
This contribution would supplement the estimates
made of such properties based only on the proper-
ties of the electrons in a jellium model of a metal,
as has been done for the surface energy.” The im-
portance of ionic polarizability, which determines
the strength of the Van der Waals force, has been
emphasized in a different context by Kukkonen.®

The normal jellium approach to Rb and Cs gives

a negative or near negative electron gas compres-
sibility at the electron gas densities in these me-
tals. However, Kukkonen has shown that if a jel-
lium with a polarizable background (such as would
arise with polarizable ions) is used, the system )
is stabilized enabling calculations to be performed
in the normal manner.

The purpose of this paper is to investigate the
Van der Waals pair. potential between two ions
immersed in an electron gas. The analysis here is
more analytical than are the calculations of Rehr
et al.* We find that there are two distinct contri-
butions to this pair potential. One arises from the
normal inability of a plasma to screen completely
the potential due to dipole fluctuations on the im-
bedded ions. This gives rise to the well-known
R"® law. The other contribution has two parts;
one is the analog of the Thomas-Fermi screening
term and the other is the analog of the Friedel os-
cillations, both of which occur in the static Cou-
lomb interaction of the ions.

II. THEORY

The theory of the Van der Waals interaction po-
tential is well known.*® For completeness we
shall briefly indicate here the formalism we shall
follow in this paper, starting with two molecules.

Taking the two interacting molecules at ¥, and
T,, and with their polarizabilities given by a,(w)
and a,(w), if we start with an initial polarization
p,(w) on the second molecule, the electric field
due to that at », is

€(F,)=G(T,, Tp; 0) *Dy(w), (1)
where G(T,, T,; w) is the dyadic Green’s function
giving the field at Fl due to a unit dipole source at
?2 oscillating with a frequency w. The resulting
induced polarization of the first molecule is

51(03): al(w)a(Fl, -I.‘z; w)'ﬁz(w). » (2)
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Proceeding similarly we also obtain the equation
connecting the polarization 51 with that induced on
the second molecule

Pa(w) = a, ()G (T, Fyj w) * B, (w). (3)

Equations (2) and (3) have to be solved self-con-
sistently, and the solvability condition is

D(w)= I -, (w)G(T,, Tp; w) _0.

-

—,(W)G(F,, 73 @) I
(4)

The zeroes of D(w) give the frequencies of the
electromagnetic-field modes as perturbed by the
presence of the two molecules, and the poles give
the free-field frequencies. The dispersion inter-
action, being the difference in the energies of

the field in the two situations, can be written as
a contour integral

1 nw\ d
27 f dw <T> de

:_Z%fdwm[p(w)]. (5)

The contour here encloses the positive real axis
in the w plane. If we take the contour along the
imaginary axis, and expand the logarithm to lead-
ing order, we get

V)= [ T dt o, (8)a,E)

X Tr[G(F,, T 18)G(F,, Tp;48)] . (6)

Equation (6) is the basis of our treatment.

It may be noted that when Eq. (6) is applied to
ions in a metal, the medium determines the dyadic
Green’s function G(¥,, F,; w). This is given, in
terms of the electric potential ¢ (T, Tp; w) at T, due
to a unit monopole source at FE oscillating with a
frequency w, by the relation :

.G(.I:u T, w)= -(V,\ V)9 (F), Tp; w). L "

To apply this to the case of ions in a homogeneous
electron gas, we need

V(;xz);: [D(w)]

(l)(;p Fz; w)5¢(-fl —;2; (U)

47 dsp eii-(il-?z) '
- @) f r2e(k, w)
where E(E w) is the dielectric function of the elec-

tron gas. In terms of ¢, Eq. (6) becomes (with
R=F,-T,)

, ®)

V(R) = f dE o, (iE)a,(it)

x [(%)2 R’ <:§> ] ©

In obtaining Eq. (9), spatial isotropy is assumed,
as is also the fact that o,(w), @,(w), and €(k, w)
are even functions of w=7§&.

III. ANALYSIS OF SCREENING

The properties of ¢(R; w=0) in a metal are well
known, but those of ¢(R, w) are not. Rehr et al.*
have given numerical values for imaginary fre-
quencies for use in Eq. (9) using the random-phase-
approximation (RPA) form of €(k, w). We shall
briefly indicate here some of the analytic features
of the problem using the RPA form of €(k, w), and
also indicate the modifications that would occur
when improvements are made over the RPA form.

Writing Eq. (8) for the isotropic case and imag-
inary frequencies in the form

ov_ (2 [T dksin(kR)
¢ (R, if) = (WR> . ke, ib)

we note that for large R there will be two types

of contributions. The first part, ¢,(R,i£), arises
from the pole of [1/€(k, w)] in the small-% region;
and the second part, ¢,(R,i%), arises from the
branch points of €(%,i¢). In the Appendix the con-
tribution from the branch points will be evaluated.
The pole term can be estimated with reasonable
accuracy using the hydrodynamic approximation for

€k, w) wp/ (w? - ). (11)

Here w, is the bulk-plasmon frequency, and the
RPA estimate of B is B =2v%, v being the Fermi
velocity. The relation between this form and the
full RPA form has been discussed by Lindhard.®
Although the hydrodynamic form is an oversim-
plification and does not correctly represent the
analytic behavior of the RPA €(k, w) in the large-k
region, it is adequate for our purpose since it has
the correct limiting behavior for 2 -0, w#0and for
w—0,k#0; we shall be concerned with this small-
k and -w region. Use of Eq. (11) in (10) gives us
52 1 EZ
o8,10= () 7+ (1 )

o expl=(R/B) (w3 + £)'/7]
R

(10)

(12)

The first term is the Coulomb potential in a
dielectric medium with the spatially nondispersive
dielectric function

€(w)=1-w;/w?, : ‘ (13)

and it indicates the incapacity of the electron gas
to screen out an oscillating charge completely.
The other part arises out of the spatial dispersion
in €(k, w), and in the static limit (i.e., £=0), goes
over to the usual Thomas-Fermi screened Cou-
lomb potential.
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The contribution ¢,(R,i£) from the branch points
as shown in the Appendix, is basically of the form
of exponentially damped Friedel-type oscillations
for £#0. As a function of the frequency the ex-
ponent is rather complicated, being proportional
to & for small &, and to Vv for large £. The sec-
ond term in ¢,(R,i£), and ¢,(R,i%) is consistent
with what one would expect after realizing that the
potential inside the electron gas due to an oscil-
lating source would arise out of the propagation
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of the field in it governed by the structure of
€(k, w); at least a part of it may be expected to
be a retarded potential with a phase that depends
linearly on the distance from the source.

In the retarded terms we need to concern our-
selves only with the small-£{ behavior, since in Eq.
(9) for the retarded terms at large R, the major
contribution to the £ integral would come from the
small-§ region. The appropriate small-£ form of
(R, it) that we need is '

sin(2kpR)\ e™v¢®

¢(R,i§)z<i?>%+<l+ £

wi+& wy+ £

The symbols have been explained in the Appendix.-

2 2\1/2
> eXp[—(R/B)(I;op% i (Bl(g) cos(2kzR)

R
(14)

+Bz(§)——>

(kR (2kzR)®

Using this potential in Eq. (9), we get, for the leading terms of the Van der Waals interaction potential,

™

1 <3ﬂ f: dt 54a,<ig>a2‘<is)> n

VIB)=-gw G

We thus note that besides a London-type (1/R®)
interaction, the two ions inside a metal will also
interact with an additional oscillatory-type poten-
tial. There will also be an exponentially damped
term, which will damp out twice as fast as the
Thomas-Fermi screening term in the static case.
If instead of the RPA form a more-realistic

€(k, w) is used, it is not difficult to show that the

exponentially damped term in Eq. (14) will become

less significant due to increased damping. In Eq.
(15) the zero-frequeﬁcy form of this occurs, and
the increase of the Thomas-Fermi damping in

the static case, when the RPA €(k, 0) is improved
by inclusion of correlation and exchange correc-
tions is well known.!® Furthermore, the part re-
lated to Friedel-type oscillations, which is due to
the sharpness of the Fermi surface (at zero tem-
perature), will persist when improved versions of
€(k, w) are used. For small &, it would be reason-
able to expect that the oscillatory part of ¢,(R,i§),
which we shall denote ¢,%’(R, i£), will be of the
form ) ‘

OO (R, i) = e F P (R, 0). (16)

This part will thus contribute to V(R), to leading
orders in (1/R), terms which will arise from

ys)(R) ~ _(2%)( “—“;’V%ﬂ)
<[(Pe) )]

Care has to be exercised in evaluating and retain-
ing terms of the desired order in this, as in higher

r

""—2_%— al(o)az(o)

<\/7w1,5/2 e 29pR/B ", B 2 c0s?(2k pR)

233/2 RS/Z + (ZV) 7 +“') . (15)

r

orders in (1/R) the cross terms occuring when the
full potential ¢ (R, i£) is used will start contribu-
ting. '

IV. RESULTS AND DISCUSSION

We have attempted to evaluate the Van der Waals
energy in noble metals using the approach outlined
in Secs. II and III.

The numerical values of ¢(R,i£), obtained by
direct integration with the RPA €(k, i£) and by use
of Eq. (14), are in good agreement. As expected,
the screening becomes effective only for £ <w,.
Furthermore, the strengths of the analogs of the
Thomas-Fermi screened-Coulomb term and the
Friedel-oscillation term are much less than that
of the R™® term even at distances of the order of
the nearest-neighbor spacing in noble metals.
These results are consistent with the numerical
estimate of ¢(R,i£) made by Rehr ef al.* Since
the principal effect of the use of a more-sophis-
ticated €(k, i£) will be to render the analog of the
screened-Coulomb term insignificant, the use of
just R™% is clearly a good approximation to the Van
der Waals force'in these systems. We therefore
write

V(R)=-A/(R/a)®, ' (18)

where q is the face-centered-cubic lattice param-
eter. Using the information on ionic polarizabilit-
ies of the noble metals taken from Rehr et al.,* we
list in Table I the values of A that we obtained plus
the contribution of this potential to the formation
energy of a vacancy. The corresponding exper-
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TABLE I. Values of the coefficient A in Eq. (18) plus
estimates of the dipole-dipole Van der Waals contribu-
tion to the formation energy of a vacancy (Ey,) in the
noble metals. The experimental values are taken from
Simmons and Balluffi (Ref. 11). All quantities are in
ev.

Cu Ag Au
A 0.002 82 0.005 86 0.008 61
E4, (theory) 0.161 0.333 0.489
Eyy(expt.) 1.17+0.11 1.09+0.10 0.94+0.09

imental values of Simmons and Balluffi'’ are also
listed for comparison.

Although the contribution to E,, from the Van der
Waals force is only about 15% for Cu, it is about
30% for Ag and 50% for Au, the trend being that
the more strongly polarizable the ion, the larger-
the Van der Waals contribution. Clearly this ef-
fect will be important in all materials, such as
transition metals, with hlghly polarizable ions
and therefore a R“‘ term should be included in a
pair -potential description of any such metals. This
term does not seem to be included in any treat-
ment of noble and transition metals of which we are
aware, including sophisticated approaches such as
those of Moriarty'? and Dagens.'*

. We have also investigated the contribution of the
Van der Waals force to the phonon frequencies of
each of the noble metals. Because of the at-
tractive nature of the force it softens the phonon
modes and provides a negative contribution to the
calculation of w® In each case it turns out that
this contribution is about 10% of the experimental
value. Thus it is possible for a theory with one or
two adjustable parameters to give a good descrip-
tion of the lattice dynamics and totally misrepre-
sent contributions to the interionic potential which
may be important from the point of view of defect
properties.
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APPENDIX

In this Appendix we examine the asymptotic form
of ¢(R,i¢). The RPA expression for €(k,if) is

ek, i&)=1+ (/2% f(z, k), (A1)
with

C4 C3 C2 C
\_J &/
Za Z3 Z, Z

* * .* .*
z; z% z3 Z)

‘FIG. 1. Contours used in doing the integration in the
Appendix, to obtain the contribution to the potential from
the branch points.

flz,it) ‘% ) [2% = (2* —za) ]1n(£:ii:]_0f__>

8z 22—z -io

2 +z+ia
< > z+za)]1n<—~———————zz_z+z,a>.
(A2)

Here,
A= (Tagkp)t; a=E(EN)Y3

From Eq. (10), we get

¢(R;z‘£):<;;7> f: dze"”<m>, (A4)

where x =2k pR.

We need the contribution to the integral in (A4)
from the branch points at the zeroes of the argu—‘
ments of the logarithms. The contours to be used
for obtaining the contribution ¢,(R; i) to ¢p(R; &)
from the branch points, are illustrated in Fig. 1.
The method is an adaption of that used earlier?®
for £=0. The contour along the real axis can be
replaced by the sum of the illustrated four con-
tours C,-C, around the branch lines, which are

z2=(k/2kp). - (A3)

‘chosen parallel to the imaginary axis, for con-

venience. The relevant branch points in the upper
half-plane, in terms of 8= $tan'@ are

z,=3[1+ 1+ a?)/ %],
2= =31 - (1+ &®)t/%e¥],
czy=31 = (L+a?) e ],

z,= =31+ (1+ @) %e7i9],

(a5)
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In any of the contours, going from one side to the
other of the branch line, the discontinuity in the
integrand arises from the phase of the relevant
logarithm. Thus, in terms of

F(z;it)=2/[2° + A fle,i8)], (A8)

in the neighborhood of the branch points, we get

2i)\ 8z%

EERvEn; L

ROGER TAYLOR 17

™\ (22 —ia)? - 22
8z7) [z7+ 1 fz)F °

_ (™) (22 i) - 2®
F(z,+06) —F(z,-06)= <8—Z§ [z5+ 2 f(z,) °

F(z;) and F(z,) lead to equations similar to those
for F(z,) and F(z,), respectively, with a change in
the sign of (ja@). The contribution from the contour
C,, for instance, is

F(z,+0)~Fl(z, - 0)= (

<—1—> <—Mi> e, 2 )le, - zd)le, - 2d) fﬂmn (z _zl)eiwde:< : > (2, —2,)(z, —2F)(z, —2) <e,,21°‘> .

Obtaining the other contributions similarly, adding and simplifying them, we get the result

ey A
¢2(R7 Zg)“‘ 4(2

1/4
kr)

5
(

U
X [(—W;)> coS(ByX +6+5S .,y =2V )+ <

)

Here,

2 -
N (1 + a®)/ tg=x /2% T ging

Buy=3l(l+a® Y cosbx1], Uy, =3[1+1+a?)2£2(1+a?) *cos]"/2,

(1 +a?)'*sind
— -1
Se = tan |:(1+a2)"4c050i1:| ’

2

5 AU, o . 2
W= [U(*)COSSSQ)* cos3S,, + 16 Q 1)@ SIn(T(yy + Ty yy)

3

) U3, . Ao e
+|:UE(’*)51“5S(*)+ ) 2* SIn3S(i):F<—1€>Q(1)Ql(t)COS(T(*)+T1(i))} }

=[(ReW,)*+ (ImW ,,)*]"/2,
Vi =tan(ImW,,/ReW,,,),
with

1622 [Zf+)\f(zl)]2 x
(AT)
U
—W—/%L)> cos(B_yx +6+5S_, —2V(_,)] . (A8)
(A9)

Quy=l1+i0*+(1+a®)2:2(1+a?)"*cosf+a(l+a?)!/*sing]/?,

o/ (Ga) —(1+a®)*sing 2Q 2 m\2|1/2
Ty =tan 1< 21—(1+C!2)1/4COSQ >5 Qi) = [1n<—7&1£)_] +<T(*)_§'> s

T, =tan[T,, - 37/1In(2Q ,,/@)].

The extremely complicated algebraic form of the
quantities occurring in Eq. (A8) reflects the com-
plicated dispersion relation of the propagating
waves connected with the branch points of €(g, w),
emanating from an oscillating charge source in the
medium, even in the RPA.

For £-0, i.e., in the static limit @ -0, and Eq.
(A8) reduces to

by ] cos(2kzR) (A10)

¢2(R;0)\z[(2+.x)2 @k, R*

which is the leading term in the Friedel-oscilla-
tion formula.

For small but finite frequency, Eq. (A8) reduces
to

v (Bo(8)\ cos(2rgR) _,
¢2(R’1£)~< R > (szRI;g (4 ER, (All)

where v =2k (31)"/% The structure of B,(£) is ob-
tained trivially from Eq. (A8). Equation (All) gives
the leading term in an infinite series. At zero
frequency it is usually necessary to consider also
the next term which is of the form [sin(2%zR)]/R".
At finite frequency the analysis of this term is
extremely tedious and we have not attempted it.
However, it is reasonable to suppose that it will
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be damped precisely in the same way as in Eq.
(A11). We thus arrive at the following asymptotic
form for ¢,(R;i&):

ey cos(2kzR)
¢2(R7 /L‘E)"' <Bz(£) (2kFR1;2
sin(2epR)\ e™*F
PO T e

For large frequencies this approximation is
clearly poor, but as discussed in Sec. III we do
not need that for large R; and furthermore, the
¢,(R; &) will dominate in that circumstance. We
have tested Eq. (A12) by comparing with a numeri-
cal evaluation of ¢(R;4¢) from Eq. (10) and have
found that it does indeed give a good fit for values
of R greater than or equal to the near neighbor
distance in a typical noble metal.
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