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Using the linear-combination-of-atomic-orbitals formalism, the Hartree-Fock (HF) exchange operator has
been expressed as a double Fourier integral. In the case of Gaussian basis functions, the Fourier coefficients
of the exchange have been calculated analytically in terms of error functions of complex argument. When
this Fourier expansion is used to compute matrix elements of the exchange between two Bloch functions, all
of the direct lattice sums and the Fourier integral disappear, leaving only a double reciprocal-lattice sum in
the expression for the exchange-matrix element. The convergence of this double Fourier series is comparable
to the convergence of the Fourier series for the Coulomb term, which has been previously investigated by the
authors. In the double Fourier series for the exchange term, as in the case of the Coulomb term, only the
first few Fourier coefficients change significantly from the overlapping atomic potential (OAP) to the self-
consistent result, and therefore the number of integrals that need to be stored for the self-consistent
iterations is greatly reduced. Thus the double reciprocal-lattice expansion for the exchange term enables one
to perform a self-consistent HF calculation for crystals with large atoms if the first iteration can be obtained
with the OAP. In the case of the OAP, the number of integrals to be computed in direct space is greatly
reduced over the number required in the self-consistent case, and therefore the exchange term can be
calculated in direct space for crystals with heavy atoms.
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I. INTRODUCTION

In recent years there has been a great deal of
interest in calculating exact Hartree-Fock (HF)
energy bands rather than Xa bands® in which the
exchange term is replaced by a local density ap-
proximation. These recent efforts to treat the HF
exchange term exactly have been made possible by
the development of new mathematical fechniques
as well as faster computers. As a result of these
new developments, one is no longer forced to ap-
proximate the exchange term, but instead one is
now in a position to perform an exact, self-con-
sistent HF calculation. .

The HF calculation is very important in deter-
mining the electronic properties of solids for sev-
eral reasons. First of all, the crystalline HF cal-
culation gives good ground-state properties such
as charge densities,®? Compton profiles, and bulk
modulus.® Secondly and most important, the HF |
energy-band calculation provides an exact and
known starting point to which correlation cor-
rections can be added in order to obtain accurate
excitation properties of crystals. The HF calcula-
tion corresponds to the first term in a many-body
perturbation series,*® so that once the HF energy
bands have been obtained, one knows exactly what
has already been included in the calculation and ex-
actly what additional perturbation terms need to be
added in order to improwve the accuracy of the ex-
citation energies. This is in sharp contrast to X«
calculations. Once the exchange term has been re-
placed by an Xa approximation, one cannot go any
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further to improve the accuracy of the energies be-
cause one has no way of knowing what has already
been included in the calculation or what additional
terms need to be added.

It is well known that HF calculations yield energy
differences that are too large, so that correlation
corrections need to be added to HF energies in or-
der to obtain more favorable agreement with ex-
periment. One of us has developed a correlation .
technique, called the screened-exchange-plus-Cou-
lomb-hole (SECH) method,’*® which yields close
agreement with experiment for the top of the val-
ence band. For-example, when the SECH calcula-
tion was done for diamond, values of 5.6 and 7.6 eV
were obtained for the indirect and direct band gaps,
compared with experimental values of 5.6 and 7.4
eV, respectively. The agreement is best for the
indirect gap which is the only piece of “hard” ex-
perimental information available for diamond. Thus
one can obtain accurate excitation energies with the
SECH method if one is able to calculate a set of exact
HF energy bands touse as a starting point.

Recent attempts to perform exact crystalline
HF calculations have been made by Euwema
et al »"® using the direct-space method, by Harris
et al.®™ using reciprocal-space techniques, and by
Kunz et al.'? using a localized-orbital method.
While Euwema and Harris have carried out HF
calculations for crystals containing s and p elec-
trons, such as Li, LiF, and diamond, their for-
malisms involve so may integrals that it is im-
practical to apply them to crystals with d elec-
trons. In the case of Kunz’s method, the local-or-
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bital techniques have been applied to insulators in
which the electrons are tightly bound, however,
this method is not easily adapted to semiconduc-
tors and metals in which the electronic states

are more extended. Thus, what is needed is a gen-
erally applicable HF formalism in which the num-
ber of integrals to be calculated and stored is re-
duced to a manageable amount.

The two terms in the HF calculation that present
difficulties in terms of number of integrals to be
handled are the Coulomb and exchange terms. In
the case of the linear-combination-of-atomic-or-
bitals (LCAO) procedure, which is the method used
in this paper, the Coulomb term has been put into
a manageable form by expanding the Coulomb po-
tential in a Fourier series in reciprocal-lattice
vectors.'®’ When this is done, the infinite sum
of positive and negative charges is included in the
K=0 coefficient, eliminating the complicated and
lengthy calculation that would be required to do
this sum in direct space. Also, once the first
iteration has been obtained using the overlapping
atomic potential (OAP), only the first few Fourier
coefficients change significantly in the successive
iterations required to reach self-consistency, and
thus the number of integrals that need to be stored
for these iterations is much smaller than in the
case of the direct-space calculation. One is still
faced with the problem of obtaining convergence
of the reciprocal-lattice sum in the first iteration.
However, we have developed Ewald techniques™®
which greatly speed up the convergence of this
Fourier series so that the first iteration can be
obtained in a relatively short time.

It is desirable to handle the exchange term in a
similar manner so that the full HF calculation can
be done for crystals with heavy atoms. If the ex-
change term is computed in direct space, then, as
in the case of the Coulomb term, the number of
integrals to be stored is prohibitive for crystals
with d electrons. To overcome this difficulty, we
have developed a method for expanding the ex-
change term in a double Fourier series in re-
ciprocal-lattice vectors. When this is done, then,
as in the case of the Coulomb term, only the first
few terms in the Fourier series change significant-
ly in the self-consistent iterations, and thus the

number of integrals to be stored is greatly reduced.

The advantage of the reciprocal-lattice expansion
is that it picks out the parts of the Coulomb and ex-
change terms that change significantly from the
first to the final iteration, and thereby greatly. re-
duces the number of integrals that need to be
stored for these iterations.

In order for this reciprocal-lattice expansion of
the exchange term to be useful in performing a
self-consistent HF calculation, it is necessary to
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obtain the first iteration exchange using the OAP.
We have developed a method for calculating the
OAP exchange term in direct space by making use
of the POLYATOM integral package'” which com-
putes two-electron integrals containing s, p, and
d functions. In the case of the OAP, the number
of integrals to be computed in direct space is
greatly reduced over the number required in the
self-consistent case where the wave function is a
linear combination of Bloch functions. Also none
of the direct-space integrals needs to be stored
since self-consistency is achieved using the re-
ciprocal-lattice expansion. Thus if the first itera-
tion exchange is computed using the OAP, then,

a direct-space calculation is feasible for crystals
with large atoms. )

It should be noted that the reciprocal—space pro-
cedure of Harris et al. is substantially different
from the method presented in this paper. In the
Harris method, only the bare Coulomb interac-
tion is written as a single Fourier integral, while
in the method given here the entire exchange oper-
ator is expressed as a double Fourier integral,
which enables the exchange-matrix element to be
written as a double sum over reciprocal-lattice
vectors.

II. RECIPROCAL-LATTICE EXPANSION FOR EXCHANGE
TERM

In the LCAO method, the HF exchange operator
is given by

VT, Tp) = = p(Fy, T)o(F,, T, (2.1)

v(,,1,)=e?/|F, -T,], : (2.2)

p(T,,T,)= Z u'l.tz (-fz)u'f:l(-fl), (2.3)
ﬁ,l occe

wy ()= bR, (2.4)

()= = et R f-R), (2.5)

where the u;, are one-electron states, the ¢, are
atomic orbitals, the 3 ; are the Bloch functions as-
sociated with the atomic orbitals, the b,; are the -
coefficients of the Bloch functions, kisa recipro-
cal-space vector restricted to the first Brillouin
zone, [ is a band index, the R, are direct-lattice
vectors, and N is the number of unit-cells in the
crystal. .

The exchange operator can be written as a dou-
ble Fourier integral as follows:

Vex(-fn Y‘z) = j V;x(?h, az)

X eia1-;‘1-i'&2°;z dal daz, (2.6)



508 - N. E. BRENER AND J. L. FRY 17

where
ACRARSC NGRS
‘ X ey o Ty *i?lz';z dt, dt,. (2.7)
Then using the expression for V,, given by Egs.

(2.1)=(2.5), Eq. (2.7) becomes

V(@58 = 20 V@, 8)0@, -G, - K, (2.8)

Ky

- - e?
Ve, ) = - POET

2: P 7o) 4(F, — ﬁv)
____rL____—
ijuA J |I‘l—r2|

X e"i9° Ty +iqg e Ty d’fl dfz,

(2.9)
A= NZb 0p, Beit R, ‘ (2.10)

where K2 isa reciprocal lattice vector, Q is the
volume of the unit cell, and we have used the re-
lationship

e = 3 -
T ettenin R B0 50 G, g - Ry, (211)
v Ky

Putting (2.8) into (2.6), we can then express the
exchange operator in terms of a Fourier integral
and reciprocal lattice sum

Vo, F)=Y j V. (§,3+K,)
. K2

X gitsFymi @Ky Ty dq. (2.12)

If ¢; and ¢, are both s Gaussian orbitals, then
the integral in Eq. (2.9) if of the form

I= J’ eXp -, (.2 )2 - C!].(fl - E)z]
IT, =T,
X gmit * Ty +i%e T2 gF AT, (2.13)

where ¢; and ¢; are centered on the sites A and
B, respectively. In order to obtain the integral in
(2 9) when ¢; and ¢; are p or d Gaussian orbitals,
one can take derivatives of I with respect to K and
B. Thus the basic integral that needs to be done
is the one given in Eq. (2.13).
This integral can be put in the form
3/2 I . -
=W exp(—iql 'B+iq2 A

Pt (ﬁz—ﬁl)z \
+iK C_4(ozi+ozj)>

X j %exp[—iﬁ'F—a(f—a)z] dr, (2.14)

where
C=B -4, (2.15)
= . ;- )
K %+, Q1+ai+ajq2’ (2.16)
a=-2% (2.17)
Q;+a;

It now remains to do the integral given in Eq. (2.14),

-

J:j ;lexp[_ix-f_a(f_a)z]d?. (2.18)

This integral will be evaluated in this section in
a simplified manner. A rigorous evaluation of the
integral is given in the Appendix. Completing the
square in (2.18), we have

J=exp< K-C- f;)

1 ... D\
Xf;exp -a(Trizry dar, (2.19)
where D is a complex vector given by

D=K/2a'2+iat/2C. (2.20)

Since there is no preferred direction in the inte-
gral in (2.19), the result of the 1ntegrat10n must
depend only on the magnitude of D which is de-
fined by

D-(5~B)1/2 A (2.21)

If we ¢ evaluate this integral for the special case
that K I]C then we can determine how the integral
depends on the magnitude of D and thls result will
then be true for the general case when K and C are
not parallel.

If K ||6, we can carry out the integration in
(2.19) to obtain

J——z— exp(—iK - C - K?/4q) erf(w) (2.22)
where the error function is defined by
2 2
erf(z):J- et dit. (2.23)
0

Putting (2.22) into (2.14), we have

27%/2

=a.aA(ai+ozj)172

qz qz > erf(iD)

X exp(-iﬁ1 B+ig, A Ta, "o

Since for argz > im, erf(z) -~ as z~_ it
is more convenient to express I in terms of the
well-behaved function w:
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_ m exp(—i§, * B+id, - A)
Toga(a;+ap)t iD i
P (&2‘&1)2
X [exp <— aC?+iK+C —m w(D)
i+t QG

2 2
9 qz
- exp<—4aj " 4aq; >] ’ (2.25)
where
w(z):e"’52<1 +i 2 fzétzdt ‘ (2.26)
7r172 o . .

In the case that ¢; and ¢, are p or d functions,
the integral in (2.9) can be obtained by taking de-
rivatives of (2.25) with respect to A and B.

III. EXCHANGE-MATRIX ELEMENTS

In order to perform a Hartree-Fock calculation
for a crystal, one must compute the matrix ele-
ments of the exchange operator with respect to the
Bloch functions

VE@= [ s ED VG, Fl () @ dF,. | (3.1)

Using (2.12), which expresses the exchange opera-
tor in terms of a reciprocal-lattice sum and Four-
ier integral, we can write the exchange-matrix
element as -

XY@+ K)o, G+K)dg,  (3.2)

b @= [ v (e FaE, (3.3)
where the Fourier integral on {, which was over
all of reciprocal space, has been restricted to the
first Brillouin zone and'a sum over reciprocal-lat-
tice vectors K has been added.

Using (2.5) and (2.11), one can put (3.3) in the
form

1 (2m)3

b, (@ =— "5~ ¢/Do@E-B), (3.4)
VN

9= f ¢ ,(Fe-F aF, (3.5)

Then putting (3.4) into (3.2) and integrating over
4, we obtain

(21r)

Vo

Vf’j‘(k Z v (E+K _.1, K+K K,)

X¢?(E+K1)¢1(E+Ea)- (3.6)

In the above expression for the exchange-matrix
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element, both of the direct lattice sums as well
as the Fourier integral have disappeared, leaving
only a double sum over reciprocal-lattice vectors.

If ¢; is an s Gaussian orbital, then the integral
in (3.5) is of the form

L:f ero R -die T g R

where ¢; is centered on the site A. In order to ob-
tain the integral in (3.5) when ¢; is a p or d or-
b1ta1 one can take derivatives of L with respect
to A. After the expression for the integral has been
obtained, A is set equal to zero. Carrying out the
integration in (3.7), we have
3/2 - .

L= ——,—e"‘*”““ faay, : (3.8)

IV. CONVERGENCE OF DOUBLE RECIPROCAL-LATTICE
SUM

Now that the exchange-matrix element has been
expressed in terms of a double reciprocal-lattice
sum, one needs to examine the convergence of this
double sum. For the case of Gaussian orbitals,
this convergence can be studied by comparing it
to the convergence of the single reciprocal-lattice
sum in the Coulomb term, which has been thor-
oughly investigated by the authors.'®!®* When the
Coulomb potential is expanded in a single re-
ciprocal-lattice sum, the coefficients VC(K) can
be written as a nuclear part V““c(Kl) plus an elec-
tronic part Vel(K )

VC(KI) = Véuc(Kl) + Vg‘l(ﬁx)- . (4.1)

The nuclear part of the coefficient depends on
1/K? while the electronic part depends on 1/K?
times exponentials of the form e-*i/4(®; *¢))  For
p and d functions there are other factors present
in the electronic part of the coefficient; however,
the major factor that determines convergence is
the exponential in KZ.

In the energy-band calculation, one does not need
to compute the Coulomb potential by itself, but
rather matrix elements of the Coulomb potential,
and these matrix elements contribute additional
convergence factors of the form e ¥1/2(@; * ¢y tq
both the nuclear and electronic terms. In the case
of the nuclear term, the major convergence fac-
tor comes from the matrix element rather than
from the nuclear potential itself, since the 1/K2
factor produces negligible convergence compared
to the exponential in KZ.

In the case of the double sum in the exchange
term, the matrix element produces convergence
factors of the form e~® *K* /1oy for poth the K
and the K sums, as shown by Egs. (3.6) and (3 8).
Thus the convergence factors that come from the
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matrix elements are of the same form for all of
the sums involved in the Coulomb and exchange
terms.

Since the contributions of the matrix elements
are the same, then the relative convergence of the
Coulomb and exchange sums can be determined by
a comparison of the Coulomb and exchange coeffi-
cients. In order to examine the convergence fac-
tors in the exchange coefficient, it is convement to
replace the K and K sums by sums over K K
and K + K Then in the first term in brackets in
Eq. (2 25), which is the dominant term, there is
an exponentlal in (K, -K,)?, e ®» -k e *ey) and
a term w(D)/iD which goes as 1/K? for large g,
Since K= k+[1/(a;+a)](a; K ra K) the w(D)/iD
term produces a convergence factor of the form
[1/(K +X,)?]. Thus the K,+K, sum and the K,

- K sum have convergence factors similar to
thoselof the nuclear and electronic parts of the
Coulomb term, respectively. Therefore, one of
the sums in the exchange term converges like the
nuclear part of the Coulomb term, while the other
sum converges like the electronic part of the Cou-
lomb term.

V. SELF-CONSISTENT HF CALCULATION

The authors have thoroughly studied the con-
vergence of the reciprocal-lattice sums in the nu-
clear and electronic parts of the Coulomb term,
and have developed techniques to obtain rapid con-
vergence in both cases.'®!® However, since each
of these sums contains a large number of terms
when converged, a substantial amount of time would
probably be required to achieve convergence of the
double sum. Thus it would probably not be feasible
to obtain convergence of the double reciprocal-lat-
tice sum for the full exchange term. However,
when performing a self-consistent HF calculation,
it is not necessary to converge the double sum for
the full exchange term if one computes the first
iteration using the overlapping atomic potential
(OAP).

In both the Coulomb and exchange reciprocal-lat-
tice sums, the large number of terms is required
to describe the rapidly varying charge density of
the core electrons, while only the first few terms
in the sum are needed to describe the slowly vary-
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ing charge density of the valence electrons. In
going from the OAP to self-consistency, the core
density is virtually unchanged while the valence
charge density changes appreciably. Therefore
only the first few coefficients in the sum change
significantly in the iterations required to reach
self-consistency. Thus if AVSY is defined as the
change in the exchange-matrix element from the
OAP to the self-consistent case, then the double
reciprocal-lattice sum for AV converges after
only a few terms.

Since the double sum for AV converges rapidly,
it can be used to achieve self- conmstency once the
first iteration has been obtained with the OAP. In
order to calculate AVS}, one needs to compute the
exchange coefficient for the OAP case. In the case
of the OAP, the exchange operator has the form

—r2! Ed)*(rz 94(Fy ﬁv)’

(5.1)

and this leads to the following expression for the
exchange coefficient:

¢*(r r,)
(277 )3Q Zf

Irl—r2

VP, Ty = - =

Vo ((h, dp) =

. e .
X emity o ¥y il e *2dt, dt,.

(5.2)
Then the change in the exchange-matrix element
is given by

- 27)3 - - o =
AV§§(k)=(g) 2 AV, (R+R,E+R)
k’]_vﬁz )

X ¢pHk+K,)p;k+K,), (5.3)

Vex(EI’EZ) = Vex(al’az) "‘V(:;?P(au?lz); (5.4)

where V., which is defined in Eq. (2.9), is the
exchange coefficient in the self-consistent case.

In order for the double reciprocal-lattice sum to
be useful in.performing a self-consistent HF cal-
culation, it remains to compute the first iteration
exchange-matrix elements using the OAP. Be-
fore doing this, it is interesting to examine the di-
rect-space expression for the exchange-matrix
elements in the self-consistent case, which can be
obtained by putting (2.1) into (3.1):

E )= — ezz e ike Ru Z Amnuv" ""_J- ¢;|<('I’.1) ¢r>’r;(-r’z _-ﬁv' - ﬁv)qbn(-fl - ﬁv" )

mm’v”

R’y1? occe

1 | . -
mavty TN Z l'm(k )bl’ (k') etk ‘ (R ¢ Ry Ry

¢ (T, - R,) dF, dF,, (5.5)

IT, =T,

(5.6)



where the integrals given in (5.5) are two-electron
integrals.

The above expression has been written out in de-
tail in order to demonstrate some of the difficulties
that it presents. In addition to the sums over Bril-
louin zone points and bands, there are three direct
lattice sums and two sums over atomic orbitals.
Since the matrix elements must be calculated for
each pair of orbitals ¢;, ¢;, then when one con-
siders the total number of matrix elements to be
computed, there are actually four sums over
orbitals. Thus the total number of integrals to be
computed depends on the fourth power of the num-
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ber of orbitals. As a result of the three direct lat-
tice sums and four sums over orbitals, the total
number of integrals quickly becomes unmanageable
as the size of the atoms increases, and therefore
it would not be feasible to compute the above matrix
elements for crystals containing d electrons.
However, in the case of the OAP, where the one-
electron wave function is a single atomic orbital
rather than a linear combination of Bloch functions,
the exchange-matrix elements in direct space
have a simpler form. Putting (5.1) into (3.1), one
obtains the expression for these matrix elements:

7 e OHE =R F =R Lz 3 |
VCi)jAP(k): _62202 € 8 Ryg‘j ¢‘?{(r1)¢ ]-flf-fz ll ¢j(r2 —Ru) d?l sz- (5.7)

The above expression, which contains only two
direct lattice sums and one sum over orbitals, is
considerably simpler than the expression for the
matrix elements in the self-consistent case. Thus
in the case of the OAP, the number of integrals to
be calculated. is greatly reduced, and therefore it
is feasible to compute the exchange-matrix ele-
ments in direct space for crystals with large
atoms.

In order to obtain the integrals involved in the
direct-space OAP calculation, we have made use
of the POLYATOM computer program'’ which calcu-
lates two-electron integrals containing s, p, andd
functions. .

In order to perform a self-consistent HF calcula-
tion, one must compute the Coulomb and exchange-
matrix elements for each of the iterations required
to reach self-consistency. The self-consistent
procedures for the Coulomb term have been thor-
oughly discussed in previous papers by the auth-
ors.'*!® In order to handle the exchange term in
a self-consistent HF calculation, one first uses
the OAP to compute the first iteration exchange-
matrix elements in direct space, according to Eq.

(5.7). After the first-iteration wave functions have
been obtained, one computes the change in the ex-
change-matrix elements from the OAP to the self-
consistent case, as given by (5.3). The changes
in the matrix elements are then added to the or-
iginal OAP matrix elements to give new exchange-
matrix elements which are used in the next itera-
tioh. This process is continued until self-consis-
tency is reached.

VI. APPLICATION TO CRYSTALS WITH d ELECTRONS

One of the most important features of the method
described above is that it can be applied to crystals

r

containing d electrons, since the double reciprocal-
lattice expansion does not depend strongly on the
number of atomic orbitals. As indicated in

Sec. V, when the crystal contains heavy atoms, ther
a direct-space calculation is feasible only in the
case of the OAP. In the self-consistent case, the
direct-space calculation would require a prohibi-
tive amount of time for crystals with large atoms,
since the number of integrals to be computed goes
as the fourth power of the number of atomic or-
bitals. However, in the case of the double re-

" ciprocal-lattice expansion for the exchange term,

the number of integrals to be computed depends on
only the second power of the number of orbitals,
as shown by Eq. (2.9). There are also two atomic
orbitals in.the expression for the exchange-matrix
elements; these are not involved in the integrals
in Eq. (2.9). Thus the double reciprocal-lattice
expansion is not strongly dependent on the num-
ber of orbitals, and therefore the method pre-
sented in this paper can be successfully applied
to crystals with d electrons.

Applications of this method are given in the sec-
ond paper of this series.
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APPENDIX

It is desired to evaluate the integral

Il=f:‘_’e-ii°;-a(?‘-a)2d'f. (Al)

Picking _;che z axis along C and rotating the x axis
so that K lies in the xz plane, one-obtains



512 N. E. BRENER AND J. L. FRY 17

I,=2m f % emor®=ach2 gy (A2)

T
I.= f eikr coseKcose +207C cosé
2
0

X J (K sinb sinf) sin6 d6. (A3)

In the interval (0,m), the integrand in (A3) can be
written as an even part and an odd part about the
point 6=3m. ThenlI , is equal to twice the integral
of the even part from 0 to s

af2
I,=2 f cos(B cosb) J (0 sinb) sinf db, (A4)
0
B=Krcosby+i2arC, (AB)
0=Kv sinf . (A6)
Evaluating this integral, we have'®
oL/2g1/2 .y
L=ty (0 + 8179, A
., sin(20*/2Dy)
- 202Dy’ (48)

where
D=(D-D)*~, (A9)
D=K/2a'2 1 ja'2C. (A10)
Using (A8), (A2) becomes
2m )
I =—ps €™, (A11)
I3:f emor’ sin(2a1/2Dv) dr. ~(A12)
o

Carrying out the integration in (A12), we obtain
an error function of complex argument,

1 ) '
IE‘:i_(P—’E e’ erf(iD), (A13)
2 2
erf(z) = j et dt. v (A14)
o

Then putting (A13) into (A11), we have

2M ik o C - k2 /a0 €21ED)

Il=-a-e iD (A15)
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