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Chemical trends in metal-semiconductor barrier heights
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Experimental data on metal-semiconductor interfaces are reexamined. It is found that the previously
reported abrupt transition between covalent and ionic semiconductors is not that clearly defined and the
outcome is diffused by data scattering. Furthermore, the data indicate no saturation of the interface
parameter S for S = 1. Considering the definition of S, it follows that the true Schottky limit should occur
for some number S -2.0-3.0 rather than for exactly S = 1 as previously claimed.

In 1969„Kurtin et al. ' presented an extensive
compilation of experimental metal-semiconductor
interface (MSI) data .In classifying the behavior
of MSI's the interface slope parameter S = sC s/sX
was used to describe the extent of Fermi-level
stablllzatloD for a glveD semiconductor. Here 4'~
denotes the r ectifying barrier height of the MSI and
X denotes the metal electronegativity. The de-
finition of S as a descriptive interface index is
based on a linear interface potential theory devel-
oped by Cowley and Sze' and by Heine. ' If correct,
this linear theory yields the striking result that
the interface behavior of a given semiconductor
can be described by a characteristic parameter S
independent of the metal with which it is in contact.
The theory assumes that a dipole is created at the
interface formed by localized states on the semi-
conductor side, which in turn are more or less
filled by electrons spilling over from the metal.
Thus, by moving the Fermi level (i.e., changing
the metal characterized by its electronegativity
X ) the barrier height is changed at a rate given by
S.

Two limiting cases can be considered. The case
of complete or nearly complete Fermi-level stab-
ilization (S = 0) as found in Si or Ge, for example,
is attributed to the existence of a high density of
interface states in the gap of these semiconductors
which pin the Fermi lev6l. This limit had b66D
first proposed qualitatively by Bardeen, 4 mho re-
lated the stabilization to surface states. Later the
problem had been formulated more rigorously by
Heine, ' mho noted that true surface states should be
absent in a metal-semiconductor interface, how-
ever, metal states tailing into the semiconductor
would play a similar role of Fermi-level stabiliza-
tion. A number of more-sophisticated calculations
of the interface dipole'~ as weQ as theories in-

- volving band-narrowing, many-body interactions,
and elementary excitation"" confirm the existence
of the S= 0 Bardeen limit.

The opposite limit of little or no Fermi-level
stabilization, referred to as the Sehottky limit, is

reached if virtually no i.nterf ace states exist in the
semiconducting gaps. The important point to note is
'tha't the limit (no stablllzatlon) ls aS ~A, where+
=—841/BX . ThequantityA, whichisnotingeneral
equal to 1 or may not even be metal independent. ,
relates the metal electronegativity X (e.g.,
on a panting scale" ) to an "internal" metal
work function 41. The term "internal" em-
phasizes the difference between 4 and the
usual (measured) metal work function 4 which
characterizes the metal-vacuum interface and
which contains an additional electrostatic con-
tribution D from the metal surface dipole. Even
though this latter fact (namely, 4 = C„'+D) was
realized early and led to the use of X rather
than 4 in characterizing the metal, "the cor-
rect value of 8+1 was usually omitted. " Qne
exception is the theoretical work of Hef. 8, where
a value of A = 2.27 mas used in the calculations. As
discussed later, this value though quite different
from Ref. 1 may not be completely exact either
since it originates from correlating measured
work functions 4 with electronegativities X and
thus is affected by the electrostatic surface dipole.

Moreover, in Ref. 1 S values were plotted for a
number of semiconductors as a function of their
eleetronegativity difference &X in a way which
strongly suggested that, for semiconductors with
&X&1.0, saturation is reached, i.e. , the Schottky
limit is reached at S = 1, i.e., A = 1. This plot,
which is reproduced in Fig. 1 also suggested a
rather abrupt transition between S= 0 and S = 1
around &X= 0.8, which could not be explained sat-
isfactorily by the calculations of Refs. 5 8. [The
data points of SiC and C (diamond) are taken from
Ref. 14. The originally published S value for SiC
of 0.4 is thus corrected to 0.04.] Instead, many-
body effects such as those proposed for electronic
states in glasses were invoked to explain the "sud-
den" transition between covalent (S = 0) and ionic
(S = 1) regimes. "

It is the purpose of this note to show that (a) the
data contained a great deal of scattering and if they
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FIG. l. Original plot of interface slope parameter S
versus semiconductor electronegativity difference AX
as given in Ref. 1.

are least-squares fitted, the suggested "sudden"
transition is rather smooth and diffuse. (b) Taking
into account the correct definition of S, the Schottky
limit is not found for S = 1 but shouM rather occur
for some value S= 2.0-3.0. (c) For ionic semi-
conductors like ZnS, SiO„ZnO, SnO„A1,0„or
SrTiO, with AX ranging between 1.0 and 2.5, this
suggested Schottky limit has by far not yet been
reached.

As can already be seen from the original data
plotted in Fig. 1 of Ref. 1, the scattering of bar-
rier height values 4~ for a given semiconductor or
insulator (like SiO, ) as a function of metal electro-
negativities is rather high and straight-line fits
(whether least squares or not) may become quite
questionable in certain cases. The scattering
varies from case to case and generally increases
with the deduced value of S, i.e. , with the ionicity
(or band gap) of the semiconducting compound.
However, even for a covalent material as Si, sig-
nificant scattering was reported in the literature. "
In view of these difficulties, we have reexamined
the original data as far as they are available in
Refs. 1, 12, 17, and 18 and performed least-squares
fits to them. The results (listed in Table I) deviate
significantly from those reported, in Ref. 1, in
some cases by more than 50%. In particular, the
newer results for SrTiO, of Ref. 1V are not at all
compatible with the 8 = 1 value reported in Ref. 1.
Moreover, a X' analysis of the quality of the fits
showed that the uncertainty in S is at least +20/0
purely on the basis of data statistics. It may thus
be still questionable whether the least- squares-
fitted values describe the physical situation much
better than the values reported in Ref. 1; they
have, however, a statistical meaning. The main
result is that straight-line fits (i.e. , the linear
interface theories) only very roughly describe the
situation and may contain much arbitrariness like

TABLE I. Table of interface slope parameters S
=8@3/BX . The quoted experimental values are least-
squares fitted to the results of Refs. 1, 12, 14, and 22.
Also indicated are theoretical results of Louie, Cheli-
kowsky, and Cohen (LCC) (Ref. 8) usingA =2.86, and
empirical values estimated as described in the text.

b, S=+20 jp

expt LCC
Present
estimate

C (diamond)
Si
Ge
GaAs
GaP
CdTe
CdSe
CdS
GaTe
GaSe
GaS
Sn02
ZnSe
ZnS
ZnO
Si02
SrTi03

0.20
0.08
0 ~ 09
0.15
0.33
0.16
0.18
0.70
0.32
0.57
0.95
0.83
0.66
1.18
0.95
1.52
0.45

0.13

0.13

0.50
0.88

0.45
0.16
0.13
0.36
0.50
0.56
0.69
0.76

0.64
0.87
0.86

weighting of certain "good quality" metal-semi-
conductor contacts. The poor quality of the fits
also indicates that a number of other effects, such
as atomic interdiffusion' and formation of inter-
face complexes, are of equal importance.

Bearing in mind these uncertainties, however,
one may still attempt to classify'MSI's in the spirit
of the linear interface theory T.hus, in Figs. 2(a)
and 2(b) the least-squares-fitted S values are
plotted against the electronegativity difference &X
and the semiconductor polarizability as proposed
in Ref. 10. We used here the total polarizability
&p —1 which contains contributions from ion mo-
tion, i.e. , ion relaxation in the interface region. "
Though the data show a wide scatter, no saturation
in S is obvious. More data of compounds with low
polarizabilities would, however, be desirable to
establish this point. It should be noted that both
features, wide scatter and the absence of any
saturation show up equally, whether S is plotted
versus &X or versus &p- 1. However, the &p

plot is more consistent with the spirit of the linear
interface theory. To distinguish between the val-
idity of &X or Ep —1 as coordinate, the case of
diamond should provide a critical test. The re-
sults on diamond reported in Ref. 14 seem to favor
the electronegativity coordinate &X. However,
there is a possibility that graphitelike structures
are formed at the C-metal interface, changing the
effective polarizability to higher values.



5046 M. SCHLUTER 17

2.0 t-

1.5—

cn I.O—

0.5—

nC

SI iiGe

0

2.0—

I 5—

i IZnS

GoSii

CdS„,
I~ZnSe

GoSe &i

I

I.O

GoTe~~„~p

GoAeI
I

CdSe"
CdTe

I

0.5
hx

1

1.5

iiAtgg

nZnQ
'

"Sno&

l

2.0

(b)

(a)
and the electronegativity X has to be established;
in other words, an energy scale has to be corre-
lated with X . Mulliken" first noted that for group-
I and group-VII elements the electronegativity X
should be proportional to the arithmetic mean of
the first ionization potential 4 and the electron
affinity X:

M = 2(@+X)=AX, (in eV),

where M has been called the Mulliken potential"
and expresses electronegativities in eV. By defi-
nition, this potential M may be correlated with
the internal work function 41. Mulliken's argu-
ments were later extended to all first- and second-
row elements and a proportionality factor'2 of A
= 3.15 was deduced. Using different data, Pauling
proposed a factor" of 4 = 2.71. A proportionality
factor of 4 =2.86, based on more-recent data, has
been used very successfully by Nethercot" to pre-
dict photoelectric threshold energies for a variety
of compound semiconductors.

A correlation of va,cuum-metal work functions
4 with Pauling electronegativities has been given
by Gordy and Thomas' and an empirical linear re-
lationship of the form

& iZnS
4 =2.27X +0.34 (2)
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FIG. 2. Least-squares-fitted experimental 9 parame-.
ters plotted (a) vs electronegativity difference AX and
(b) vs total semiconductor polarizability.

The deviation from general behavior of the
two cadmium compounds (CdSe and CdTe) may
in fact be due to atomic interdiffusion or cation
substitution in the metal-interface region. Evi-
dence for similar anomalies in the CdS„Se,.„alloy-
interface systems have been reported" and inter-
preted in these terms. "

We shall now turn to the second problem, the
definition of S and its upper saturation limit A.
The linear theory predicts saturation at s4 s/se~
= 1 or S = sC e/sX =A. In order to use tabulated
metal electronegativities (e.g. , Pauling's values" ),
a connection between the internal work function 4 I

S=A/(1+ 4ne'D, 5) . ' (3)

The interface density of states D, is interpolated

has been found. This form is roughly compatible
with the values of A. given above if one takes into
account the wide spread of experimental work-
function data. As noted, these are affected by an
electrostatic surface dipole which is small for low-
density materials such as Cs and which increases
with electron density (i.e. , increasing X„) and be-
comes strongly surface- structure dependent. '

~ ~

This in fact would suggest that the value of A
should be somewhat smaller than 2.27.

All arguments given above suggest that the
Schottky limit for MSI behavior is'reached at some
number S = 2.0-3.0 which is not clearly defined and
not exactly at S = 1 as previously proposed. Data
on ZnS, ZnO, SnO„SrTiO„A1,0„and SiO„pre-
viously believed to represent the Schottky limit,
are thus far below any limiting value. Thus,
.we do not expect any saturation at $=1 a,nd

in fact do not find any in our least-squares-fitted
data. Moreover, calculations based on the linear
interface theory'~ yield reasonable results of S if
proportionality factors of A = 2.0-3.0 are used (see
Table I, in which we used A = 2.86 as in Ref. 21).

We have also included in Table I estimated S
values for some tetrahedrally coordinated semi-
conductors, which are empirically derived from
dielectric properties using the linear equation'~ ~
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between calculated' values for Si, GRAs, ZnS6,
and ZnS assuming -it to be inversely proportional to
the average gap E in the semiconductor. The
effective penetration depth 5 of interface states i.s
estimated to be

5=t /a +t,/&, , (4)

where f„/&„=0.5 A, a typical (rather constant)
scree»na iengt»n m«a» and wher«, = 2~&/&„
give by an effective semiconductor band width 4
and the average gap E .3 The values of & vary
from ™13.0 eV for Si to 6.0 eV for ZnO and are
interpolRted using the electronegatlvity dlffex'ence
&X. The screening in the semiconductor &, is
composed of a strongly wave-vector-dependent
electronic part. Rs described in Refs. 8 and 9 in
addition to an ionic lattice part assumed to be
wave-vector independent that accounts for atom x 6-
laxation effects in the interface. %ith these input
data, "D, and 5 decrease from 5&10" states/
eV cm' and 2 A for Si to -2 x 10'4 states/eV cm'
and -0.6 A for ZnO, respectively. As can be seen
from Table I, this very crude model yieMs rea-
sonable 8 values for most of the semiconductors
with uncertainties comparable to the experimental
ex'x'or s.

%6 find fx'om this analysis that the original MSI

data show an enormous amount of scattering and
that straight-line fits yielding the interface index
8 are rather uncertain. No saturation at 8 =1 is
found if the data are least-squares fitted. This
also is theoretically unexpected since 8 is defined
with respect to the metal electronegativity and not
with respect to .Rn internal work function. Theoret-
ical considerations rather suggest some limiting
value of 8 between 2.0 and 3.0, which may not
clearly be defined.

The linear one-electron MSI theory, while not
expected to be Quantitative, yeilds 1easonable
answers for MSI behavior in qualitative agreement
arith experiment, if one keeps in mind the uncer-
tainties in experiment and data analysis. More
systematic experimental results are clearly needed
before conclusions as to the range of validity of
this theory can be drawn, in particular to decide on
the appropriateness whether to use the electro-
negativity difference or the polarizability as a
characteristic coordinate.
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