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Critical test of the diffraction model in amorphous and disordered metals
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The transport properties of amorphous metals below their Debye temperatures 8 are examined within the
framework of the diffraction model. The electrical resistivity p is predicted to exhibit the following features:

(i) All. curves deviate from their T = O'K values as + T; (ii) Negative temperature coefficients of
resistivity (TCR) occur at T -8 for K = K~, where K~ is the position of the principal peak in the structure
factor a(K) and K = 2k„. Positive TCR occur at all T for K outside the vicinity of K~, i.e., to the left-
and right-hand sides of K; (iii) Small maxima in p (of the order of tenths of a percent) are seen for
K —K . The position of the maximum shifts to lower temperatures as K —+K . The largest maximum occurs
for the nearly flat curve; (iv) The amplitude of the variations of p, and the size of the maxima are sensitive

to 8 and the sharpness of the main peak in a(K); (v) For fixed 8, the positions of the maxima in p
generally approach 8 as the main peak in a(K) becomes smaller; (vi) The curves which display only positive
TCR are generally 5 shaped; (vii) The electron-to-atom ratio for negative TCR is estimated to range from

1.38 to 33). The predictions are compared with experimental findings in a variety of amorphous alloys. The
agreement is excellent. The question of breakdown of the diffraction model is discussed; some of the

apparent paradoxes seen in high-resistivity metals are resolved through a redefinition of saturation. The
implications of these results for disordered and liquid metals are also discussed.

I. INTRODUCTION 12m Q,
e'h V' d S'K tK

Co te' and Qunthe rod t et al. ' firs t sugges ted that
the Evans, Qreenwood, and Lloyd' formulation
of Ziman liquid-meta, l theory, ' which we shall
refer to as the diffraction model, could be ap-
plied to amorphous metals. It was subsequently
shown' that the magnitude, temperature depen-
dence, and composition dependence of the re-
sistivity and thermopower of amorphous NiP and
related alloys at and above their Debye temper-
atures is correctly given by the diffraction mod-
el. The generally observed low-temperature T'
dependence of resistivity and the ~ T dependence
at high temperatures in amorphous and disordered
crystalline metals was also found to be a natural
consequence of this model. " Furthermore, ex-
perimental evidence' confirmed that the temper-
ature dependence of the x-ray static structure
fa.ctor' (above the Debye temperature) is con-
sistent with the measured temperature coeffi-
cients of resistivity (TCR) in NiP. '

Nevertheless, alternative theories, which are
compatible with many of these general features
of electrical transport, are often invoked. ' In
this paper we show that the diffraction model
gives the detailed behavior of the electrical re-
sistivity of glassy metals below the Debye tem-
perature. The alternative theories do not explain
these details.

II. THEORY

The resistivity of pure liquid metals is given
by Evans, Qreenwood, and Lloyd' as

where 0, is the atomic volume, V~ is the Fermi
velocity, k~ is the Fermi wave vector, K is the
scattering vector, h is Planck's constant divided
by 2m, e is the electron charge, and the static
structure factor for resistivity S'(K) is defined
in terms of the Van Hove" dynamical structure
factor S(K, a) as

S(K, ~) xn(x) da&, (2)

where x=hv&jhsT and n(x) =(e"—l) '. hs is Boltz-
mann's constant and T is the absolute temper-
ature. The t matrix is given by

2mb'
f(K)=-, )„,„g(2f+l) stn&), (E,)

&«'" &&"'P (cos&8), (3)

where the phase shift rj&(Ez) for angular-momen-
tum quantum number / is evaluated at the Fermi
energy E~ and m is the electron mass.

Meisel and Cote have shown' that in an amor-
phous Debye solid the resistivity structure fac-
tor can be expanded as

S'(K) = S',(K') + S;(K)+S'(K)+ ~ ~ ~

where S'„(h ) is an n-phonon term. The elastic
term is

SP(K) s(K) e 2&v(E&-
where e '~' ' is the Debye-Wailer factor and
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(8)a(K) = —Qexp[i K ~ (m -n)],& m, n

with m, n the averaged ionic positions. The one-
phonon term is

We shall also consider the temperature-depen-
dent averaged structure factors

A"(rr) f=d'ye[ ( )+]]
0

P~ I
q

2
q$', (K) = n(K) — —d ——n(x)[n(x) +1']

o &a &D.

x a K+q

where (x(K) —= 3(kK)'e ' ' '/Mkae with M the av
erage ionic mass and g~ is the Debye wave num-
ber. For T &8, S,'+S', gives an excellent approxi-
mation to 8', however, for T &6 the multiphonon
terms become significant; thus, the Bpproxi-
mation to the multiphonon series given by Her-
nandez-Calderone et «."is incorporated here.
The static structure factor for resistivity be-
comes

x a K+q

OD

'() )["(*)+(]I',
0

C~
A'(K) =— dq q'n(x) + 1]

0

x a K+q

x dqq'nx nx +1
0

(10)

S'(K) =$,'(K) ~$', (K)+11—[I+2W(K)] e '~'r&], (8)

where S', and S', are given by Eqs. (5) and (7),
respectively, and the bracketed expression is
the correction term of Hernandez-Calderone et
al "

For a, lloy systems the product S'(K)
~

t(K)
~

' in
Eq. (1) is replaced by a sum of concentration-
dependent terms involving single-site t matrices
of the individual constituents and partial-struc-
ture factors. " Equations (5), (7), and (8) are
then interpreted as pertaining to partial struc-
ture factors S',&(K) in the genera. lized form of
Eq. (1). Within the diffraction model, varia, tions
of resistivity with temperature at constant vol-
ume will be given by the changes in the resistivity
structure factors with temperature; the t matrices
play the role of weighting functions in the integral
of Eq. (1) and are essentially temperature in-
dependent. In glassy metals, which generally
contain transition metals, the dominant contri-
bution to the resistivity comes from the back-
scattering region K = 2k~ so that to a good ap-
proximation

p STM(24»

where Sr„(2k+) is the transition-metal partial-
structure factor evaluated at 2k~. Equations
(5) and (7)-(9) form the basis for our analysis
of transport in amorphous metals.

Percus-7evick hard-sphere structure factors9"
which closely approximate the main peak for
glassy metals and are convenient analytic func-
tions, are used to define (x(K) in Eqs. (5)-(7).
This is an excellent approximation. For exam--
ple, Percus-Yevick hard-sphere structure fac-
tors approximate the main peak in amorphous
NiP alloys' within a few percent.

introduced in a previous publication', these are
useful in making comparisons with other struc-
tural models and in gaining insight into the tem-
perature dependences of the static-structure fac-
tors. In terms of averaged structure factors the
one-phonon resistivity structure factor becomes

S'(K) = (x(K) (T/e)'A'(K) I (e/T)

where

8 6/T
I, —= dxx'n(x)[n(x)+1]T p

d — nx nx +1

(13)

Including first-order thermal-diffuse scattering,
the static-structure factor for x-ray scattering
becomes

Sx(K) (x(K) e-2w&r&+Ax(K)(l —e '~'r') . (14)

It was shown' that in the low-T limit, A'(K)-a(K)
with deviations going as (T/6)' and for T aO,
A'(K) =A"(K)

III ~ NUMERICAL RESULTS

(a) Static structure factor for resistivity" ":
Computed S'(T)/S'(8) for a variety of K values
is displayed in Figs. 1-3. (N.B. the static struc-
ture factors are functions of T and K. The K
variable is suppressed in the sequeL)

The parameters selected for the curves in Fig.
1 are representative of amorphous NiP, which
is the basis of many ternary metallic glasses.
Those of Fig. 2 are representative of Cuir. '
Figure 3 gives results for a packing fraction
which yields a relatively smooth structure factor
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FIG. 1. Computed S~ (T)/
S (Q) for a variety of KIT

values, where g=0.525, and
Q = 340K. (The packing
fraction q and the hard
sphere diameter 0 define
the Percus- Yevick struc-
ture factor and K is the
scattering vector, e.g. ,
in amorphous NiP, (TN&

= 2.5 A.)

I

0.2 0.4 0.6 0.8
T!8

I

l.2

and is intended to simulate short-range-order
peaks in disordered crystalline alloys. " These
curves may be directly related to electrical
resistivity via Eq. (S). [Replace S'(T)/S'(8) by
p(T)/p(8) and identify the parameter K with 2k+.]

The curves exhibit the following characteristic
features: (i) all curves deviate from their T=0
values as +T'; (ii) negative slopes occur at T =8
for K=K» where K~ is the position of the prin-
cipal peak in a(K). Positive slopes occur at all
T for K outside the vicinity of K» i.e., to the
left and right of K~; (iii) small maxima (of the
order of tenths of a percent) are seen for K=K„.
The position of the maximum shifts to lower tem-
peratures as K K~. The largest maximum occurs

for the nearly flat curve; (iv) the amplitude of
the variations of S'(T), and the size of the maxima
are sensitive to 0 and the sharpness of the main
peak in a(K); (v) for fixed 8, the positions of the
maxima in S'(T) generally approach 8 as the ma, in
peak in a(K) becomes smaller; and (vi) the curves
which display only positive slopes are generally
8 shaped.

(b) Average structure factor: Figure 4 shows
the averaged structure fa.ctors A'(K) a.nd A"(K)
for a variety of temperatures. The parameters
are representative of Nip. The zero temper-
ature limit for A'(K) is a(K) as expected'; how-
ever, the previously suggested'A'(K) = 1 for
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FIG. 2. Computed S~ (T)/S~ (Q) for g= 0.525 and Q
=200 K.
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FIG. 8. Computed S (T)/S (Q) for g=0.30 and Q
= 340 K. (The height of the main peak in the structure
factor in this case is roughly half that for g= 0.525.)
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FIG. 4. The averaged structure factors for resistivity
A~ (Ko ) and for x-ray scattering A "(Ka.) for g= 0.525
and Q= 340 K. The reduced temperature T/Q is indi-
cated for each curve. For T/Q=5. 0, A "(Ko) is essen-
tially identical to A (Ka. ). The curves for T/8 =1.0,
which are not shown, differ from the limiting curve
(T/Q= 5.0) by less than 2%.
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FIG. 5. The resistivity ratio p (T)/p (293) for amor-
phous ¹P.The phosphorus composition in at.% is in-
dicated on each curve.

T &8 is seen to be a crude approximation. It
can also be seen that 4'(K) -2"(K) for 7)O.

IV. COMPARISON WITH EXPERIMENT

(a) Amorphous NiP: The resistivity data' in

NiP are shown in Fig. 5. All the measured fea-
tures are consistent with the predictions of theory
as displayed in Fig. 1: (i) the curves exhibit the
characteristic S shape; (ii) the largest maximum
occurs at T/8 = 0.4 and for the curve at the cross
over from positive to negative TCR. The mag-
nitude of this maximum is about 0.2% which com-
pares well with the theoretical value. [Kondo
effect makes p(0) difficult to determine. ]; (iii)
the magnitudes of the maxima decrease as the
TCR's become more negative and the resistivity
becomes larger in accord with theory; and (iv)
the magnitudes of the TCR's (positive and neg-
ative) at T =8 are consistent with theory.

These results (Fig. 1) and the experimental
results (Fig. 5) determine the range of 2k+ in
the amorphous NiP alloys. It is thus concluded
that 2k~ varies from about 2.8 A ' to about 3.0
A ' as the phosphorus concentration varies from
15% to 26%. This range of values for 2k~ agrees
with that employed by Meisel and Cote' in an
earlier study of the NiP system, which showed
that the diffraction model yields (for 7 =8) the
observed 'TCR, the magnitude and composition
dependence of p, and the correct magnitude and
sign of the thermopower. Thus, the entire com-
position and temperature variation of p and TCR
as well as the magnitude and sign of the room-

temperature thermopower are obtained by a
consistent application of the diffraction model
to NiP. Moreover, the measured temperature
dependence of the x-ray structure factor for NiP
at T ~O can be explained in the context of the
same structual model. '

The related alloy system, amorphous PdCuP, "
also exhibits a resistivity maximum at the com-
position near crossover from positive to negative
TCR. At higher resistivities, the maxima actually
disappear in NiP and PdCuP. This feature has
been attributed" to the Kondo effect or possible
saturation effects which can mask or remove the
small maxima (see Sec. V).

(b) Amorphous CuSn: The most thorough study"
of a system exhibiting the crossover from positive
to negative TCR was performed on amorphous
vapor-deposited CuSn. CuSn alloys thus provide
the best test of the diffraction model. The the-
oretical results shown in Fig. 1 are in excellent
agreement with these data including such details
as: (i) the magnitude (percent increase from p
at T =O'K) and position of the resistivity maxima
and their variations with resistivity at 8, and
(ii) the variation of TCR at 0 with p at 8.

The magnitude of the resistivity depends on the
. appropriate t-matrix elements as well as on struc-
tural considerations and is not computed here.
However, calculations" for liquid CuSn alloys
are in good accord with experimental data. "
Thus, agreement with the experimental data in
amorphous CuSn alloys is expected, since struc-
tural parameters of liquid and amorphous alloys
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are similar. In particular, the data are con-
sistent with a maximum resistivity in both the
liquid and amorphous alloys at approximately
70'%%uo Cu. The composition dependence of the re-
sistivity is similar although stronger in the am-
orphous case, as expected, because of the gen-
erally sharper features of the structure factors
of amorphous solids. Negative TCR's are also
common to amorphous and liquid CuSn alloys.

An especially satisfying aspect of application
of these ideas to the CuSn alloys pertains to the
composition range for which negative TCB's are
observed in the amorphous case. From Fig. 1,
the range of Fermi wave numbers for which neg-
ative TCR's are predicted is given by &(2k+)/
2k~ = 0.20. Assuming one electron per Cu atom
and four electrons per Sn atom, and using the free
electron connectionbetweenk~ and the electrons per
atom ratio S, the experimental data give 6(2k+)/2k+
= 68/3& ~ 0.18 in excellent agreement with the
theoretical prediction.

As a final point consider the thermopower data"
for amorphous CuSn alloys. The above analysis
leads to the conclusion that 2k~ ranges from
slightly less than K» the position of the first
peak in the structure factor, for the 80% Cu alloy,
to well beyond K~ at the highest Sn compositions.
Thus, the diffraction model correctly predicts
a transition from positive to negative thermo-
power as observed upon increasing the Sn con-
centration in glassy CuSn. The negative thermo-
power samples do not appear to exhibit the ex-
pected linear temperature dependence, however.
A sign change is also observed in the thermo-
power of liquid CuSn alloys.

(c) Amorphous CuZr alloys: Amorphous CuZr
alloys have Debye temperatures near 200 K,"
while the previously discussed systems have 8 =
300 K.'"" As seen by comparing Fig. 2 with
Fig. 1, this leads to larger thermal effects in
the resistivity. Anomalous resistivity maxima
in Cuir Fe alloys were investigated by Szofran
et a/. ' It was found that these maxima could not
be correlated in any straightforward way with
anomalies in the magnetic susceptibility. By
contrast, the observed shape of the resistivity
curves are in excellent agreement with curve C
of Fig. 2 including the proper magnitude of the
peak height [0.25%%uo of p(T = 0) compared with 0.3%%uo

observed], its position at -0.28, and the mag-
nitude of the reduction in p from the maxima to
e. It is also significant that the maxima occur
in samples having the smallest high-temperature
TCR's. These results indicate that addition of
Fe to amorphous CuZr reduces 2k~ via electron
transfer to Fe d states. It is also possible that
ferromagnetism in these samples reduces the

Kondo effect and its consequent masking of the
predicted maxima.

(d) Amorphous noble-metal-polyva, lent-metal
alloys: Liquid noble-metal-polyvalent-metal
alloys" yield negative TCB's for

tt =g C,S,.=1.5 to 2.0 (liquids, empirical),

where C,. and g, are the concentration and ef-
fective valence of the ith constituent, respectively.

Korn et &L." studied vapor deposited amorphous
noble-metal-polyvalent-metal alloys and found
negative TCR's for a considerably larger range
of . Thus, it was concluded that the diffraction
model could not account for the observed TCR's.

However, our results as embodied in Fig. 1
(and the free electron connection between S and
2k~) yield, in contrast to the phenomenological
result for liquids,

3 = g C,Z,. =1.3 to 3.0 (i6)

V. DISCUSSION

(a) Validity of the diffraction model: The es-
sential validity of the diffraction model for liquid
metals has been established. '4 However, large
thermal expansion effects and actual atomic re-
arrangements preclude a simple test of the pre-
dictions of temperature-dependent transport ef-
fects in liquids. '~ Furthermore, the observed
dependence of p on T in liquid-transition metals
are also exph, ined by competing theories. "

The relatively simple temperature dependence
of the structure factor of amorphous metals as
described in Bef. 8, and the predicted nonlinear
effects at 7 &6 make possible a more stringent
test of the diffraction model than liquid metals
can provide. The theory does remarkably well,
giving the temperature dependence of the resis-
tivity of a variety of amorphous metals on a scale
of tenths of a percent over the entire accessible
temperature range. Such subtle effects as small
maxima in the higher resistivity samples, the
transition from positive to negative temperature

for negative TCB. The role of the averaged struc-
ture factor A'(EC) in determining this negative
TCB range is illustrated in Fig. 4. In the light
of Eq. (16), it is seen that the data of Korn et
al."generally support the diffraction model.
(Only Bi„,Ag» and Sn,OAu„yield anomalous
TCR's. )

Equation (16) is expected to fail in liquids be-
cause of their large thermal expansion and tem-
perature-dependent packing fractions.
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coefficients of resistivity, and the quadratic tem-
perature dependence of the resistivity at low tem-
peratures are correctly given.

The value of the resistivity is determined by
the t-matrix elements as well as the structure
factors. However, the t-matrix elements are
very sensitive functions of parameters (e.g. ,
Ez) which are difficult to determine a priori.
Thus, we examine temperature dependences in
this work and do not, calculate resistivity mag-
nitudes. It has been demonstrated that reasonable
choices of the relevant parameters yield quan-
titative agreement with the resistivity data in
the following examples: (i) the Evans, Green-
wood, and Lloyd approximation to t(K) in terms
of resonant scattering from d states in liquid
transition metals mas shown' to expla, in their
order of magnitude higher resistivity than that
found in simple metals; (ii) FriedeP' used a sim-
ilar approach to account for the large resistivities
of transition metal impurities; and (iii) Ref-
erence 5 reported quantitative agreement with
experiment for the resistivity of amorphous NiP
alloys.

The original attempt of Cote et al." to obtain
lom-temperature limiting forms for the resis-
tivity of amorphous metals in terms of the dif-
fraction model led to the suggestion of a. negative
7 dependence in some cases. A similar predic-
tion based on a Debye-%aller factor effect was
later made by Nagel. " These approaches use
the x-ray structure factor 8"(K) in place of S'(K)
which is not valid for T &8. A proper treatment
is given in Ref. 6 which gives in all cases the
+T' low-temperature limiting form and the +T
high-temperature limiting form for p. The Debye-
%aller factor and the rapidly decreasing value
of A'(K) in Eq. (12) produce the observed negative
temperature coefficients of resistivity.

Normal scattering, mhich arises from the K
=0 singularity" in a(K} as in the crystalline case,
does not influence the resistivity structure fac-
tors 8'(K) for K&qD and is not treated here. We
estimate that normal processes contribute less
than 1 p.Q cm at 6 and will add a, sma, ll positive
term to the temperature coefficient of resis-
tivity for T &6. The general features of the curves
in Figs. 1 and 2 mill be unchanged.

Frobose and Jackie" computed the resistivity
of glassy CuSn alloys mithin the Ziman model.
They approximated the structure factors by step
functions and used a model pseudopotential. In
contrast to our results, they concluded that the
observed negative temperature coefficients of
resistivity could not be explained by the diffrac-
tion model for a Debye-phonon spectrum. The
origin of the difficulty with their calculation may

lie in their use of a pseudopotential which does
not properly weight large angle scattering con-
tributions in Cu. '"'

(b) Breakdown of the diffraction model; sat-
uration redefined: It is significant that the resis-
tivities of the alloys discussed range beyond 200
pQ cm. Mott" suggested that the short mean
free paths of conduction electrons for such resis-
tivities would lead to breakdown of the diffraction
model for liquid-transition metals. Similar sug-
gestions '"3' for high-resistivity crystalline alloys
(including the A-15 group) have led to current
controversies concerning the interpretation of
transport data in such a.lloys. The present results
imply that saturation effects are not yet apprecia-
ble for such resistivities in amorphous alloys.
The same can be said of disordered (crystalline}
alloys. %e have shown' that most of the observed
transport properties, including adherence to the
Nordheim rule and a generalized Norbury-Linde
rule, result from application of the diffraction
model to disordered transition-metal alloys.

Further support for the essentia, l validity of
the diffraction model at high resistivities is found
in the transport studies in liquid transition-metal
alloys. " The general agreement between predicted
and obsel. ved magnitudes and composltlon de-
pendences of the electrical resistivity cannot be
ignored.

Yet, there exists experimental evidence for
saturation at resistivities of the order of 100
p,A cm. Assuming the correctness of this inter-
pretation" "we are faced with an apparent para-
dox: the diffraction model breaks down but still
yields qualitatively correct results in most cases.

%e propose the following resolution of this
paradox: as resistivities approach 100 pQ cm
(mean free paths approaching lattice spacings)
phonons becomes less effective as scatterers;
however, ela.stic scattering (structure scattering}
is still given correctly by the diffraction model.
e define this pa, rticular type of breakdown of the
diffra. ction model as satusation. See Mott" for
the standard definition.

Thus, in the A-15 metals for which phonon
scattering is thought to be dominant, one finds
evidence of breakdown of the diffraction model,
i.e., saturation, for p & 100 p, Q cm while in amor-
phoust dlsordereds and llquld 1Yletals fol mhlc
elastic scattering is dominant, the (unmodified)
diffraction model is reliable at higher resistiv-
ities. In the latter systems, sa, turation is a subtle
effect and may only be evident in the TCR.

A particularly interesting example is provided
by Nboe films. ' Phonon scattering apparently
saturates below 100 pA cm, yet increased struc-
ture scattering, generated by a-parti. cle bom-
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bardment, yields resistivities as large as 2'00

p.Q cm.
In amorphous alloys with resistivities approach-

ing 200 pQ cm, the maxima predicted by the dif-
fraction model are generally not seen and the
low-temperature resistivity is reported to ex-
hibit a -T' dependence. " Similar behavior has
been reported" in disordered transition-metal
alloys; those having pR 150 p, Q cm display neg-
at, ive TCR at all temperatures with a typical
magnitude of 10 ' K '. This is just the behavior
produced by satiation as defined here. Dif-
ferent explanations of the negative TCR's and the
negative T' dependences were presented by Nagel"
and by Markowitz. " The anomalous TCR of
Bi85Ag» alluded to earlier may be due to this
form of saturation. These ideas apply to liquids
and explain the large negative TCR's seen in high-
resistivity liquid alloys. " The present definition
of saturation therefore provides a consistent des-
cription of the diverse behavior of high resis-
tivity alloys, all within the framework of the dif-
fraction model.

(c) Disordered alloys: The similarities in the

behavior of the resistivity of amorphous metals
and of disordered alloys were explained in an
earlier publication as the result; of a common
feature of both systems, viz. , a continuous struc-
ture factor a(If). The similarities of the curves
seen in Fig. 3 [where the packing fraction was
chosen to give a(K) approximating that seen in
disordered Cu, Au' ]with those of polycrystalline
NiCu alloys" suggest a disorder contribution
to the observed peaks rather than magnetic ef-
fects. The possibility of saturation effects, de-
fined earlier, supports this view. It should also
be noted that the short-range-order parameters
are themselves temperature dependent which can
result in a large enhancement of the predicted
effects for T «8.

(d) Determination of kz. The curves in Figs.
1-3 imply that p is extremely sensitive to the
value of kz. The present results indicate that
for complex amorphous systems (including cases
where d-level filling is occurring) resistivity and
structure factor measurements provide a tech-
nique for determining kz assuming that saturation
effects are not large.
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