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The properties of metal-metal interfaces are of interest in many metallurgical applications. These include
grain boundaries, crack growth, friction, and bimetallic adhesion. The present work is a study of the
electronic properties of a simple bimetallic junction. The methods employed to investigate the interface are
the Green’s-function technique and the phase-shift method. We calculate the Green’s function of a simple
junction within the tight-binding approximation. The conditions for the occurrence of bound states are
deduced from the poles of the Green’s function. Using the phase-shift method we derive an expression for the
change in density of states due to the creation of the interface. From this expression we derive the
corresponding single-particle contribution to the interface energy and the interface specific heat.

I. INTRODUCTION

The properties of metal-metal interfaces are of
interest in many metallurgical applications. These
include, for example, grain boundaries, crack
growth, friction, and bimetallic adhesion. The
general metal-metal interface is a much more
complicated problem than the corresponding
metal-vacuum interface. Recently there has been,
however, some success in applying certain meth-
ods developed for surface phenomena to the in-
vestigation of bimetallic interfaces.

The electronic properties of one-dimensional bi-
metallic junctions were discussed by several au-
thors using various types of models. Aerts' stud-
ied the electronic structure of a one-dimensional
Kronig-Penney model, in the limit of a 6-like po-.
tential. In this work, he established the possibil-
ity of the existence of bound interface states. A .
tight-binding approach, which was used success-
fully for several surface problems, was also ap-
plied to the one-dimensional interface. Davison
and Cheng?® investigated the electronic properties
of such a system using the molecular-orbital
method. The model they use associates a single
s-type orbial with each atom. A similar model
was studied by Allan and Lannoo, ® using an ap-
proximate, Gaussian density of states, having the
correct second moment., Green’s-function formal-
ism was used by Foo and Wong* to study the inter-
face states of a one-dimension sp-hybrid junction.

As far as we know, the study of three-dimen-
sional bimetallic interfaces was carried out by
the density-functional formalism only. This form-
alism, developed by Hobenberg, Kohn, and
Sham, *® was applied recently to bimetallic inter-
faces by Bennett and Duke, "® Ferrante and
Smith, %° Rouhani and Schuttler,!* and Mehrotra,
Pant, and Das.'?

Whereas the density-functional formalism is

applicable mainly to simple metals, the tight-
binding approximation is more suitable for the
description of transition metals. Since the pur-
pose of the present work is to investigate the elec-
tronic structure of a bimetallic junction, formed by
two transition metals, we shall use the tight-bind-
ing approach. The model we consider is a highly
simplified one. The two metals, on each side of
the junction, are described by s-type tight-binding
Hamiltonians. The interface we consider is formed
by bringing together two semi-infinite, simple-
cubic crystals, and creating bonds between the
atoms on the two sides of the interface. We as-
sume that the two semi-infinite crystals have the
same two-dimensional translation symmetry par-
allel to the interface. The electronic properties
of this model are investigated by using the
Green’s-function method, described in detail by
Kalkstein and Soven.'?

The details of the tight-binding model are out-
lined in Sec. II. Within this model we allow for
a change in the self-consistent potential of the
electrons near the interface. The diagonal ma-
trix elements of the Green’s function are calcula-
ted in Sec. III by considering the formation of the
interface as a perturbation on the two semi-in-
finite crystals. This is accomplished by the use
of Dyson’s equation. Using the expression for the
Green’s function, we discuss the electronic struc-
ture of the interface in Sec. IV. We show that
there are three types of wave functions associated
with the interface. The first one extends through-
out the entire system, the second type extends on
one side of the junction only, and the third, as-
sociated with bound states, is localized near the
interface. The behavior of the bound states as a
function of the coupling constant between the two
metals is also discussed. The “phase-shift” meth-
od is applied in Sec. V to determine the change in
the total density of states due to the creation of
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the interface. Applying this result, we obtain an
expression for the single-particle energy contribu-
tion to the interface energy and the corresponding
contribution to the electronic specific heat. An
application of the model to the interface formed
between two transition metals of the same series
is presented in Sec. VI, where we calculate nu-
merically the local densities of states, the change
in density of states, and the interface energy.

II. MODEL

Consider the formation of a metal-metal inter-
face by bringing together two semi-infinite metal-
lic crystals. As soon as a contact is formed, elec-
trons will flow from the metal having the higher
Fermi energy to the one having the lower energy.
This flow of electrons stops when the potential-en-
ergy difference between the two sides of the junc-
tion, which is created by the dipole layer produced
at the interface, is equal in magnitude and opposite
in sign to the difference between the two Fermi
levels. Thus, the Fermi levels of the two metals
are aligned, due to the interface dipole layer,
when the bimetallic junction is formed. If —Av
and + Ap are the electrostatic potential created by
the dipole layer on the right- and the left-hand
sides far away from the interface, then we have -

eAy=3(E4-EY), (2.1)

where —e is the charge of the electron, and E§ and
E?% are the original Fermi levels of metals a and b,
located to the right and to the left of the junction,
respectively. The common Fermi level, after the
junction is formed, is given by

Ep=E% —eAv=E%+ eAv=3(E%+ EY). (2.2)

In order to describe the electronic properties of
the two bulk metals, the two metal-vacuum inter-
faces, and the metal-metal interface, we apply the
tight-binding approximation for the various Hamil-
tonians. For simplicity we associate one s-type
orbital with each lattice site. It is also assumed
that each orbital has a g-fold degeneracy in order
to account partially for the 10-fold degeneracy of
the d orbitals in transition metals. Therefore, the
Hamiltonians of the two bulk metals H, and H, are
given, respectively, by

H, = iz;zgja}a,, H, = ij R (2.3)
’ iy

where a!,ai and b;’,b, are the creation and destruc-
tion operators of the Wannier-type orbitals, as-
sociated with metals a and b, localized near sites
i andj. The prime on the summation signs denotes
a summation over nearest neighbors only. The
matrix elements ¢, and ¢%, are given by
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E,ifi=j
E,or EX, (2.42)
if ¢ and j are nearest neighbors

t5,=Ci | H, )=

0 otherwise,
E, ifi=j

*
E,, or Ef},

t2,=(i|H,| ) = (2.4Db)

if i and j are nearest neighbors
0 otherwise.

To cleave the crystal along a given low-order
crystallographic plane, we have to break the bonds
between two adjacent planes, parallel to the cor-
responding direction. We neglect any geometrical
reconstruction of the crystal due to the formation
of the surface and assume that the transfer inte-
grals %, and #2; with i #j have the same value as

in the bulk systems, provided that both sites ¢
and j are occupied. In addition, we assume that
the effect of the surface on the redistribution of
the electronic charge near the surface can be de-
scribed as a change in the self-consistent poten-
tial of the electrons near the first surface layer
only. Therefore, the diagonal matrix elements of
the Hamiltonian for sites located on the surface
plane will be different from the corresponding bulk
value. Thus, for the metal-vacuum systems we have

. <i’H;Ii>=Eaa+Ua6i,oy , (2.5a)
<i|H7;li>=Eob+Ub5i,-1a : (2.5b)

where U, and U, denote the change in the self-con-
sistent potential of the electrons near the surface.
In the above expressions, we assumed that i=0
and ¢= -1 denote surface sites of metal @ and b,
respectively.

In order to form the metal-metal interface we
start from two noninteracting semi-infinite metal-
vacuum interfaces (the free surfaces), having the
same translational symmetry parallel to the sur-
face, and introduce a coupling between the two
surface layers. The Hamiltonian of the noninter-
acting system is given by

=3 t, cle
s LiiCiCi
1y

where

(2.6a)

( . o

(i |Hg |5
if both ¢ and j are a sites
b= <i|H£lj>

if both ¢ and j are b sites

kO otherwise
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and

CisC;

toap s s .
o= {ai,ai if 7 is an a site (2.6¢)
b;,bl if i is a b site.

The interaction between the two surface layers is
characterized by a transfer matrix element.

(R |H|RY =R, |H|RL)*, (2.7)

where ﬁ_l and ﬁo denote two nearest-neighbor
sites located on the two sides of the interface. We
also note that the dipole layer created at the in- '
terface will change the self-consistent potentials
on the two sides of the junction. If we assume
that charge redistribution is confined to the near
vicinity of the interface we can write

<§ilH|§i>=E0a_eAV+Ua6i,07 (2.8a)

s

if 7 is an a site and
(B|H|B) =B+ eAV 41,5, 1 (2.8b)

if j is a b site, where =0 and j= -1 denote in-
terface sites of metals a and 0, respectively. In
the above expressions U, and U, denote the change
in the self-consistent potential of electrons near
the interface relative to the bulk.

III. BIMETALLIC INTERFACE GREEN’S FUNCTION

As we already noted before, we assume that the
two crystals forming the interface have the same
translational symmetry parallel to the interface
plane. As a result, the wave vector parallel to
the interface, E,,, is a good quantum number. In
the following we assume that the interface is in
the zy plane, and that metalsa and b are to the right
and to the left of the interface, respectively. The
integers m,n, ... will be used to label the vari-
ous planes parallel to the interface. Metal a is
assumed to occupy the planes m = 0, whereas m
< -1 planes are occupied by b atoms. Following
Kalkstein and Soven,'® we denote by 7, the tran-
slation vector parallel to the interface which
brings the atoms in the nth plane to coincide with
the transverse positions of the atoms on the plane
n=0. The general coordinate of an atomic site
on the nth plane is thus given by

R,,=§,,l+§,,+?n, ‘ (3.1)

where ﬁnl ig the distance between the planes 0
and n, and R, is a general translation vector par-
allel to thg interface. Using the localized Wannier
orbitals |R,, +R,+7,), we define the mixed Bloch-
Wannier representation by the following two-di-
mensional Bloch sum '

IE,.,n>=(N,,)-”2; IR, + R+ Tyefn- (Rt | (3.2)
" )

where N, is the number of atoms in the plane
parallel to the interface. These functions are
localized near the nth plane.

In order to derive the various densities of states
of the bimetallic interface we shall use the
Green’s-function technique. Let H and H° be the
Hamiltonians of the interfaced crystal and of the
free metal-vacuum interfaces, respectively. The
metal-metal interface Green’s operator G is de-
fined by the following equation

(E-i5-H)G=1, (3.3)

where E is the energy and 6 is a positive infinites-
imal. The surface Green’s operator G° is related
to the Hamiltonian H° by a similar equation. The
Green’s operator of the interface is related to the
surface Green’s operator via Dyson’s equation

G=G"+GVG, (3.4)

where V is the perturbation necessary to create
the metal-metal interface from the free surfaces
of metals a and b, i.e.,

V=H-H. ' (3.5)

We note that because of the translational symmetry
parallel to the interface, G, G°, and V will all be
diagonal in the wave-vector index E,,, in the Bloch-
Wannier representation (3.2). Omitting the cor-
responding & function, 5(k, - k,’), we use the nota-
tions G(m,n;Kk,), G°(m,n;k,), and V(m,n;K,) for
the matrix elements of G, G°, and V in the Bloch-
Wannier representation. To simplify the notation
further, we shall generally omit the explicit EI, de-
pendence in these expressions.

The various densities of states are simply rela-
ted to the imaginary part of the diagonal matrix
elements G(m,m-,l;,) by

1 1 -
p(E)—mImTrG-mIm r:L;”G(m,m,k,,) , (3.8)
1 . '
pn(E)=~—ImZGn,n;k), 3.7

; 7N, E,, ( I ( )
> 1 -
p,,(E,k”):;ImG(n,n;k,,) ’ (3.8)

where p(E), p,(E), and pn(E,E“) are the total den-
sity of states, the local density of states, and the
local density of states with a given k,.

We turn now to the evaluation of the interface
Green’s function from Dyson’s equation (3.4).
This operator equation is reduced to the following
algebraic equation in the Bloch-Wannier represen-
tation:

G(m,n)=Gm,n) + y_ G(m, V(L 7)G(r,n). (3.9)
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From the discussion of the model given in Sec. II,
it is obvious that the perturbation potential V- has
off-diagonal matrix elements, which couple the
interface planes n=0 and'n=~1. In addition, -on
each side of the interface V has two types of dia-
gonal matrix elements. The first one, due to the
interface dipole layer, is given by +edAy. This is:
just the perturbation necessary to align the Fermi
‘levels on the two sides of the junction, Eq. (2.1).
The second type of diagonal matrix elements is
due to the change in the self-consistent potential
of the electrons near the interface. This is given
by U, - U, and U, - U, where U,, U;-and U,,U, are
the self-consistent potentials, relative to the bulk,
of interface and surface electrons of metals a and
b, respectively.

As we shall see later on, it is possible to deter-
mine the surface Green’s functions for an arbi-
trary value of the surface self-consistent poten-
tials U, and U,. It is, therefore, simpler to start
from a fictitious, intermediate surface problem
where the surface self-consistent potentials U,
and U, have already the correct interface values
U, and U,, respectively. Using this system as
our starting point, the perturbation potential ne-
cessary to create the metal-metal interface is
simpler than in the original problem. It consists
of diagonal terms +eAv, which align the Fermi
levels of the two metals and of an off-diagonal
term, which couples the two semi-infinite crystals.
Thus, the only nonvanishing matrix elements of
the perturbation are given by

—edp.for m=0

V(im,m)= { (3.10)

+eav for m<-1
and
V(=1,0)=V(0, ~1)*=3(k,)et®En | (3.11)

where 8 and ¢ are derived from the relation
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V(=1,0)= 20 B, |V |Ryettr -(Rowr® | (3.12)
Ro

In this expression, T is a translation vector
parallel to the interface which brings the trans-
verse atomic: sites of the two interface planes to
coincide. In Eq. (3.11), the phase ¢ was chosen
in such a way that 8>0.

We start now from the intermediate surface
problem discussed above, whose Green’s function
we denote by G°, and apply the perturbation in two
steps. First, we align the Fermi levels of the
twa metals by applying constant electrostatic
potentials + Av on metal a and —AV on metal b.
The only effect of applying these constant poten-
tials on the surface Green’s functions is a shift
in the corresponding energies. Explicitly, we
have

GYE)=GYE + eAv), (3.13a)

GY(E)=GY(E - env), (3.13p)
where G denotes the value of the Green’s functions
in the.intermediate problem, after the application
of the potentials +Av. To simplify the notation,
we drop the tilde from these Green’s functions,
remembering that the energies have to be shifted
according to (3.13).

At this stage, we turn to the second part of the
perturbation, i.e., the off-diagonal coupling be-
tween the two metals. Due to the localized nature
of this perturbation, the Dyson’s equation (3.9)
is greatly simplified, and we obtain

G(m,n)=G%m,n)+G%m, -1)V(-1,0)G(0,n)
+GO%m, 0)V(0, ~1)G(=1,n). (3.14)

Using the fact that the surface Green’s function
G°%(m,n) vanishes if m and n refer to planes on
opposite sides of the interface, we can easily
solve equation (3.14) for the perturbed Green’s
function. In this way we get

G(m,n)=G%m,n) +G%m,0)[V(0,-1)G%(-1,n) +|V(0,-1)|?G°(~1, -1)G*(0, n]

x[1 - | 7(0,-1)|26°0,0)6%(~1, -1) ],

for m= 0 and

(3.15a)

G(m,n)=G"(m,n)+ G(m, ~1)[V(~1,0)G°(0,7) + | V(0,-1)|*G°(0,0) G*(-1,n)]

«[1- |v(0, -1)]26°(0, 0)G°(~1, ~1) ]!,

(3.15)
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for m <-1. Inparticular, the diagonal matrix
elements of the interface Green’s function are
given by

G(m,m)=G%m,m)
+B2GO(=1, =1)G°(m, 0)G(0, m2)
x [1=82G%(0,0)G(-1, ~1)]"*, (3.16a)
for m = 0 and by
G(m,m)=Gm,m)
+B2G9(0, 0)G(m, =1)G%(=1,m)
x [1 = 32G°(0,0)G°(~1, ~1)]"*, (3.16b)

17
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for m<-1. In the above expressions, B is related
to the off-diagonal coupling between the two metals
through Eq. (3.11), i.e.,

B=|v(0,-1)].

The diagonal matrix elements of the surface
Green’s function were calculated by Kalkstein and
Soven.'® Using the same method, one can also de-
rive the general matrix elements of this Green’s
function. It can be shown that these matrix ele-

ments are given by

<0, = ~lp=i(m-n)6g
G%m,n)=iu;'e [( 5T, oT,

for m,n=0, by

; | m=nl ; Iml+inl=2 : — 977
R LN RN (e A

b 2T,

for m,n<-1 and by

G%m,n)=0 (3.17¢)

otherwise. In these expressions, u and w are de-
fined by

4T2 _ 2 /2 2 < 2
= {( w2 for w?< 4T (3.17d)
isgn(w)(w® — 4T2)Y 2 for w?2> 472
and
w=E - W(K,),

where W, T, and 6 are related to the matrix ele-
ments of the bulk Hamiltonians of the two metals,
in the Bloch-Wannier representation, as follows:

Wa(b)(ku): (nk, ,Ha(b) 'nku> ,

Ta(b)(kll)ewa(b)(k”) =<‘}‘lk” ’Ha(b) |7L+ l,k"> .

W, + ma\)‘m-n' <w,,+ma) ™+ (0, = 2TT,)
i, — (w, - 20,)

] (3.17a)

- = (3.17p)
iy = (w, =20,)

In order to apply the expressions (3.17) to the
solution of the interface problem, we replace first
U, and U, by the corresponding interface values
U, and U,, respectively. In addition, we have to
shift the energies according to Eq. (3.13) in order
to align the Fermi levels of the two metals. This
can be achieved by redefining the w’s in the fol-
lowing way:

w,=E = W,(K,)+eAv , (3.18a)

w, = E - W,(k,) - eAv . (3.18b)

Substituting the explicit expression (3.17) for the
surface Green’s function into Eq. (3.16), we obtain

that the diagonal matrix elements of the interface
Green’s function are given by

i 1 W, + i\ 2" (L, + (0, = 20 ,) 88% '
G(m,m)=—+ - - < 2 ") < ¢ 4 & - = 3.19a)
( ) g Mg+i(w,-2U,) \ 2T, Mg 482+ [, + i(w, — 2U ) [y + i(w, = 2U,)] ) (
for m= 0, and by
i 1 w, +iu 22 i+ (w, - 2U,) 8p%
G(m,m)=—+ . ( b ") 2 b b - -
( ) Ky Hp+i(w, —20,) 2T, e 487+ [, + i(w, = 2U ) [y + i(w, = 2U,)] ) 2

(3.19b)



17 ELECTRONIC PROPERTIES OF A SIMPLE METAL-METAL... 3909

for m<-1. We recall that w, and w, in these equa-
tions are defined by the energy-shifted expressions

(3.18a) and (3.18b), respectively.

It is straightforward to confirm that in the limit
where the two metals a and b are the same, ex-
pression (3.19) for the interface Green’s function
reduces to the corresponding bulk expression.

IV. ELECTRONIC STRUCTURE OF THE INTERFACE

~ In this section, we apply the Green’s function
derived in Sec. III in order to investigate the elec-
tronic structure of the interface. From the expli-
cit expression (3.19), it follows that the diagonal
matrix elements of the interface Green’s function
have a nonvanishing, continuous imaginary part
for energievs which are either inside the band of
metal a or inside the band of metal b [shifted, of
course, according to (3.13)]. Therefore, as fol-
lows from Eq. (3.8), the bandwidth of the crystal
with the interface is the union of the shifted bands
of the two separate crystals. However, the wave
functions of the combined crystal can be classi-
fied into three distinct classes according to their
different localization properties. To facilitate
our further discussion we define the E" subbands
of the two metals as the band structure obtained
by the intersection of Eg_(l?) and E,L(E) with the plane
k,=constant, where E (k) and E,(k) are the single-
particle energy spectra of the two bulk crystals.

The first type of states has wave functions which
extend throughout the entire crystal. As can be
seen from Eq. (3.19), this kind of behavior is as-
sociated with states whose energy lies in the ﬁ,,
subband of the two metals, i.e., their energy and
wave vector satisfy the relations

|E - W, (k,)+ edv| < 2T, k,),
|E - W,(K,) - edv | < 2T,(K,) .

(4.1)

The second type of states has wave functions
which extend to infinity on only one side of the in-
terface, and which decay exponentially with the
distance from the interface on the other side. Us-
ing expression (3.19) for the Green’s function, it
is not hard to see that this behavior occurs when
the energy lies in the E,, subband of one metal but
outside the corresponding subband of the other.
Thus, for energies and wave vectors that satisfy

lE_ I/Vcl(l-zll)'*-eAvl<2Ta(l;||)s . (4.2)
IE - Wb(Eu) - edy | > 2Tb(i€u) s

the corresponding wave functions are Bloch-like
inside metal a, but decay exponentially from the
interface inside metal b. In a similar way, the
wave functions of states whose energies and wave
vectors satisfy

B - Wy (k,)+ edv] > 2T, (K,)
|E - W,(k,) - eav | <2T,(k,),

(4.3)

extend to infinity on the b side of the interface,
but decay exponentially on the a side. The decay
coefficient of the wave function is determined by
the energy measured relative to the corresponding
E,, subband center. If we express this energy in
units of the subband half-width, and write

CO(E,,): aZT(Ell)y IOZ I >1 (4.4)

where w(l?,,) and T(E,,) refer to the corresponding
values on the side of the interface where the wave
function decays exponentially, we obtain from Eq.
(3.19) that on the decaying side, the wave function
on plane m is proportional to e=*™, The decay co-
efficient A> 0 is given by

A= —In[a - sgn(a)(a? - 1)*/2], (4.5)

Thus, the further the energy is from the center of
the subband, the stronger is the exponential decay
of the corresponding wave function.

We note that the behavior of the wave functions
extending throughout the entire system and those
extending only on one side of the interface is as
expected. If we try to propagate a wave through
the interfaced crystal this wave can propagate
from one side to the other only if its frequency is
in the common subbands. If, however, the fre-
quency is in the subband of one of the crystals but
outside the subband of the other, this wave cannot
penetrate into the second crystal, and its ampli-
tude will decay exponentially.

The third type of wave function is associated with
the existence of bound interface states. For a
given E“ the energy of the possible bound states is
determined by the poles of the Green’s function,
which lie outside the E,I subbands of the two metals
forming the junction. Using the explicit expression
(3.19) for the interface Green’s function, we see
that the bound-state energies are given by the
roots of the equation

482 — [sgn(w,) i, + w, — 2U, ] [sgn(w, )i, + w, - 2U,]=0
(4.6)

outside the K, subbands. In this equation  is de-
fined by

p_‘= (0)2 _ 4T2)1/2 X

As will be shown later, Eq. (4.6) can have either
0, 1, or 2 solutions, depending on the nature of
the coupling between the two metals and the value
ofk,. LetE ,.(12") denote these solutions for a given
E,,. As E,-, varies over the two-dimensional Brillouin
zone, the energies E;(k,) span a continuum of
either 0, 1, or 2 interface bands. It follows from
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Eq. (3.19) that the wave function of a bound inter-
face state is localized near the interface, and de-
cays exponentially with distance on both sides of
the interface. Thus, the bound electron is free to
propagate parallel to the interface, but is confined
to a finite stripe of width A,+ A, [defined by Eq.
(4.9) below] in the direction perpendicular to the
interface. The above-mentioned free motion of
the electron, parallel to the interface, actually
causes the interface states to form continuous
bands, rather than a truly isolated bound state.
The decay coefficients of the bound-state wave
function will be different, in general, on the two
sides of the interface. If we express the bound-
state energy, relative to the center of the two E,,
subbands, in terms of the corresponding subbands
half-widths, we can write

Wl= 2T, |a,|>1; wi=a,2T,, |a,|>1,

(4.7)

where

Wl=E° - W,+eAv; w)=E°—-W,-eldv, (4.8)

and E° is the energy of the bound state. It is easy
to see from Eq. (3.19) that the exponential-decay
coefficients on side a and side b, A,, and A,, res-
pectively, are given by

A, =—Inf[a, —sgn(a )a?-1)*/2], (4.92)

A= ~In[a, - sgn(a,)(ef - 1)M2]. (4.9p)
Thus, the greater the distance of the bound-state
energy from the center of the E” subbands, the
more localized is the corresponding wave function.

We note that a general property of the bound in-
terface states, derived from Eq. (4.6), is that
whenever two interface states exist simultaneously
an increase in the coupling constant g will increase
the energy of the interface state having the higher
energy and will decrease the energy of the lower-
energy bound state. Another remark that should
be added here is that for very strong coupling
between the two metals there will always be two
interface states, a bonding state below the sub-
bands and an antibonding one above the subbands.
The asymptotic energies of these bound states are
given by

E=U,+W,-eMv+p, E,=U,+ W,+elv -8,
if
U, + Wa-eA1)]>|Ub+ Wy+edv|,
and by
E =U,+ W,+edv+,
E,=U,+W,-etv -8,

YANIYV

if

|Uy+ W+ eAv]>[Ua+ W, - eAv[.
The analytical solution of Eq. (4.6) for the bound-
state energies is not possible in general. How-
ever, by a suitable graphical analysis, one can
determine the conditions for the occurrence of
bound states, their number, and their position
with respect to the bands, as a function of the
strength of the coupling constant. It turns out to
be very convenient to analyze the interface bound
states in terms of the properties of the bound
surface states of the intermediate surface problem
considered in Sec. III (i.e., the surface problem
having a surface self-consistent potential equal to
the respective value of the interface problem).
It is well known that the bound surface states are
given by the roots of the equation'?

sgn(w)i+w-20=0.

The corresponding surface bound-state energies
are given by

E}=W,(K,) - edv+ U, +[T? (E‘)/Ua] ,
E(;: Wb(lzu)"' ey + Ub+ [Ti(E“)/Ub] ’

provided U, I1>T, and |U,I>T,. For U<T there
are no surface states.

In the following analysis, we shall use the in-
dices 1 and 2 to denote the metal having the higher
subband top edge and the lower subband bottom edge,
respectively. For a fixed k,, the behavior of the
interface bound states can be described as follows:

(a) When in the intermediate surface problem
there are no bound states (i.e., |U,|<7T, and |U,|
<Tb) there will be no bound interface.states for
small values of the coupling constant 8. As the
coupling constant is increased, a bound state will
appear as soon as the critical value B, is reached,
where

‘Bl ={min [—%(Tz+ Uz) f1 (Ez, m‘m)’

é(Tl - Ul)f2(E1,max)]}l/2

(4.10a)
(4.10b)

(4.11)

and

FAE)=sgn(w)u;+ w; - 2U;. (4.12)

E; na and E, ., are the top-edge and the bottom-
edge energies of the higher and the lower of the
two k, subbands, respectively. If —(T,+ Uy) /il By, nin)
AT, = U,) foE; ), the bound state will appear be-
low the subbands. If, however, —(T,+U,)f (£, ..)
>(Ty =~ U,) f;(E}, nay)> the bound state will appear
above the subbands. The bound state described
above exists as long as 8> g,. When the coupling
constant is further increased and the value @, is
reached, a second bound state appears. The sec-
ond critical coupling is given by



B, 2{ maX[ —é (T, + Uz)fl(Ez,min)!
%(T1 - Ul)fZ(El,maX)] }1 /2 5

for B> B, there are always two bound states, one
below and the other above the subbands.

(b) Suppose that in the intermediate surface
problem one of the following four situations holds:
(i) There is one bound state avove the subbands and

(4.13)

the two subbands overlap. (ii) There is one bound °

state above the subbands, which is associated with
the metal having the higher subband, and there is
a gap between the two subbands. (iii) There are
two surface states, one above the subbands and
the other in the subband of the second metal, and
there is an overlap between the subbands. (iv)
There are two bound states, a gap exists between
the subbands, and the bound state of the lower
subband lies above the subbands, whereas, the one
associated with the upper subband falls in the low-
er subband. Then the behavior of the interface
bound states is as follows: For a small coupling
constant, there will be one bound state above the
subbands. This state develops in a continuous
way from the corresponding surface state. If EY
is the energy of the surface state, which lies
above the subbands, then for small 8 the energy
of the corresponding interface state is given ap-
proximately by

E=~ [} —4p%/f (EDN(1-U;/Ty), (4.14)

where fE) is the function defined by (4.12). As
long as B1is in the range 0 <8 <pg,, where g, is de-
fined by )

Bg =[—%(Tz + Uz)fl(Ez,min)]l & 5

there is one bound state above the subbands. For
B=B,, there are two bound interface states, one
above and other below the subbands.

(c) Suppose that in the intermediate surface prob-
lem one of the following four situations exists:
(i) There is an overlap between the subbands, and
a bound state exists below the subbands. (ii)
There is a gap between the subbands, and there is
one surface state below the subbands which is as-
sociated with the lower subband. (iii) There is an
overlap between the subbands and there are two
surface states, one below the subbands and the
other inside the subband of the second metal. (iv)
There is a gap between the subbands and there are
two surface states, the one associated with the
higher subband lying below the subbands, and the
other falling inside the higher subband. Then the
behavior of the interface bound states is as fol-
lows: for small 8 there will be one bound state
below the subbands, with an energy given approxi-
mately by (4.14). When the coupling constant is
increased, a critical value 3, is reached, where

(4.15)
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a second bound state appears above the subbands,
B, is defined by

B4 :[;:(Tl - Ul)fz(El.max )] 1/ .

For 3= g, there are, thus, two bound states, one
below and the other above the subbands.

(d) Suppose that in the intermediate surface
problem one of the following situation holds: (i)
There is a gap between the subbands and there
exists one surface state above the subbands,
which is associated with the lower subband. (ii)
There is a gap between the subbands and there
exist two surface states. The one associated with
the higher subband is located above the subbands
and the other lies inside the higher subband. Then
the behavior of the interface states is as follows:
for a small coupling constant there is one interface
state above the subbands. When S reaches the
critical value 8,, where

Bs :[_é(Tl + Ul)fz(El,m‘m)]1 /2

(£ min being the bottom-edge energy of the higher
subband), a second bound state appears inside the
gap. This bound state exists as long as the coup-
ling constant is in the range 3 < < B4, where §4
is given by

Bs :[%(Tz - Uz)f1(E2,max)]l /2 .

E, max 18 the energy at the top of the lower subband.
For B> B, the bound state disappears from the
gap. When g reaches the value ,, given by Eq.
(4.15), a new interface state appears below the
subbands. For > B, there are two interface
states, one below and the other above the sub-
bands.

(e) Suppose that in the intermediate surface
problem one of the following situations holds: (i)
There is a gap between the subbands, and there
exists one surface state associated with the higher
subband which lies below the subbands. (ii) There
is a gap between the subbands and there are two
surface states. The one associated with the lower
subband lies below the subbands and the other one
lies in the lower subband. Then the behavior of
the interface states is as follows: for small values
of the coupling constant there is one interface state
below the subbands, whose energy is given approx-
imately by (4.14). When Bis increased, and
reaches the value 5, given by (4.18), a new inter-
face state appears in the gap. This bound state
exists in the gap for B4 < B < B;, where B;isgivenby
(4.17). For B> B, thebound state disappears from
the gap and anewbound interface state appears above
the subbands for 8 > 8,, where B, is given by (4.16).
For B = B,, there are two bound states, one below
and the other above the subbands.

(f) Suppose that one of the following situations

(4.16)

(4.17)

(4.18)
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holds in the intermediate surface problem: (i)
There is a gap between the subbands and there is
a single surface state which lies in the gap. (ii)
There is a gap between the subbands and there are
two surface states, one in the gap and the other
lies inside the subband of the other metal. Then
the behavior of the interface bound state is as
follows: for small values of the coupling constant
there is a single interface state which lies in the
gap. When §is increased and reaches the value
B,, where

B, = {max[ —'é(Tl + Ul)fz(El,min)’
é(Tz - Uz)fl(EZ,max )] }1/2 )

. this bound state disappears. For = j,, there
appears a new interface state below the subbands
where B, is given by (4.15). If 8= B, there is also
a bound state above the subbands, where B, is de-
termined by (4.16).

(g) Suppose that in the intermediate surface
problem there are two surface states below the
subbands, and a gap exists between these sub-
bands. Then for small values of §there will be
two interface states below the subbands [with
energies given approximately by (4.14)]. When g
reaches the value given by (4.15), the interface
state having the higher energy disappears. A new
bound interface state appears in the gap when
reaches the value of 8, where B, is givenby (4.18).-
This bound state exists as long as 84 < <8,
where B, is determined by (4.17). For B> p,, the
interface state disappears from the gap and a new
bound state appears above the subbands when
B8=pB,, where B, is given by (4.16).

(h) Suppose that the situation in the intermediate
surface problem is the same as described in (g)

_except that there is an overlap between the sub-
bands. There will be two interface states below
the subbands for 0 < < B;, where B, is given by
(4.15). A new interface state appears above the
subbands for g=8,, where 8, is given by (4.16).

(i) Suppose that in the intermediate surface
problem there are two surface states above the
subbands, and a gap exists. Then for small val-
ues of B there are two interface states above the
subbands. When B reaches the value g, given by
(4.16), the interface state having the lower energy
disappears. A new bound state appears inside the
gap when B reaches the value B; given by (4.17).
This bound interface state exists as long as 8,
< B < B¢, where B, is given by (4.18). If B is fur-
ther increased, the bound state disappears from
the gap and a new interface state appears below the
subbands when 8> 8, where B, is given by (4.15).

(j) Suppose that in the intermediate surface prob-
lem there are two surface states inside the gap,

(4.19)

17

then for small values of the coupling constant there
will be two interface states inside the gap. Their
energies are given approximately by (4.14). When
B reaches the value B, where

BBZ{min[%(TZ - U;)fl(EZ,max)’
—%(Tl - U1)f2(E1,min)]}l/2 s

one of these bound states disappears. When g is

(4.20)

 further increased and reaches the value By given

by
Bsz{max[%(Tz - Uz)fl(EZ,max) ’
-7, + Ul)fZ(El,min)]}I/Z .

The other bound states also disappears from the
gap. For B= B,, where B, is given by (4.15), an
interface state appears below the subbands, where-
as for 8= g,, where B, is given by (4.16), there

is a bound state above the subbands.

(k) Suppose that in the intermediate surface
problem there are two surface states, one below
and the other above the subbands. Then for any
value of the coupling constant 8 there will be two
interface states, one below and the other above
the subbands. _

(1) Suppose that in the intermediate surface prob-
lem there are two surface states, one in the gap
and the other below (above) the subbands, then for
small values of B there will also be two interface
states, one in the gap and the other below (above)
the subbands. The bound state in the gap disap-
pears for 8> g,, where 3, is given by (4.10), For
B= B, (B=pB,) anew bound state appears above
(below) the subbands, where B, ( 8;) is given by
(4.16) ‘and (4.15). This analysis covers the various
possible bound interface states.

(4.21)

In Sec. VI we shall return to the problem of the
interface states while discussing a numerical ex-

. ample.

V. INTERFACE ENERGY

If many-body effects are neglected, the total
energy of the crystal with the interface is just the
sum of the occupied single-particle energy levels.
This, in turn, can be expressed as a correspond-
ing integral over the system’s density of states.
The total density of states of the interfaced crystal
can be obtained from the Green’s function derived
in Sec. III, by summing the imaginary part over the
various planes parallel to the interface. However,
in order to determine the energy needed to break
the metal-metal interface into two metal-vacuum
interfaces we need to know the change in the total
density of states due to this cleavage process.
This can be evaluated directly, without calculating
the density of states of the two systems, by using
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the phase-shift method described by De Witt,'®
Callaway,'® and Toulouse.’” This method can be
summarized as follows: let H=H°%+ V be the per-
turbed Hamiltonian. The change in density of
states due to the perturbation V can be written

9

1
T

=L im 2 In[det@ - ¢°M)). (5.1)
9E

The application of Eq. (5.1) is especially useful for

a localized perturbation, when det(l - G°V) can be

expressed as a finite-order determinant.

Let us turn now to the specific problem of the
interface. In this case we start from the two semi-
infinite surface systems (the a and the b surfaces),
and apply the perturbation necessary to create the
interface. This perturbation was described in de-
tail in Sec, V. We introduce the perturbation in
two steps. In the first one, we apply a constant
electrostatic potential Av on metal a and —Av on

.

det(1 - G°V)
~G°(0,0)V(0-1)

where G°(0,0) and G°(~,-1) are the corresponding
surface Green’s functions of metals @ and b, re-
spectively, with the energies shifted according to
(3.17). We note that the surface self-consistent
potentials in G°(0,0) and G°(-1,-1) are (7a and (—J,,,
respectively, and not U, and U,, as was the case
in Sec. IV. Since G° and V are diagonal in the wave
vector k,, the determinant (5.3) factorizes into
similar terms with different 17:” values. Expanding
(5.3) in terms of the indices m and n shows that
each such factor is given by

det; (1-G°V)=[1-V(-1,-1)G°(-1,-1)]
X[1 - v(0,0)G°(0,0)]
-B%G°(0,0)G%(-1,-1). (5.4)

‘In this expression, we used the notation det; for
the partial determinant, with a specific k.
Substituting the explicit expressions for the sur-

1

_|1-6%-1,-1)V(-1,-1) ~6(-1,-1)¥(-1,0)
1-G°(0,0)7(0,0)

metal b. As we have seen before, the application
of these potentials causes a shift in the densities
of states of the two surface systems, which aligns
the Fermi levels of the two metals. Since each
metal is electrically neutral, there will be no net
change in their energies due to the application of
this perturbation. Our second and final step is to
apply the remaining perturbation V needed to form
the interface. As we have seen in Secs. II and III,
the only nonvanishing matrix elements of this per-
turbation are given by

v(0,0)=U,-T,, (5.2a)

V(-1,-1)=U,-T,, (5.2b)
and

V(~1,0)= (0, =1)* =8ei®, (5.2c)

where, as before, U,, U,, and U,, U, are the self-
consistent potentials near the interface and near
the surface, respectively. Thus, in the present
case we have

(5.3)

r

face Green’s functions G°(0,0) and G°(- 1,-1), from
the general expression (3.17), into Eq. (5.4) gives

det;, (1-G°V)

_ 462+{p.a+i(wa—2Ua)][ub+i(wb~_2Ub)] (5.5)
[+ ilw,- 20 )]k, +ilw, - 2U,)]

The bound-state energies of the crystal with the
interface are given by the roots of the equation'®'’

det(1 - G°V)=0 (5.6)

outside the shifted bands of the two metals. Using
the explicit expression (5.5), we see that this is
exactly the same condition derived earlier from .
the poles of the interface Green’s function, Eq.
(4.6).

In analogy with ordinary scattering theory, one
defines the partial phase shifts by'%'”

7(E,k,) =ImIn[detk, (1 - G°V)] =arg (

487+ [u o+ ilw, = 2U ) ]l1 , + i(w, — 2U,)] ) '
[+ i@, = 2U ][+ ilw, - 2U,)]

(5.7)

In the second step, we applied the explicit expression (5.5) and used the identity Im Inf = argf, where arg
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denotes the argument of the complex function.

If we take the determinant of (5.5) with respect to Eu, and use the relation (5.1), we see that the change
in the density of states per surface atom, relative to the shifted bands, due to the formation of the inter-

face, is given by

g A 9 - =\_ 8 1
20 E) = e BE f“kn”(E’ku)‘? 5 oF fdk

[482+[u +i(w, - 2U,) ][“z” W= ZU")]] (5.8)

[, +iw, - 20Dk, +ilw, - 20,)]

In this expression we introduced explicitly the g-fold degeneracy of the bands under consideration. We also
note that A, is the area of the unit cell parallel to the interface and that the E" integration goes over the
two-dimensional Brillouin zone defined by the crystals structure parallel to the interface.

Equation (5.8) can be used to derive a relatively simple expression for the change in the integrated den-

sity of states. This is given by

48% + [ +i(w, - 2U ) [p , +ilw

- 20,)] ] . (5.9)

AN(E)=[jAp(E) dE~7 (271)2 fdk“ [

[+ i(w, - 20,)][1 ,+ i(w, - Zﬁb)]

The single-particle contribution to the interface energy o, at T=0 (i.e., the energy per interface atom
necessary to break the interface into two semi-infinite crybtals, at 7= 0) is given by

E'R
0= _f Ap(E)EdE ,

(5.10)

where the Fermi energy E,. differs from the value given by Eq. (2.2) by a term which is O(1/N,), where N,

is the number of atomic layers parallel to the interface.

This Ej guarantees the charge neutrality of the

interfaced crystal. Expanding (5.10) to first order in Ej - E,, we can express the interface energy as fol-

lows:

sp(E)(E - E,) dE:fEF AN(E) dE

-co -c0

O-ab: —_

g
m

Also, Ep is the common Fermi energy of the two
metals, i.e., Ep=3(E%+E%), and w, and w, include
the corresponding shifts in the energies, accord-
ing to Eq. (3.22).

In a similar way, one can determine the single-
particle contribution to the change in the electronic
specific heat. This change is given by

- 5
AC, = f EAp(E) 'a‘ide ,

where F(E) is the Fermi-Dirac distribution func-

E v 2 . _ .
A12 [ Fog de,, arg [46 +Lp +iw, = 2U )], + ilw,

(1, +ilw, - 20 )b+ i(w, - 20,)]

= 20,)] ] . (5.11)

tion. For temperatures much lower than the Fer-
mi température, the change in the electronic
specific heat is linear in the temperature and pro-
portional to the change in the density of states at
the Fermi level (assuming no Van Hove singularity
occurring at the Fermi energy). Explicitly, we
have

AC, =En?K% Ap(E)T = 2T,

where K is the Boltzmann constant. For the in-
terface system the constant y is given by

K2 ~ 8 482 +| s +i(w,
A [t e [

[t +i(we = 20)] [y + i(

"'ZUa)][/J'b+Z(wb_'2Ub)l:] (5.12)

w,=20T,;)]

where the integrand has to be evaluated at the corhmon Fermi level.



VI. NUMERICAL RESULTS AND DISCUSSION

As an application of the formalism developed in
Secs. III-V we consider in the following the inter-
face formed parallel to the (100) plane of two cry-
stals described by the same tight-binding parame-
ters, but having different Fermi energies. The
coupling between the two metals is taken to be the
same as the bulk coupling, we also neglect the in-
terface perturbation U, and U, (i.e., we set T, =T,
=B, and U,=U,=0). We note that in general, one
would expect the interface perturbations to be
different from zero. However, a calculation of the
surface energy,'® where a similar difficulty exists,
shows that the difference between the surface en-
ergies calculated by either neglecting the surface
perturbation, or by determining it self-consistent-
ly is very small. A similar situation can be ex-
pected in the present model. We stress that the
abovementioned simplifications are done in this
section mainly to reduce the number of indepen-
dent parameters in the problem. The general
case, discussed earlier, can be analyzed in a
completely analogous way. The specific case,
considered here, can serve as a crude model,
describing the electronic properties of a (100) in-
terface formed between two transition metals be-
longing to'the same series, and will be referred to
as such in the following.

From the preceding discussion, presented in
Sec. IV, it is obvious that there are no interface
bound states in the model under consideration.
The electronic wave functions are delocalized, and
extend on either one side or on both sides of the
interface, according to the corresponding electron
energy. For the (100) interface we have

Wk ) =2E,[cos(ak,) +cos(akz)],
T=E,.

(6.1a)
(6.1b)

Using these relations and Eq. (3.19) for the diagon-
al matrix elements of the Green’s function, and
expression (3.7), we can calculate the local densi-
ties of states on the various planes of the inter-
faced crystal. Figure 1 shows the results of such
a numerical calculation of the local density of
states p,(£) for the first three atomic layers adja-
cent to the interface (#=0, 1, and 2, respectively).
The difference in the Fermi energies of the two
metals was chosen to be AEp=2FE,. Figure 2
shows the corresponding density of states for the
case of AE,=8E,. For comparison, the shifted
bulk density of states is also shown in these fig-
ures. All the density of states presented here are
normalized to unity (i.e., we set g=1). We note
that Figs. 1 and 2 refer to the side of the interface
on which the metal having the higher Fermi energy
is located. The local densities of states on the
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FIG. 1. Local density of states of a (100) interfaced
crystal. The difference in the Fermi energies of the
two metals is 2E,. (a) First atomic layer, n=0. (b)
Second atomic layer, n=1. (¢) Third atomic layer,
n=2, Shifted bulk density of states is shown as a dashed
curve.

other side of the interface can be obtained from

the curves in Figs. 1 and 2 by taking their mirror
images, with respect to the £ =0 line. As can be
seen from the above-mentioned figures, the local
densities of states have a “tail” extending outside
the shifted bulk band. This tail is contributed en-
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FIG. 2. Local density of states of a (100) interfaced
crystal. The difference in the Fermi energies of the
two metals is 8E,. (a) First atomic layer, n=0. (b)
Second atomic layer, n=1. (c) Third atomic layer,
n=2, Shifted bulk density of states is shown as a dashed
curve.

tirely by electrons tunneling from the other side
of the interface. From Figs. 1 and 2, it is obvious
that the penetration distance of these electrons is
essentially limited to only a few atomic layers.
In general, the most pronounced effect on the local
density of state occurs near the interface itself
(i.e., n=0). As one proceeds away from the inter-
face, the density of states approaches asymptoti-
cally the bulk density of states. For n=2 (the
third layer near the interface) the density of states
of the interfaced crystal is already very close to
the corresponding shifted bulk density of states.
When, in the model under consideration, the
coupling constant between the two metals is al-
lowed to vary, it is possible to form bound inter-
face states. Following the discussion of Sec. IV,

.
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FIG. 3. Interface bound-states energies as a function
of the coupling constant. The full and the dashed curves
correspond to AER=0, and AE,=2T, respectively.

it is not difficult to show that for the present model
the two critical values f, and B, coincide. There-
fore, in this case there will be either no bound
states at all or there will be two of them, one
above and the other below the subbands. It can be
easily shown that the critical coupling constant f,,
to which both B, and B, reduce, is related to the
difference in the Fermi energies of the two metals
as follows

Bo=[T+5AE +(FAEL+TAEL) 22, (6.2)

Thus, the bigger the difference in the Fermi ener-
gies the larger is the coupling necessary to create
a bound state. This is quite expected since the
greater is the difference in the Fermi energies the
larger is the minimum distance of the bound states
from the center of the subbands. The minimum
possible critical coupling is obtained for A £ =0,
and is given by B.=7T. Therefore, in the present
model, every coupling constant which exceeds the
bulk coupling will produce a bound state. Figure

3 shows the dependence of the bound-state ener-
gies on the coupling constant for the case of AE
=0and AE, =2T. Ascanbe seenfrom these curves,
an increase in the coupling constant increases the
energy of the upper bound state and decreases that
of the lower. This behavior agrees with our gen-
eral discussion given in Sec. IV.

We now turn to the calculation of the change in
the total density of states and the interface energy
of two transition metals belonging to the same
series. Using Eq. (5.8) it is not difficult to see
that the change in the density of states, in the mod-
el under consideration, is an even function of the
energy relative to the center of the band. Using
Eq. (5.9) we calculated numerically the change in
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the integrated density of states A N(E) due to the
creation of the interface. Figure 4 shows the
change in the integrated density of states, which is
an odd function of the energy, for the cases of
AE,=2E,, AE,=6E,, and AEp=12E,, respective-
ly. In this figure we used the value g=10 to ac-
count for the 10-fold degeneracy of the d orbitals
in transition metals. To obtain the corresponding
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FIG. 5. Interface energy of transition metals having
n, andnp d electrons. (a)n,=0,1,2. () 7,=3,4,5.
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interface energy we have, according to Eq. (5.11), -
to integrate A N(E) with respect to the energy, up
to the common Fermi energy. The results of such

. a numerical calculation are shown in Fig. 5, where

the interface energy for a given transition metal
with n,d electrons is plotted vs »n,, the number of
d electrons of the other metal forming the inter-
face. The curves in Fig. 5 correspond to the
cases wheren,=0,1,...,5. The corresponding .
graphs for n,>5 (i.e., n, =6,.,.,10) can be ob-
tained by taking the mirror images of the curves

~of 10 -, electrons, with respect to the 7, =5 line.

This is due to the fact that in the present model,
the following symmetry holds:

0'(71,1, nb) :0(10 = N, 10— nb) ’

where 7, <5 and #n, <5. The surface energy of
transition metals can be read off the curves of
Fig. 5 by looking at the points where n,=n,. Our
results for the surface energies are the same as
those derived earlier by Cyrot-Lackmann'® and
by Allan.'® This is as expected, since in the limit
of two identical transition metals our interface
model, discussed in this section reduces to the
free surface model investigated by these authors.

As can be seen from Fig. 5, -the electronic con-
tribution to the interface energy between two tran-
sition metals, of the same series, is alwz{ys less
than the corresponding contribution to the surface
energy of a half-filled band metal (belonging to
the same series). We also note that for a given
transition metal, with n,d electrons, there exists
another transition metal, with n{ electrons, whose
combined interface has the maximum interface en-
ergy. As n, is varied, the position of this maxi-
mum drops down from n) =8 for an empty band
(1 =0) to % =2 fot a full band (n, = 10).

The interface model developed in the present
work is a highly simplified and crude one. Never-
theless, we believe that certain features of a real
interface, such as interface states and electron
tunneling across the interface, are illustrated by
our model. Thus, although a realistic physical
description of a bimetallic interface might be much
more complicated, we feel that many of the quali-
tative properties of such an interface will be simi-
lar to those described in this article.
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