PHYSICAL REVIEW B

VOLUME 16, NUMBER 2

15 JULY 1977

Combined representation method for use in band-structure calculations: Application to highly
compressed hydrogen*

Carlos Friedli' and N. W. Ashcroft
Laboratory of Atomic and Solid State Physics and Materials Science Center, Cornell University, Ithaca, New York 14853
(Received 19 January 1977)

A representation is described whose basis functions combine the important physical aspects of a finite set of
plane waves with those of a set of Bloch tight-binding functions. The chosen combination has a particularly
simple dependence on the wave vector X within the Brillouin zone, and its use in reducing the standard one-
electron band-structure problem to the usual secular equation has the advantage that the lattice sums
involved in the calculation of the matrix elements are actually independent of K. For systems with
complicated crystal structures, for which the Korringa-Kohn-Rostoker, augmented-plane-wave, and
orthogonalized-plane-wave methods are difficult to use, the present method leads to results with satisfactory
accuracy and convergence. It is applied here to the case of compressed molecular hydrogen taken in a Pa3
(a-nitrogen) structure for various densities but with mean interproton distance held fixed. The bands show a
marked free-electron character above 5 to 6 times the normal density, and the overall energy gap is found to
vanish at 9.15 times normal density. Within the approximations made, this represents an upper bound for the
molecular density in the transition to the metallic state from an a-nitrogen structure.

I. INTRODUCTION

The method described below evolved from an at-
tempt to obtain the band structure of a system such
as molecular hydrogen in a relatively complex
crystal structure, and over a range of densities.
For certain regions of the density it is expected
on general grounds that neither the low-density
tight-binding approach [with a representation of
linear combinations-of-atomic-orbitals (LCAO)
Bloch functions] nor the methods using a repre-
sentation with a basis of simple plane waves (PW)
are physically adequate.

For reasons principally connected with the struc-
ture, the other familiar methods are also not en-
tirely adequate,"? at least in their standard formu-
lations. The Korringa-Kohn-Rostoker (KKR) and
augmented-plane-wave methods not only require
a substantial amount of computational effort,
but are based on a muffin-tin approximation to the
actual one-electron potential.®-® This means a
“sphericalization” (taking the average over angles)
of the potential arising from the contents of a unit
cell, a procedure which is difficult to justify when
the molecules in the crystal have no obvious
‘spherical symmetry. Although such models yield
useful physical information especially at lower
densities, it is difficult to estimate their accuracy,
particularly at higher densities, where steric ef-
fects and the requirements of proper crystal sym-
metry may become important. The effects of the
latter on the resulting band structure may well be
important as has been shown by Painter® in his
treatment of non-muffin-tin corrections to KKR
bands by the discrete variational method.”

Furthermore, there is often no clear-cut sep-
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aration between core levels (actually nonexistent
for hydrogen) for which tight binding is adequate,
and the rest of the band levels (valence and con-
duction), which would make an orthogonalized-
plane-wave method appropriate. Even if one makes
an arbitrary separation between valence and con-
duction levels, and treats the first with tight-bind-
ing functions and the second with orthogonalized-
plane-wave functions orthogonalized to tke valence
levels,® one still has the possibility of significant
overlap of these “core” levels in situations such as
the one here, where large variations in density are
of physical interest.

For these reasons it is natural to investigate al-
ternative representations whose basis functions
combine in some way the advantages of both the
LCAO functions (with their physically correct
atomic behavior near the nuclei) and the PW, which
are more satisfactory in the region between atoms.
One such basis set was recently used by Ramaker
etal.’ in exact-exchange crystal Hartree-Fock
calculations of molecular and metallic hydrogen.
Another, based on a more general and flexible ap-
proach, is described below. It is a modification
of an idea used successfully by Brown and Krum-
hansl,'® which was shown to be mathematically
equivalent to the orthogonalized-plane-wave meth-
od.

In Sec. II, the representation will be developed
and its basic properties described. Section III is
devoted to a discussion of the application of the
representation to the solution of the one-electron
problem in crystals. In Sec. IV, we present the
results of the applications of the method to molec-
ular hydrogen [assumed to be in «-nitrogen (Pq3)
crystal structure] over a wide range of densities,
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but with interproton distance generally held fixed.
The most interesting point to emerge from the re-
sulting band structure is the observation that val-
ence and conduction bands begin to overlap at a lat-
tice constant of a = 4.78 bohr, which corresponds to
a density equal to 9.15 times its zero-pressure
value. If the crystalline phase remains stable at
such densities, this represents a metal-insulator
transition at a density of approximately 0.83 g/
cm?®,

II. REPRESENTATION

The representation we introduce is formally in-
complete: It has a finite set of basis wave func-
tions. This set is made up of a finite number of
PW and a set of specially constructed Bloch func-
tions. It is constructed in such a way that the
whole set is orthonormal, and although the set is
finite, linear combinations of them are expected to
give variationally good approximations to the eigen-
functions and corresponding eigenvalues. This ex-
pectation is based on the physical way the set is
constructed, which will be explained in what fol-
lows.

Consider first a monatomic (for example, a sim-
ple cubic) lattice with lattice constant a« and LCAO
Bloch function %3(F) defined with atomic orbital
é(f):

m@=—% L et e -R) (1)
R

where N is the number of cells in a volume Q, R
designates their position vectors, and K is the
Bloch wave vector. Expressing this Bloch function
in its well-known form

@ =75 L cpge PR @)
K

where K is the set of reciprocal-lattice vectors
corresponding to R, it is easy to see that

c;= N/ %8y, ®3)

where &7 is the Fourier transform of & (¥).

For the purposes of defining a trial function,
& (r) may be any localized orbital, and not neces-
sarily an atomic one. This observation will be
used to construct a particularly convenient type of
Bloch function. But instead of defining it directly
(i.e., in ¥ space) it is inferred from conditions im-
posed on c;. In this way it is easier to enforce
(through them) the properties that one would like
the Bloch levels to have. First, some general ob-
servations:

One expects the eigenfunctions not to change too
much very near (and particularly inside, if there
is a core) the atoms or molecules forming the solid

from the values they assume in corresponding free
atoms or molecules. This remains true even at
fairly high densities. Thus, one wants to include
in the basis set Bloch functions built with atomic
or molecular orbitals to obtain a good representa-
tion in this region. But it is clear that for this pur-
pose only those components cf_% with sufficiently
large K are relevant (here, k is assumed to be re-
stricted to the first Brillouin zone B,). On the other
hand, if the itinerant or free-electron character
becomes important (as it will at high densities),
plane waves with wave vectors (about the origin)
not too large in terms of 2r/a are obviously indi-
cated. We now construct basis functions incorpora-
ting these features. The Bloch function is first
modified by truncating its Fourier components of
low wave vectors, say G, in some finite subset G
of the reciprocal lattice K. In this way, the plane
waves with wave vectors K — G have been set free
to be included in the basis set as independent mem-
bers orthogonal to the Bloch functions. (For sim-
plicity, in some of the algebraic manipulations the
subset G may be chosen symmetrically to include
both G and —G, although this is not required in gen-
eral by the method.) For the simple-cubic-lattice
case, for example, we may choose G to be the set
of all reciprocal-lattice vectors within or on the
surface of a cube centered at the origin, and with
faces perpendicular to the axes. Further, let T be
the complement of G, that is GN T is empty and
GUT=K. Next, the Bloch functions of the basis are
to be chosen to have as simple a form as possible,
a requirement for both analytical and computational
purposes. In particular, the most simple functional
dependence on Kk is essential.

In the case of a Bravais lattice, a set of Bloch
functions satisfying these criteria can be taken to
have components

N 1/2 " . -
;= <5> Z X5, = K)xr(K)® ¢ , (4)
K
where the characteristic function y,(X) is given by
.. (1 ifXeA
Xa(®) =
0 otherwise.

Here, &(T) is a localized orbital. Figure 1 shows
a schematic one-dimensional example of the pro-
cedure just outlined; there, the dotted curve rep-
resents the Fourier transforms ¢ of a localized
orbital and the discontinuous curve the components
(2/N)"?c, given by Eq. (4); note also that the set’
G contains by choice only the reciprocal-lattice
vectors 0 and +27/a.

The functions defined by Eq. (4) all have the prop-
erties of Bloch functions, and can, of course, be
written as
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This reduces, for §=K€ B,, to the standard form

hi:(f)=e”:'?<—\/gz Z @ge‘i"’), (6a)

KeT

and is equivalent also to

h]:(?)=\/—1ﬁe‘i';liz &(F -R)- égeig‘?].
R

(6b)

where the quantity in square brackets clearly has
the periodicity of the lattice. The prefactor in the
expression for cj is not important except to keep
track formally, and in a consistent way, of the
various constants and factors involved. (It cancels,
of course, when normalizing the functions.)

The norm of h%(F), ||||, is independent of k and
is given by

N
Inl*=g > 1ezl®, (M
Ker
or equivalently, by

- N
Inl?= 2 _(@@®leE-R) - o > 1%a*.  (®
3 GeG
With the normalized functions h3(¥)/| k|, the cor-
responding Wannier function w (f) can be obtained,

Gec

q/(2m/a)

FIG. 1. Schematic one-dimensional example of com-
ponents (£ /N2 ¢, of a member of the new representa-
tion given by Eq. (4) (discontinuous curve) in terms of
the Fourier transform ¢, of a localized orbital (dotted
curve). The reciprocal-lattice vectors correspond here
to g/ (2m/a) = integer. Note that c, is identically zero
in the central zones (corresponding to a choice here
of a set of reciprocal-lattice vectors G={-2n/a, 0,
2m/a}) and constant within each zone corresponding to
the reciprocal-lattice vectors falling outside G (set T).

and is given by

- 1 it
“ O mm L o ®

which in this form is automatically normalized. It
is, of course, orthogonal to w(f —R) for R#0. Sub-

stituting in Eq. (10) for cg, one gets

w®- (8] (T see® ® a0

g
or €T

- p(y) [Fee-m

=

R

N T.T -
-3 ’Z Pzei® rjlwo(r) ,

Yy

&l

w(

GEG
(10b)
where for the case of a simple cubic Bravais lattice
- 1 i T
w,o(F) = Wisio P ekt
kes,
_ (N2 sin(rx/a) sin(ny/a) sin(nz/a)
B Q) mx/a m/a mz/a
(11)

is the empty lattice lowest-band Wannier function.

It is clear from the form of h(F) and w(¥F) that
these functions have the right behavior near and at
the lattice sites ﬁ, particularly if the finite set G
does not contain large wave vectors. And for all
CEG, h3(T) is automatically orthogonal to the plane
waves with wave vector k - G.

In this way, we have an incomplete but ortho-
normal basis set which would clearly be sufficient
for a monatomic lattice if it were not necessary to
use more than one localized & (F).

Except for small k, the Bloch function 43(T) just
defined will nof in general be a good approximation
to the solution ¥%(¥) of the one-electron problem
of the crystal if G is empty (i.e., if no PW are in-
cluded in the basis). The functions () and ¥ (F)
can differ substantially for larger kK, particularly
near the boundaries of the Brillouin zone >, simply
because the Fourier components of,e"'ﬁ"\llz(F) are
functions of kK, while those of e~k 'h%(F) are not.
Nevertheless, considering their expansions in re-
ciprocal space, we find that as K increases, the
difference in their components decrease, since by
construction both functions have the same form in-
side the atoms. Therefore, by truncating the com-
ponents of low I_E, and including the corresponding
PW with wave-vector K-K in the basis, we will in-
creasingly improve the approximation as the num-
ber of PW increases.

Certainly it would be a better approximation to
start by truncating the usual tight-binding Bloch
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function hT;B(f) [defined with &(¥)] and choosing com-
ponents

cy=(N/Q)V?®; (12)
so that
hE(F) = g oy_gei (k0T (13)
Ker

However, this would not have the immense compu-
tational advantages of form (6), which permits all
the terms there to be expressed in lattice sums
independent of k. Nevertheless, for some cases,
higher accuracy requirements together with the ne-
cessity to keep the number of PW within reasonable
limits might make it mandatory to use better Bloch
functions than those defined by Eq. (6). {One way
of defining these that would still give lattice sums
independent of K, is to take

chog = (N/Q)V?[®_g+ K- (Vid1_ D)o+ -+ +] (14)

up to some order, but, of course, the higher the
order chosen, the more cumbersome and time
consuming become the computations.}

For the case where a set of more than one lin-
early-independent localized orbital must be used,
a special Bloch function %t(¥) must be included for
each. If the cell contains several atoms, say M
atoms, with position vectors B,(i=1,2,...,M), a
set hf(F-B;) (:=1,2,...,M) of linearly-indepen-
dent Bloch functions, or M-independent linear com-
binations of them, must be included in the basis
set. All the special Bloch functions are assumed
constructed with a truncated set of plane waves of
wave vectors K — G with reciprocal-lattice vectors
3 belonging to one and the same subset G. The
basis will then contain for the same K (other than
the truncated set of plane waves) a set of linearly
independent Bloch functions orthogonal to them but
not in general to each other. An orthogonalization
procedure must then be used to get an orthonormal
basis set. The use of this orthonormal basis ulti-
mately results in a secular equation with the ener-
gy eigenvalues residing only on the main diagonal,
and has distinct analytical and computational ad-
vantages. The selectioa of one particular linearly
independent set of Bloch functions (over other pos-
sible equivalent sets) depends on a judicious eval-
uation (as far as this possible) of how well they
represent the true eigenfunctions of the crystal,
and how their form may help the orthogonalization
procedure in efficiently producing a physically con-
venient orthogonal set.

Let the initial set of Bloch functions, before the
orthogonalization procedure, be a set of linearly
independent combinations defined by

fni(f)= anjhjﬁ(‘f)’ n=152)"' ,M (15)

where the constants a,; will be determined short-
ly. Here, the k;3(T) are the Bloch functions de-
fined for simplicity (but without loss of generality)
with only one localized orbital in one of the mona-
tomic sublattices of the basis. Hence,

n&(F) =ng(F -B,) . (16)

Now we use the Gram-Schmidt orthogonalization
procedure to get from { f,z} an orthogonal set
{g.z}- The g, have the following recursion rela-
tions:

&) =10, 17

oo LG e (elrp
W= TPl 2 Teotl Toah LAl
for n=2,3,... ,M

’

and the norms ||g,zll are given by

Keazl i ?
lgell*=1 - 4{: ngmmw : (18)

These may be used in slightly modified form
which subsequently reduces the numerical work.
Let g,%(T) be expressed first as linear combina-
tions of 4,;(T):

lg.w =D byt for n=2,3,...,M. (19)
F]
Then,

(gntlful) = Z}:b R iRl (20)

and

ne1l R <g _.l )
b= [P = 2 burk TR
for n=2,3,...,M. (21)

(Note that, in general, these are functions of k.)
Further,

Il £uxl%= ZZ afa, i) (22)

Next, let an orthonormal (incomplete) basis set
{23 r) acA, keB,} be defined by

¥OF) =1/v)e*-97 for a=Geg,
%30

‘I’S?? F)=gzF)/|lg,zll for a=n, 1<sn<M.

(23)
Then, A=GU{n,1<n<M}. The superscript zero
indicates this is a basis in whick to expand the un-
known variational approximations to the eigenfunc-
tions ¥z (7), i.e.,

¥E)= Y xmVot®) (24)

aEA
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Equation (24), as an expansion of the one-electron
function, will be used in Sec. III as a trial function
for the one-electron problem in crystals. Note
that, although incomplete, the finite basis set (23)
is orthonormal and contains by construction local-
ized orbitals appropriate for the cores of the mole-
cules forming the crystal and plane waves ade-
quate for the intermolecular region. Therefore,
we can expect linear combinations of them to be
good approximations for the eigenfunctions of the
lower bands, the accuracy improving as the num-
ber of PW in G increases, particularly for K near
the boundaries of the Brillouin zone.

IIIl. APPLICATION TO THE SOLUTION OF THE
ONE-ELECTRON PROBLEM IN CRYSTALS

Substituting Eq. (24) into the one-particle Schro-
dinger equation for the crystal, the band-structure
problem reduces to

; H,gtxst=Efx % forallacA, (25)
€A
with

Host=(¥ 2 IHLY) . (26)

Here, H is the single-particle crystal Hamiltonian.
The reason why only one K is involved everywhere

is the usual one, that A is a linear operator invar-
iant under the translation group of the crystal, for

which

)
w DNAE Y = or w3 AR (27)

The matrix elements H,t are given by

Hogh=/2m)(k-G)oama+Us_z (28)
Tl = Zj bt 1) il (29)

Hn’n‘i :Z; bn’)ibnt§<hftlf1lhtﬁ) ”gn'.l:“-lllgnt“_l )
(30)

where the plane-wave matrix element of the local
one-electron crystal potential is given by

Ug = (N/Q)Vg , (31)
with
- f ate-i % Ty) (32)
and
= Z VE-R) . (33)
R

Because of the special form [Eq. (6)] of 4,3 (F),

the products (#; |k, ) and the matrix elements

(T H|h;p and (h;z|H|R,7) can be expressed in
terms of reciprocal (or reciprocal and direct) lat-

tice sums which are independent of the point in the
Brillouin zone (all the kK dependence being factored
out). For the case of only one localized orbital
but with a basis of several atoms, we have

(h, p]h,;)— /et Bi-tas, (39)
v |Alh,7) = (N/2)/ % -ikeBige (35)
and

(gl |y = (N/Q)et* Bi =By

x[(°/2m)(SY; - 2K-S; + k*S;;) +S5,] ,
(36)
where
Sy= Y ezl ®i-Ey (37)
8;,= 3 iRl T ik (38)
Ker
Siy= 3 Kegle it (39)
Ker
S&i= ). &_gUzge® %, (40)
Rer
and
WB-R.F
sP= d%, Uz, _get K P
EZ:T RKrer :

(41)
These lattice sums can be expressed in part as
direct lattice sums, using the convolution theorem
or by application of Eq. (6b). For example,

Su= L (@@Ie B, -5, - F)

_ 2 P 2 |G (B —Bj)
Cg |@c/%e 42)
From this, §;; and S”;; can be obtained, respec-
tively, by taking the gradient and the negative of
the Laplacian with respect to the spatial variable.
A similar result can be obtained with S¢; and S”,
but here it would be of no advantage if only the
Fourier transform of the potential is available.
The number of different lattice sums that must
be actually computed is greatly reduced by exploit-
ing crystal symmetries. First of all, the sums
are invariant under a transposition of indices, ex-
cept for S (which only changes 51gn) and Sz;. In
general a s1mu1taneous change of B and el
(in the case of Sg;) under the same cub1c or other
symmetry will also leave S;;, Sf;, S¢;, and S?; un-
altered, and will take S’ into the correspondmg
symmetric vector. In thlS way, for example, the
64 S, sums of the Pa3 (or @-N,) crystal structure®
are reduced to only four, and the Sz ; sums to only
two for each G and in both classes of sums this

leads to an enormous reduction in computational
time.
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Once the lattice sums are evaluated, we can
proceed to solve the secular eigenvalue problem
[Eq. (25)] for a particular Kk by first obtaining the
corresponding basis set (Eq. (23)] with the help of
Eqgs. (19)-(22), then the matrix elements H g%
with Eqs. (28)-(30), and finally diagonalizing Eq.
(25). Inthis way, we obtain the valence and lowest
conduction bands and the coefficients x % in the
expansion of the corresponding eigenfunctions in
terms of the basis set [Eq. (23)].

IV. BANDS OF COMPRESSEDP MOLECULAR HYDROGEN

We turn now to an application of the combined-
representations method to the case of solid H, in
the a -nitrogen phase. It should be mentioned that
this structure is not the only candidate for the
ground-state configuration of molecular hydro-
gen.!'"'* We have selected it here because of the
various possibilities, it is lowest in symmetry
and therefore represents the most complex case
numerically. Other structures have higher sym-
metry and the method is computationally easier to
apply.

The a-N, structure’® has the space group Pa3.
It is simple cubic with a basis of four molecules.
In the case of hydrogen, there are eight protons
and eight electrons per primitive cell. There are
sufficient electrons to fill four valence bands pro-
vided there is no overlap with conduction bands.
In most of the results discussed below, it is im-
portant to note that the interproton distance
(0.741 A) is held fixed at all densities considered.
We return to this point in Sec. V.

To apply (25), we need to specify the one-elec-
tron potential U(T) that best represents the inter-
action of the electrons with the protons and with
themselves. Since we are mostly interested in the
high-density situation we have taken this to result
from the bare Coulomb interaction of the protons
and screened by a Lindhard-type dielectric func-
tion. Unlike other systems, hydrogen has the ad-
vantage that the bare interactions are known pre-
cisely. The dielectric approach accounts for the
bulk of the many particle effects and all residual
uncertainty in U(F) a reflection of exchange and
correlation in the choice of the dielectric function
itself. For the smallest reciprocal lattice vector
that enters in (28), the dielectric function is al-
ready close to unity and such corrections are of
diminishing concern as the density increases into
the primary range of interest (»,2 1.5).

The bands have been calculated along the stan-
dard simple cubic directions'®'® I' X, MR, and RT"
(see Fig. 2) for lattice constants of 10, 6, 5, and
4.5 bohrs. (Computational and other details may
be found in the Appendix). These bands are shown

kl
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FIG. 2. The inner cube here is the Brillouin zone of
the Pa3 (a-N,) crystal structure. The letters correspond
to high-symmetry points and lines in the basic domain
(unprimed) or the larger representation domain (includ-
ing primes). The outer cube is limited by (100) planes,
and is an example of a set G with /;=1, containing, then,
27 reciprocal-lattice vectors.

2.0

8
7 8
"6 7
P

-05F .

3,4
2
-1.0 | :
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FIG. 3. Band structure of the a-N, phase of hydrogen,
with lattice constant a=10 bohrs or equivalently, 7
=3.102 (pressure zero). The energy E is normalized to
(W®/2m) (27 /a)®=0.3948 Ry. The numbers indicate, in
order, the ten lowest bands calculated. Note that in
order to display the overall form of the band structure
the scale does not permit the resolution of certain
bands. For example, in Figs. 4, 5, and 6, bands 2, 3,
and 4 along RT are not all degenerate as can be seen
from Table I and also from this figure.
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in Figs. 3-6. Figure 7 displays the empty lattice
bands to which the bands at lattice constants 4.5,
5, and even 6 bohrs reveal a striking similarity.
This nearly-free-electron character (at high den-
sity) gives at least ex post facto support to the di-
electric formulation used in constructing the ma-
trix elements of the potential.

Although the primary interest here is in the
bands of highly compressed hydrogen it is worth
noting that for the zero-pressure case (a~10 bohr)
we find an overall band gap of 9.2 eV. This is
close to the observed value for the onset of absorp-
tion in the optical spectrum!’; it is also close to
the value deduced from energy-loss experiments.'®
(Regarding the optical data, it must be said that
there is, at present, disagreement in the interpre-
tation of the data.!®’?°) Further, the overall gap
agrees well with the value of 10.7 eV obtained by
Zunger?® using a truncated crystal approach, and
also with the energy of the lowest-allowed optical
transition obtained by the KKR method.!

V. RESULTS AND CONCLUSIONS
We first comment on the form of the bands of
highly compressed hydrogen, and then on the meth-
od used to obtain these bands.
Referring to Figs. 4~6, perhaps the most inter-

2.5

rr ax. zmsm TR A T

FIG. 4. Band structure of the @-N, phase of hydrogen
with lattice constant a=6 bohrs or equivalently, 7
=1.861. The energy E is normalized to (h%/2m)(27/a)?
=1.0966 Ry. The numbers indicate in order the ten
lowest bands calculated.

2.5’k

2.0} 4
E
1.5
g
5,6

1.0 '

3,4
0.5} /

2

0.0} 1

r A x.z M TR A T

FIG. 5. Band structure of the @-N, phase of hydrogen,
with lattice constant a=5 bohrs or equivalently, 7,
=1.551. The energy E is normalized to (h2/2m)(27/a)?
=1.5791 Ry. The numbers indicate in order the ten
lowest bands calculated.

2.5

e

r a x

Z M T R A T

FIG. 6. Band structure of the a-N, phase of hydrogen,
with lattice constant @=4.5 bohrs or equivalently, 7
=1.396. The energy E is normalized to (52/2m)(27/a)?
=1.9496 Ry. The numbers indicate in order the ten
lowest bands calculated. Note that the overall band gap

in Figs. 3—5 is no longer present in this figure.
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esting point to emerge is the fact that the overall
band gap (which becomes indirect at higher den-
sities) vanishes at a lattice constant of a=4.78
bohrs. The vanishing corresponds to the crossing
of the highest valence band at X and lowest conduc-
tion band at R. In Fig. 8, this gap has been plotted
[normalized to (%2%/2m)(27/a)?] as a function of the
lattice constant @, and the critical value a=4.78

is determined by linear interpolation between the
gap values for a=4.5 and a=5 bohrs. As suggested
by the calculated points, the normalized gap varies
almost linearly with a. For constant interproton
distance, the vanishing of the gap represents a
second-order metal-insulator transition, provided,
of course, that the crystalline phase of metallic
hydrogen remains stable up to this point in density.
The point where the molecular phase becomes
metallic, i.e., p=0.83 g/cm?®, represents a pos-
sible upper bound for the molceular density at
which, for fixed interproton distance, the transi-
tion is made to a metallic state. The situation
here therefore parallels somewhat the case of
solid iodine in its progression with increasing
pressure. As discussed recently by McMahan
etal.” the metallization of iodine is evidently not

2.5

2.0 [ A

! N @

4
m “@

(4) (4)

(2)

i @
05

(2)
(n

0.0
rraxz wm TR A T

FIG. 7. Band structure of the sc empty lattice. The
energy E is normalized to (#2/2m)(271/a)?. The numbers
indicate the degeneracy of each band. The bands drawn
with a full line are the limit to which the ten lowest cal-
culated for H, tend as lattice constant approaches zero.

a first-order transition, at least at lower pres-
sures, and a band-overlap phenomenon preceding
total pressure dissociation is therefore possible.

It is important to reemphasize that the results
just described are apposite to an approximation in
which the protons are both static and held at con-
stant interproton separation within molecules. The
inclusion of lattice-dynamical effects, particularly
at high density, can be expected to lead to notice-
able corrections, as they do for crystalline phases
of metallic hydrogen.?>»?® As g decreases, we may
expect the intermolecular electron density to in-
crease in value at the expense of the intramolecu-
lar density. From a consideration of electrostatic
terms alone, we would anticipate that expressed
as a fraction of lattice constant, the interproton
separation will increase with increasing density.

A total energy calculationof the ground-state ener-
gy of molecular hydrogen will be required to deter-
mine this trend. However, a guide to the size of
the effects associated with possible variations in
interproton spacing 2D is relatively straightforward
to obtain, since 2D is one of the basic input pa-
rameters. We have recomputed the bands of Figs.
5-T with interproton spacing ranging between

about 1.1 and 1.7 bohrs and from these have ex-
tracted by interpolation the density, for a given D,
at which band overlap begins. The results are sum-
marized in Fig. 9 as a line separating metallic
from insulating regions for the Pa3 structure. The
implication of the apparent linear trend over the
limited range of parameters is that once a given
band-overlap state has been attained, the inter-
proton spacing is required to fall with unreason-
able rapidity if such a state were imagined to pass
once again into an insulating phase by imposing an
additional increase in density.
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FIG. 8. Energy gap normalized to (k%/2m)(2m/a)? as
a function of the lattice constant a. The solid line is an
approximate interpolation between the calculated values,
which are indicated by circles.
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Finally, returning to the method itself, we have
shown that the subspace spanned by the ortho-
normal finite basis set of functions [Eq. (23)] can
be expected to yield a satisfactory approximation
to the one-electron eigenfunctions for electrons
moving in a periodic potential. The set is of man-
ageable size and at the same time leads to good
convergence by virtue of its construction in terms
of orbitals which represent both intra- and inter-
molecular features. This is accomplished in a
rather simple way with a few plane waves and or-
bitals depending on k only through a factor kT
It leads, however, to lattice sums independent of
Kk when calculating the matrix elements of the sec-
ular problem [Eq. (25)], to which the band-struc-
ture problem has been reduced. As a consequence,
it is necessary to evaluate the sums only once for
a given lattice parameter and crystal structure.
Even for low-symmetry structures, such as the
one treated here, it is quite straightforward to ob-
tain the necessary matrix elements in (25) for any
K in the zone.

The method does not require the muffin-tin ap-
proximation to the potential, as do the standard
formulations of the KKR or augmented-plane-wave
methods. It is readily adaptable to systems where
non-muffin-tin corrections are likely to be impor-
tant, such as molecular systems or systems with
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% ’ REGION
o}
©
a l4- ] 1
N |
© !
2 |
o 1
g2 ! -
”n 1
§ (Egap >0} :'
o ]
] = ] _]
© i
w =
; E/rs 1.48
= [

08 | | 1 |

45 46 4.7 48 49 50

a (BOHR UNITS)

FIG. 9. A plot of the variation of interproton spacing
2D required, for a given density (or lattice spacing a)
to lead to a vanishing of the overall band gap of Hj, in the
Pa3structure. The region above the line represents a
ground-state metallic phase, below it the phase is insulat-
ing. Plotted vertically at a=4.78 is a line which intersects
the boundary at an interproton spacing 1.4 bohrs. This
summarizes the band-overlap results of Fig. 4—7.
(Note that for a fixed lattice constant a reduction in 2D
tends to lead in this range of densities to a stronger one-
electron potential and hence to larger band gaps.)

complex crystal structures which can be treated,
for example, by systematic correction of the KKR
bands.® The level of analytic complexity and com-

putational difficulty does not exceed that of such
methods. When compared specifically with the

OPW method, its main advantage appears to be a
simpler formulation which makes no specific ref-

erence to core levels.

TABLE I. Four valence bands and the lowest conduc=~
tion band at selected points of the Brillouin zone and
functions of I, and /, (see Appendix). Here, the lattice
constant is a=5 bohrs, and energies are normalized to

(#/2m) (27 /a)? =1.5791 Ry.

I i r X R
-1 4 1.3178 1.5679 2.4526
0.7384 0.9659 1.1035

0.7384 0.9519 1.1034

0.7384 0.5479 0.8786

-0.0537 0.1961 0.6948

-1 5 1.2930 1.5432 2.4314
0.7261 0.9530 1.0875

0.7261 0.9388 1.0875

0.7260 0.5317 0.8619

—0.0548 0.1951 0.6936

0 3 1.3739 1.5949 2.5006
0.7655 0.9942 1.1387

0.7655 0.9805 1.1386

0.7655 0.5836 0.9032

-0.0755 0.1737 0.6679

0 4 1.3176 1.5374 2.4526
0.7384 0.9659 1.1034

0.7384 0.9518 1.1033

0.7384 0.5478 0.8668

-0.0834 0.1656 0.6580

0 5 1.2927 1.5119 2.4275
0.7260 0.9529 1.0874

0.7260 0.9387 1.0873

0.7260 0.5316 0.8505

-0.0873 0.1616 0.6529

1 4 1.0318 1.2622 0.8442
0.7347 0.8121 0.5407

0.7247 0.8110 0.5407

0.7247 0.1681 0.5381

-0.0834 0.1592 0.5323

1 5 1.0283 1.2580 0.8428
0.7146 0.8010 0.5344

0.7146 0.8000 0.5344

0.7146 0.1632 0.5318

-0.0874 0.1549 0.5256

2 5 1.0246 1.2483 0.8318
0.7111 0.7803 0.4994

0.7111 0.7802 0.4990

0.7111 0.1529 0.4990

—0.0876 0.1504 0.4986
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APPENDIX

In the calculation of the bands shown in Figs.
3-6, some parts of the lattice sums defined in
Eqgs. (37)—(41) were calculated in direct space and
some in reciprocal space. In general, the choice
is dictated by the convergence properties of the
functions under consideration. For the present
case, &(») can be taken as a 1s orbital

& (7) = (a®/n)/ 2" (A1)
with Fourier transform
&7 =(a®/1)"*810 /(g% + a?)?
The direct lattice sum in Eq. (42) requires®*
(BF-T)|@F' N =e""(1+ar+3a3r?,

which leads to rapid convergence in direct space
for the s;,, S{,, and S/;. Since S;; and S?, involve
both &(7) (falling exponentially with #) and V(»)
(falling roughly as »™'), a similar conclusion can
be drawn about their convergence in direct space.
But we also observe that in reciprocal space the
convergence of the sums in (37)-(41) is also rapid
since & falls as K ~* and U, eventually as K ~2,
We turn now to general convergence properties.
For the simple cubic system, we select G, on the
basis of symmetry, to be all the reciprocal-lattice
vectors within or on the surface of a cube centered
on the origin, with faces perpendicular to the ones
and aside of length (27/a)2!, (see Fig. 2). Here,
l, is a positive integer. Lattice sums in recipro-
cal space were computed by including only those
terms with reciprocal-lattice vectors within and
on the surface of a cube also centered at the origin
and also having its faces normal to the axes. The
side of this cube is taken as (27/a)(2L,+1). [For
sums in direct space, we include terms with di-

rect lattice vectors R lying within and on the sur-
face of a cube of side (2l +1)a]. With these defi-
nitions the number N3, of plane waves in the basis set
is (21, +1)%: The corresponding number NZ, of
plane waves in the expansions of the ortho-normal
Bloch functions of the basis is (2], +1)* = N3y
(provided I,>1,). Table I shows convergence of
four valence-bands and the lowest conduction-band
energies at selected points of the zone lattice con-
stant a =5 bohrs. (Note that the absence of any
plane waves in the expansion is symbolically de-
signated here by the choice I, =—1.) At these den-
sities sums computed in direct space were found
to converge for I, below 4 or 5. Finally, the
maximum matrix order used was 133; symmetries
could be used to further reduce this number.

In constructing the Bloch functions for hydro-
gen, only a simple 1s orbital was used. That this
is reasonable is indicated by the following: Let G
contain reciprocal-lattice vectors with components
of magnitude < 27/D, where 2D is the interproton
distance (about 1.4aq, if the separation is not much
affected by pressure). With this range of recip-
rocal-lattice vectors, the truncated set of plane
waves will then represent well the electron dis-
tribution in the intermolecular region. The inclu-
sion of 1s orbitals will give a good representation
within the molecule for spatial variations in the
wave function no more rapid than a change of sign
in going from one proton in a molecule to the other.
More rapid spatial oscillations imply the existence
of higher-energy components in the intermolecular
region and can therefore be neglected there al-
together. Within a molecule, the spatial oscilla-
tions lowest in energy can be represented by atomic
orbitals, the most important being 1s, 2s, 3s...,
etc. To first order, these have the same leading
form, i.e., e"40,
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