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The first measurements of the temperature dependence of a semiconductor’s optical gap E,(T) in the close
vicinity of a critical point T, are reported herein. The measurements were carried out on the ferromagnetic
semiconductor CdCr,Se, (T, = 130.6°K) for which a well-known red shift of E,(T) with decreasing
temperature occurs. The results in the temperature range 10~ > [t|=|T/T.—1|X 5 X 10~* are analyzed
in terms of the specific-heat universal constants: the exponents a* and the ratio A */4 ~. It is found that with
the constraint T} = T the values a* = —0.020 +0.004, a~ = —0.038 £ 0.003, and 4 */4 ~ = 0.60 + 0.05 are
obtained. If the constraints a* = a~ = —0.020 or a* = a~ = —0.038 are applied the ratio 4 */4 ~ = 0.64 + 0.05 is
found. The present results, in accord with previous results of magnetization measurements, indicate clearly
that the above |t| range is a transition region between mean-field and asymptotic critical behavior. This is
understood to be due to the relatively long-range magnetic interactions in the present material.

I. INTRODUCTION

For the past ten years the temperature depen-
dence of the optical-absorption edge was studied
in many ferromagnetic semiconductors.!”? It was
found that in all materials investigated the absorp-
tion edge exhibited a red shift when the tempera-
ture T decreases.”® Inthe materials EuO, EuS,
and CdCr,Se,, for which semiquantitative studies
were made, it was found that this temperature
dependence can be described by model spin-spin
correlation functions,’*% or by experimental
quantities that are proportional to the derivatives
of these functions (such as the specific heat or the
coefficient of thermal expansion).}®

While both theoretical®** ™2 and experimental
investigations®? of the optical gap E, (identified
by the optical-absorption edge), were concerned
only with the general features of E,(T), no atten-
tion was given to the exact dependence in the close
vicinity of the critical temperature T.. Only very
recently, Alexander, Helman, and Balberg,®!°
have considered this temperature region and have
predicted the critical temperature and magnetic
field dependence of E,., Motivated by these pre-
dictions, we have carried out optical-absorption
measurements on CdCr,Se, crystals in a closer
vicinity of the critical point than previously re-
ported. This material was chosen because it is
one of the purest and best characterized magnetic
semiconductors.

" As is shown in Appendix A, in the critical re-
gion the magnetic contribution to the optical band
gap AE=E, - E_,, where E_=E,(T=T,) can be
given in the case of a fixed valence band by

AE= (3JSH - [t|®+[J(S + 1)/4E,)(ro/A)+*"
X (Ko/k)(l-a-)/v-an-} (1)

for T<T,, and without the first term but with a*
and U" instead of o™ and U~ for T>T,. Here ¢
=(T-T,)/T,,B,a%*,v, and 1 are the usual expo-
nents,!**? J is the exchange coupling constant be-
tween the conduction electron in the state k

and the localized spin S of the magnetic ion, E,
=7%k%/2m* where m * is the electron effective
mass, k= |1? and (k,)™ is the magnetic ions inter-
action range. U* are terms proportional to the
magnetic energy the form of which can be given
by

U= A"/ /(1 - a*) =t]+ B*t (2)
for T>T,, and
U= —{@ /a7 |t|** /1 -a) - |t]]+ Bt}
()

for T<T,. Here A* and B* are constants that are
expected to be proportional to the corresponding
constants of the specific heat.!*'° Since the co-
efficients of U* in Eq. (1) are not exactly known
we shall incorporate them into A* and B* and thus
these quantities will have the dimensions of ener-
gy. It should be pointed out that Eq. (1) represents
the shift of the bottom of the conduction band
rather than the optical gap which depends also on
the temperature behavior of the valence band.

The true optical gap depends on the difference be-
tween the two dependences.

In the mean-field region, where the Landau
theory applies, i.e., for |¢| >, ¢; being the
Ginzburg reduced temperature,”!! the theoretical
results can be more conveniently represented by
the derivatives'®

dE -1/2
7l L I “)
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for T<T,, and

dE, 1 172> -
~g = _ 1/2
aT m(k an ) ot (5)

for T>T, and k> k#'/?, since in the mean-field
regiong =v=3. The first term in Eq. (5) origi-
nates from the contribution of the long-range fluc-
tuations and coincides with the molecular field
results of Hass,® while the second term originates
from the normalization of the Ornstein-Zernike
function® and accounts for the short-range fluctua-
tions. It is apparent that as long as 52<A, where
A is the effective radius of the Brillouin zone,

the first term will dominate.

According to this theory one would expect a
transition from the behavior of Eq. (1) to the be-
havior of Egs. (4) and (5) around ¢;. The typical
value of ¢, for magnetic transitions!! is of the
order of 107%,

The measurements described below were made
in order to determine the critical behavior of
E (T). Since this has not been done before and
since a specific-heat-like behavior of dE,(T)/dT
is expected, any differences between the optical
and specific-heat measurements should be noted.
The samples needed for the optical measurements,
described in Sec. II, are much smaller than those
needed for specific heat and thus better homo-
geneity'® of the samples is provided here. On the
other hand, for T<T_ the present measurements
may be affected by optical diffraction of magnetic
domains.!® The optical measurements yield a
quantity that is proportional to U’* while the spec-
ific-heat measurements determine directly avt/
dT. The latter has “sharper” features which
facilitate the computational procedure and shorten
the computer iteration process. As we shall see,
calculating first the derivative of E,(T) and then
using a specific-heat analysis procedure intro-
duces a systematic erroneous decrease in the a*
values obtained.

The data presented in Sec. III will be analyzed
in detail, because of the novelty of the present
data and because there is still no acceptable pro-
cedure of analyzing specific-heat-like data,!3"5
We have chosen to follow the most recent pro-
cedure!® since it takes advantage of modern de-
velopments in computer programming and since
it is quite systematic. However, in the analysis,
described in Sec. IV, we have used as few con-
straints and as few corrections as possible. In
Sec. V, the results are discussed and two con-
clusions are reached: (a) in the close vicinity of
T, there is no evidence for the magnetization
term |¢|%; (b) the results represent a transition
from mean-field magnetic energy behavior to
asymptotic critical behavior of this quantity.

II. EXPERIMENTAL

The relative high purity of available CdCr,Se,
is quite important because in measurements of
critical behavior one would like to minimize the
temperature region in which “rounding”'*% of the
critical behavior takes place. This rounding, or
the spread of T, in the real material depends on
its homogeneity.}” Since the homogeneity is hard
to directly characterize and improve, the indirect
approach of improved purity and small samples
can ensure a relatively high homogeneity.!” In
the present study using the highest purity CdCr,Se,
crystals available were thinned down to 100-um-
thick samples. The crystals were grown by H. L.
Pinch,182

The samples were well-formed hexagonal {111}
platelets with an area of 5 mm?, They were pre-
pared for the optical absorption measurements by
conventional grinding and polishing techniques.
The total impurities in the crystals were found by
emission spectrographic analysis to be less than
500 ppm, and the crystals “grew with almost no
Se deficiencies.”? This is apparent from the
saturation moment of 5.93u; per molecule that
we found from magnetization measurements,
which indicates® a stoichiometry of better than
1%. Details of the magnetization measurements
on undoped, indium-doped, and silver-doped crys-
tals will be reported elsewhere. In CdCr,Se, it is
known?? that 1% imperfections cause about 1 °K
shift of T,.. Thus ¢ is certainly well defined for
|t|>8x 107, However, this estimate is quite
exaggerated and a more realistic model of a Gaus-
sian distribution of imperfections throughout the
crystal volume?® yields a lower limit of about
1073, The present measurements and resistivity
measurements®! on many In and Ag doped CdCr,Se,
crystals indicate that for |#|25 X 10™* no “round-
ing” of T, was observed for.1% imperfections.
Thus, the measurements were carried out for
these values of ¢.

In the experiment, chopped light was passed
through a Spex 1700 monochromator with a reso-
lution of better tgan 1 2\, and wavelength reading
accuracy of 0.1 A. The monochromatic light was
split, and the ratio between the signal of the light
transmitted through the sample and the signal of
a reference light beam was monitored. This was
done by using two identical silicon photodiodes,
two lock-in amplifiers and an electronic divider.
The sample was mounted in a Dewar with a cold
finger specially designed to give maximum ther-
mal sensitivity and stability when coupled to an
Artronix temperature controller. Both the tem-
perature sensitivity and stability, monitored by
two P, thermometers calibrated to an accuracy of
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3X 107 °K, were better than 5 mK. With the cali-
bration and the digital reading of the thermometers
resistances, the absolute temperature was deter-
mined to an accuracy of 1072 °K. In the measure-
ment, the ratio of the two signals represents
practically the changes in the absorption coeffi-
cient since the changes in the reflectivity® over
the interesting temperature region can be neglec-
ted. This was confirmed over the ‘emperature
range 134= T =127 °K for which the critica] be-
havior was studied. For a fixed photon energy

in the range 1.3=%hv =1.2 eV the ratio has changed
by about a factor of 2 upon raising the temperature
from 127 to 134 °K. On the other hand the reflec-
tivity has then changed only by 1%. The last re-
sult is also in accord with previous measurements
of the reflectivity.”® Thus, we did not correct for
the reflectivity in these measurements and the
measurements were carried out by fixing the ratio
of signals and then finding for each temperature
the wavelength corresponding to the selected
ratio. With the present system and crystals we
had a sensitivity of 60 A/°K in the vicinity of T,
and thus changes of wavelength due to variations
of 50 mK were easily and accurately monitored.

III. EXPERIMENTAL RESULTS

In order to use the experimental procedure de-
scribed above we had first to determine the photon
energy dependence of the absorption coefficient
K(h). Previously, only calculated® or qualita-
tive® accounts of this dependence were reported.
In addition to the single crystals, the measure-
ments were carried out also on a single-crystal
film*® to help in the determination of the absorp-
tion edge. The results, shown in Fig. 1, were ob-
tained by computing K from the measured optical
density, after correction for the reflectivity was
made.??" The dashed line shown in Fig. 1 is be-
lieved to represent the absorption edge of
CdCr,Se, while the deviations from this line at
lower photon energies originate apparently from
absorption due to various imperfections.?® The
shape of the absorption edge, namely, dK/d(hv),
was found here, as well as in the early work of
Harbeke and Pinch,'® to be independent of tem-
perature in the temperature range 300= 7= 80 K.
In practice, the effect of temperature is to cause
the “dashed line” to shift parallel to itself in this
temperature region. For the present work we had
to define an “absorption edge” by a K that will be
low enough to be consistent with the assumptions
made in the theory,”'° and that will be high enough
to avoid the influence of the absorption due to
imperfections. It can be seen from Fig. 1 that
K=200 cm™ is the best choice, and thus it was
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FIG. 1. Photon-energy dependence of the absorption

coefficient of CdCr,Se, in the vicinity of the absorption
edge.

used throughout this work to define the absorption
edge.

Once K was chosen the E (T) measurements were
carried out, as described in Sec. II, between 100
and 300 °K. The results obtained on the crystal,
the absorption edge of which is shown in Fig. 1,
are presented in Fig. 2. The general features of
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FIG. 2. Temperature dependence of the optical “ab-
sorption edge”’of CdCr,Se, (a) and the details of this
dependence in the vicinity of T, (b). The “absorption
edge” is defined by K =200 cm™!,
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the data in Fig. 2(a) are well known from the early
work of Harbeke and Pinch.!®? However, the
changes of E,(T) observed here in the temperature
range 130 +30 °K are 20% larger than the corre-
sponding ones reported in the early work, This is
attributed to the relatively high purity of the

present crystals, since it was found both in EuO,?®

and CdCr,Se,,? that impurities cause a decrease
of the total red shift of the absorption edge. As
illustrated by Fig. 2(a) the absorption edge has an
inflection point around 130 °’K. The vicinity of
this point is shown in more detail in Fig. 2(b). In
view of this detailed datum, one can appreciate
the magnitude of the red shift since in the same
temperature range the “blue” shift of conventional
semiconductors is about one or two orders of
magnitude smaller,

From the predictions given above by Egs. (1),
(4), and (5) a divergence («*>0) or a cusp (a*<0)
are expected to be observed in dE,/dT at the
vicinity of T,. We have thus computed the tem-
perature derivative of E(T) in the vicinity of the
above inflection point, using the detailed data of
Fig. 2(b). The derivative was calculated by the
method of sliding averages®® with five-point sets.
The results are found to display a specific-heat-
like peak with a maximum at 130.55 °K. This is
shown in Fig. 3. Since the measurements in the
vicinity of this temperature were taken at 130.45,
130.55, and 130.62 °K the present procedure allows
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FIG. 3. Temperature dependence of the temperature
derivative of the optical “absorption edge” in CdCr,Se,.

the identification of the point of maximum deriva-
tive T, as being between 130.45 and 130.62 °K. A
selection of T, outside this range by other cri-
terions?® will not be in accord with Egs. (1)-(5)
when approaching T, from both above and below.
The derivative exhibits quite a sharp peak and
there is no indication of apparent “rounding” of
this peak (see below). However, in order to assign
significant values to a*, g, A*/A-, and T,, the
results shown in Fig. 3 can not be used. This can
be seen in the sliding averages method where a
parabola is fitted to a set of adjacent points, and
the computed derivative of the set middle point is
considered the “true” derivative. The sliding is
done by making each point a middle point of a set.
When the number of points in the set m is large,
the “scatter” of the points is small, but the peak
in the vicinity of T, is “smeared” and vice versa.
In our case, for example, dEA,/dT at 130.55 K was
reduced by 20% when m was increased from m

=2 tom=9. Since the use of derivatives is quite
common in analysis of critical resistivity mea-
surements, we shall demonstrate the disadvan-
tages of the differentiation in the next section.

To avoid these difficulties, we have analyzed the
present data by fitting a function of the type given
in Eqgs. (1)-(3) to the results of the measurements.

IV. ANALYSIS OF RESULTS

In the analysis we have carried out a nonlinear
four- (or five-) parameter least-squares fit to
determine the constants of Egs. (2),(3), their
standard errors and their uncertainties. The
latter will be given here by the limits of confi-
dence of each parameter. These computations
were done using Marquardt maximum-neighbor-
hood method® that was adopted previously for the
analysis of specific-heat data.'®32 This method
is based on finding the function of the best fit F of
the parameters p; that yield the minimum of the
function R defined by

R(pppz,' .. ’p;)

N
=Z=;[F(p1;p2,-..,[)”T‘)_EZ(T‘)]z’ (6)

where E,(T,) are the experimental points and N is
their number. In the iterations the “flow” of the
parameters is in the direction where grad R obtains
its largest value. In principle, R may have more
than one local minimum and thus in order to find
the “ deepest” as well as a “reasonable” minimum,
the best possible initial values of the parameters
should be provided. This is especially true when
the temperature dependence of the data has a rela-
tively weak temperature dependence |for example,
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in the present case the temperature dependence of
E,(T) is weaker than that of dE,/dT]. Here, in
view of the results given in Sec. III, values of T,
=130.55 °K and E;=1.26 eV were used in the initia-
tion of the iteration process.

Since the analysis of specific-heat-like data3%33
is “perhaps the most difficult critical data to
categorize and understand”!! one usually makes
some assumptions or imposes some constraints!® 3
in order to determine the critical behavior from
the data. In this work we have tried to minimize
these, especially since in variance with specific-
heat data!® (due to the a priori possibility of a
magnetization term for T< T_) the use of the rela-
tions between the parameters below and above T,
is more dubious,

In the present analysis we assume that the data
has to be described by the functions F* that are
given by

Ft=_M*|t|®+ U*+ E%, (7

where M*=0 [see Egs. (1)-(3)]. The second as-
sumption is that the “best” fit of the parameters,
as determined by the computational procedure
mentioned, does indeed provide the “true” param-
eters.,

It is clear that the more data points involved,
the more reliable is the analysis, and we shall
try to interpret the results using all the data
points. A unique set of parameters is of course
questionable over the entire temperature range
since a transition from mean-field behavior to
asymptotic behavior is expected!! around ’t| =~ 1072,
This as well as other assumptions that were made
will be discussed below. We shall list all the
parameters obtained in the cases which we con-
sider significant. The limits of confidence of the
parameters will be given explicitly for T%, o*,
and E:, while for the ratio A*/A" the uncertainty
will be determined by the relative uncertainties
obtained for A* and A~.

The first problem of the present work is to find
the role of the magnetization term M*|#|®, since
this is the only predicted difference between the
critical behavior of the optical absorption edge
and that of the magnetic energy. To do this let
us assume that 7,=130.55 °K and that there is a
unique set of parameters that describes the criti-
cal behavior over the entire temperature range
under study, i.e., 10> [#| 25X 10", Then, using
F~[Eq. (7)] with the various g8’s: 8 =0.5, 0.45 (the
value obtained from magnetization measure-
ments®), 0.4, 0.33, andg =0, for T< T, and F*
for T> T, we have obtained the following results:
While 0.024=a"=0,023=<0.026, a~ has changed
gradually from -0.074=a"=-0.071=< - 0,068,
forg=0to ~0.154=0a"=-0.147=< -0.141, for
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FIG. 4. Semilog plot of the temperature derivative of
the optical “absorption edge” for 7>7,. T, =130.55°K
is defined by the position of the peak in Fig. 3.

B=0.5. Correspondingly A*/A" has decreased
from 0.63+0.06 to 0.41+0.04. The value of M~
was two orders of magnitude smaller than A* and
was found to decrease by another order of magni-
tude with decreasing 3. The standard errors of all
parameters have doubled with 8 increasing from
B=0tog=0.5. In view of the theoretical predic-
tions!®>3® a*=a", A*~ A~ and the increasing error
we can conclude that improvement will be achieved
if the magnetization term is omitted. Thus we
shall keep the constraint M~ =0 in the analysis to
follow.

For illustration of the above discussion let us
present the results of dE,/dT, shown in Fig. 3, on
a semilog scale. This is done for T> T, in Fig.

4 and for T<T, in Fig. 5. It is seen that for

|t| 2 2% 10" a logarithmic behavior is observed
while for lower |#| values a “sublogarithmic”

(= a@™>0) behavior is observed. If we would have
added here a term M~|¢|°-! that has a “superloga-
rithmic” (8 — 1<0) behavior, then in order to
account for the data, a” should have been more
negative than in the case of M~ =0, thus increasing
its deviation from a*. The role of a negative cor-
rection term!'> 3 Df* where 1>x>0, will also be
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FIG. 5. Semilog plot of the temperature derivative of
the optical “absorption edge” for T<T,. T.=130.55°K.
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to lower the fitted function in the large |¢| end,
and thus to increase the curvature of the fitted
function. This increase is expressed by a lower!®
value of a*. In view of the above results we have
chosen to proceed without introducing correction
terms.

So far we have assumed T,=130.55 K as obtained
from the derivative. The role of a T, change is
also apparent from Figs. 4 and 5. If we let T,
be higher than 130.55 °K (but smaller than
130.62 °K) a* will decrease and o~ will increase
compared with values obtained with 130.55 °K. On
the other hand, if we take 130.55> T,= 130.45 °K,
a*will increase and @~ will decrease compared with
the T,=130.55 K values. Hence the most reliable pa-
rameters of the functions F*, tobe fitted, will be ob-
tained by using 7, as a parameter that has tobe en-
closed inthe “experimental” interval of 130.62= T,
=130.45 K. The fit of F* to the data points shown
in Fig. 2(b) has yielded the following results. For
the 7> 130.55 K data points we found the param-
eters

130.59 =< T=130.619 < 130.65 K,
126.27<E%=1.2628<1.2629 eV,
0.1112<A%=0.1119=0.1125 €V,
0.006 04 < B*=0.0082=0.0103 eV,

®

and
-0.024=0a*=-0.020=-0.018.

For the T<130.55 K data points if we let T be a
parameter we get 130.51 = T;=130.55=130.58 ’K,
-0.074=a"=-0,069= -0,066, and 0.202=A"
=0.203=0.204 eV. On the other hand we know*®
that the results are meaningful only if T;=T; and
thus we have applied this constraint.!* However,
in view of the doubts concerning the data below
130.55 K (possible magnetization term and domain
effects) we have chosen T,=T,=130.619 K. With
this T, we got

1.2630 < E;=1.2632< 1.2633 eV,

0.1844=A"=0.,1855=<0.1867 eV, 9)
~0.1157<B"=-0.1117=< -0.1077 eV,

and
-0.041=a"=-0.038= - 0.035.

These results justify, a posteriori the constraint,
since the values obtained now are in better agree-
ment with the expectations!®!* a*=a" and A*/A"
~1. If we try the other constraint!® a*=a" and
choose for the above reason a"=a*=-0,020 we
get
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1.2631=E;=1.2632=1.2633 eV,
0.1748<A-=0.1739=0,1730, (10)
-0.0951<B"=-0,0918=< -0,0884,

Comparison of the results of Egs. (9) with those
of Egs. (10) shows that A*/A" is “improved” in the
latter case yielding 0.64+0.05 rather than 0.60
+0.05 for the first case. Further, the standard
error is reduced by a factor of 10 for A™, a factor
of 5 for B~ and a factor of 2 for E;, when the
constraint is made. For completeness it should
be pointed out that the ratio A*/A~=0.64+0.05 is
also obtained if the constraint a*=a"=-0.038
is imposed. This case has yielded A*=0,1190
+0,0006, B*=-0.003+0.002, E;=1.2628 +0,0001
and somewhat smaller standard errors compared
with those of the parameters given in Eq. (8).
Another possible constraint is to impose the
continuity!® of the functions F* and F~ as well as
their derivatives (for the a*<0 case) at T,. These
conditions are

E.=E; (11)
and
-(A*/a*)+ B*=—(A~/a")+ B~. (12)

While the first condition is well satisfied above
[see Egs. (8)-(10)], the second condition [Eq.
(12)] is in better agreement with the unconstrain-
ed results [Eqgs. (8) and (9)]. This agreement is
good enough to reverse the argument, i.e., im-
posing the continuity of the derivative yields the
results of Eqs. (9). As we shall see in Sec. V the
differences between the two sets of results [Egs.
(9) and (10)] are not significant in the framework
of the present interpretation.

We should note that in all computations a larger
weight is given to the closest points to the selected
T, in view of the increase of dE,/dT as T, is
approached. We found that carrying the above
procedure but eliminating the two closest points,
or by dividing the right-hand side of Eq. (6) by
the outweighing factor 1+ [F’(T;)]? have not yielded
results that differ significantly from those given
in Eqgs. (8) and (9).

To demonstrate the quality of the fits of F* and
F~, obtained in the analysis, with the experimental
data, we show in Figs. 6 and 7, computer gener-
ated plots of these functions, as well as the cor-
responding experimental points. For Fig. 6 the
parameters of Eq. (8) were used while for Fig. 7
those of Eq. (9) were used. As can be seen, the
present fits are as good as those obtained for
specific-heat data'®3? (see, for example, Fig. 3
in Ref. 15).

Following the analysis of specific-heat data'® 32
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FIG. 6. Computer generatgd plot of the best fit to the
measured E, (T) points for T>7,. The parameters of
the fit are given in Eq. (8).

we have also considered the effect of the lt[ in-
terval on the exponents-obtained. When¢_,, is

the upper limit of the interval and {;, is the lower
limit, we found, as in specific-heat data analysis,
that a* and a” decrease with decreasing |#,,,|

and |f,,,|. In our case the a* value, for 5x 107
> |#|>5x10™, was found to be a*=-0.1+0.1.

The large error is expected from the smaller
number of data points in this interval. For com-
parison we have carried out resistivity measure-
ments? on p-type and n-type CdCr,Se,. In the
first case we have obtained the same results,
while in the latter, where more data points were
available, we got for the interval 10°=|¢| =3

x 107 the values a*= - 0.026 +0.003 and o~
=-0.068+0.008. These results are quite in ac-
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FIG. 7. Computer generated plot of the best fit to the
measured E, (7T) points for T<7,. The parameters of
the fit are given in Eq. (9). (Note the difference in scale
in comparison with that of Fig. 6.)

cord with the optical data parameters given above.
In this context we should point out that as long as
the exponents are more positive than the theoreti-
cal predictions one can still believe that no round-
inghasoccurred for [¢|=]|¢,,,|, and thatthe entire

t interval is not all in the scaling region where
asymptotic behavior is expected to take place!®
(see Sec. V). On the other hand, it is interesting
to see what other behavior is consistent with the
data, especially for the higher |#|’s where mean-
field behavior is expected to be observed. For
example, let us examine the interval 107 = |¢|
=5x% 1072, In this interval, in addition to the fit
demonstrated in Figs. 6 and 7, we can find a pure
power law behavior of the type |#|* with A*=0.61
£0.,04 and A"=0.49+0.06. These \* values are
independent of the choice of T, within the “experi-
mental” limits but they decrease with decreasing
|¢| beyond 5 102, This behavior is quite in ac-
cord with expectations from Eqgs. (4) and (5).
Moreover, this agreement seems to become more
meaningful when the results are compared with
the magnetization measurements results® that
yield v=1*=0.63, and g =1"=0.45. While these

A* values do not necessarily indicate that we have
a transition from the behavior of Eqs. (4) and (5)
to that of Eq. (1) with decreasing |¢|, they are
compatible with such a transition.

In Sec. III we have pointed out that the use of the
derivative is less reliable than that of the mea-
sured data. To demonstrate the remarks made
there let us examine the results obtained by ana-
lyzing dE,/dT instead of the original E(T) data.
The best fit to the data shown in Fig. 3 yields for
107'= [¢| =5 x 10, the parameters 130.50=T,
=130.168=<130.81 K, -0.14=a*=-0.15=-0.16,
-0.04=a"=-0,06=-0.18, and A*/A"=0.50
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48.5 T
42.0 A
35.5 A

29.0

10%x(dEg/dT) (ev/°K)

22.5

0 . —_ S
130 132 134 136 138 140 142 144 146
TEMPERATURE (%K)

FIG. 8. Computer generated plot of the best fit to the
results shown in Fig. 3 for T>7,. This best fit yields
T,=130.618 K.
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FIG. 9. Computer generated plot of the best fit to the
results shown in Fig. 3, for 7'<7,. T,=130.618°K.

+0,05. These values are indeed smaller than
the a* values obtained from the E (T) data,

and indicate that the derivative “smears” the
peak. Even with this smearing we still have
quite a “scatter” of the points around the best
fitted curves as is shown in Figs. 8 and 9 by the
computer generated plots and the dEg/dT com-
puted points of Fig. 3. This relatively large scat-
tering is especially apparent if comparison is
made with Figs. 6 and 7. The above is very rele-
vant to the analysis of the derivative of the elec-
trical resistivity that is obtained after the differ-
entiation of the measured data.®® The alternatives
are either to analyze the original data®® or to mea-
sure directly the derivative by using an ac mea-
surement technique.®

V. DISCUSSION

The first point that should be examined in the
present data is that there is no difference in com-
parison with specific-heat or resistivity data, i.e.,
that there is no evidence for the magnetizationlike
contribution to the critical red shift for T<T,.
While the simple mean-field theories consider this
contribution’"° there is no evidence from all other
optical-absorption data,'’!® which were not con-
cerned with critical behavior, for a contribution
of the magnetization term. The observation®® that
the conductivity activation energy in EuO, in the
region 107 = |#| =102, behaves as |¢|® is of the
same nature as that of the |¢|*" behavior described
in Sec. IV. Our studies in the close vicinity of T,
are thus compatible with the previous “noncriti-
cal” studies.”® If one tries to interpret the re-
sults in the region |¢| =10 in terms of the mag-
netizationlike contribution, one may reach two

BALBERG AND A. MAMAN 16

unreasonable conclusions: (a) in the ranges

1072= |¢| and |#| = 107! the magnetization term

is unimportant and only between these |¢|’s it

is dominant, and (b) this is a unique behavior that
is not in agreement with previous observations

on other materials.! Following this we have
chosen to believe that the magnetization term does
not contribute to the observed E (T) dependence

in the entire |#| range under study.

This conclusion is not in accord with the avail-
able theories’° that are based on second-order
perturbation theory. However, we should recall
that the theories predict the shift of the bottom
of the conduction band rather than the optical gap
which depends also on the position of the valence
band. According to the single free-electron and
mean-field theories,” ! the coefficients of the
magnetization and magnetic energy terms are of
the same order. In the scaling region, as is
shown in Appendix A, the ratio of these coeffi-
cients depends on the amplitude of K at which the
optical transition will occur. Hence ‘El will de-
termine at which |#|=¢, a transition from magnetic
energylike to magnetizationlike behavior will occur
with decreasing |t . For reasonable parameters
we get (see Appendix A) {,~ 1072, For the transi-
tion, to magnetizationlike behavior, to take place
beyond the studied |¢| interval, e.g., |¢| =10,
unreasonable large band widths have to be as-
sumed. If only the shifts of the bottom of the con-
duction band and the top of the valence band are
considered, it is not clear why there is no agree-
ment between the simple theories 1° and the ex-
perimental results concerning the nonobservation
of a magnetizationlike contribution for T<T,.
This has led Callen® to suggest a different mechan-
ism for the red shift that is proportional to the
magnetic energy. His effect was later shown to
be too small to account for the data,®” but in prin-
ciple other energylike mechanisms® 3% can explain
the observed behavior. On the other hand, there
is evidence® in CdCr,Se, for a splitting of the
bottom of the conduction band [4s(Cr*®)] and the
top of the valence band [4p(Se™?)] when the tem-
perature is decreased through T,. The fact that
the magnetizationlike contribution is never ob-
served is thus indicating that either the present
theories are not adequate® around k= 0, or that
more details of the band structure should be con-
sidered. A possibility that can account for both,
the observation and the simgle theories™? is that
the splitting of the conduction and valence band®®
are such that the net change of the optical gap is
dominated by the magnetic energy term. This
interesting problem has not been discussed thus
far in the literature, but for our present purpose
it will be enough to consider that our data as well
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as all other data indicate that the observed red
shift is proportional to the magnetic energy.

To understand the critical behavior as charac-
terized by the parameters found for the functions
U and U~, let us first examine the theoretically®®“
predicted exponents from series or € expansion
to order €* (where 4 - € is the dimensionality of
the system) for ferromagnets with two (z=2) or
three (n=3) components of the order parameter.
These as well as the exponents determined from
the magnetization measurements of Miyatani®** on
CdCr,Se,, are listed in Table I. From these ex-
perimental values and the scaling relations,*® that
contain only the experimental exponents g, ¥, and
5, we obtain some “expected” a* values. These
are the only available experimentally based es-
timates of a* for the present material, since no
specific-heat measurements were reported for it.
It should be pointed out that there are only very
few materials for which the analysis of specific-
heat data is good enough!* !5 to yield reliable val-
ues for a*, It can be seen that the above estimates
are not self-consistent and are in variance with
the theoretical value of —0.14 expected for the
present Heisenberg (n=3) ferromagnet.** This
may signal the fact that the ¢ interval studied in
the magnetization measurement is not a scaling
region. All the magnetization-based values of a*
are however larger than our findings of a*
=-0.020+0.02 and @~=-0.,038+0.03. This may
be considered, in view of Sec. IV, to be due to
some “smearing” of T, in the material that was
used in the magnetization measurements, or to be
due to the analysis of the corresponding data. In
any case, the values obtained in the last column
of Table I should be considered as lower limits of
the real exponents.

It is now apparent that the use of the derivative
or correction terms could have led to smaller a*

which would have been considered erroneously to
be in better agreement with the theoretical values
of the Heisenberg ferromagnet. Thus, it is not
enough to justify correction terms just because
the iteration process converges and yields values
that are closer to the theoretical predictions.'®
One should at least show that the standard errors
of the parameters are smaller, or that the mini-
mum of R [Eq. (6)] is lower when correction terms
are introduced.

Examination of Table I shows that the magnet-
ically obtained exponents, i.e., 8, ¥, and 6 (in
almost the same |¢| interval as ours), as well as
our a* are between the predictions of mean field
and the predictions of series or € expansions for
an Heisenberg ferromagnet. On the other hand,
our o* values that were obtained for the range
107 = [#| =5 X 10™ can be representing the “real”
values over this range or some averaged value
between the mean-field exponents (say a*=0.0 at
the large- l t| end) and exponents that are smaller
than those obtained (say a*~ -0.1 at the small-
|t| end). The latter possibility resembles the
case of EuO where the “established”'*!% value of
a*= - 0.04 may be interpreted'? as a gradual de-
crease of a* from -0.026 to — 0.09 with decreas-
ing It\ . Whether the present results signal unique
a* values or a gradual change of a*, the values ob-
tained, and the exponents of the magnetization
data,® indicate that the region under study is a
transition region from mean-field to scaling be-
havior,

The conclusion reached above is supported by
another universal quantity'*!%i.e., A*/A". Its
value can be written!?

A*/A" = 2% (14 €)(bn) + O(€2). (13)

For CdCr,Se, we should have €=1,n=3 in the

TABLE I. Theoretical and experimental values of critical exponents.

n=2and e=1

n=3 and € =1

Exponent Mean-field €32 Series? 32 Series? Experiment®
B 0.5 0.351 0.367 0.373 0.447
Y 1 1.32 1.380 1.405 1.27
6 3 4.76 4.753 4.9 4.1
-0.164¢
a* 0°¢ —-0.027 —-0.02 —0.125 —0.14 —0.280°
—~0.089"f

2References 40 and 41.

PResults from magnetization measurements on CdCr,Se, (Ref. 34).

¢Logarithmic divergence.

dUsing the data of Ref. 34 with the scaling relation ¢ =2 -2 —7.

®Using the data of Ref. 34 and ¢ =2 -8 +1).

f Using the data of Ref. 34 and @ =2 —v(6+1)/(6 = 1).
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asymptotic region and a*=0, €=0 and n=3 in the
mean-field region. The value of A*/A~ should thus
be 1.36=A*/A"=0.75 in the present material.

Our results of 0.64=A*/A"=0.60 show also that
not all of the |t| range is enclosed in the asymp-
totic region. It is not clear however why the ex-
perimentally obtained A*/A~ is smaller than 0.75
but it is known that in the present material a
small amount of imperfections can introduce an-
isotropy? and, on the other hand, slight amounts
of anisotropy can reduce the effective value of ».%?
While there is no convincing evidence that this is
indeed the case here, this possibility (2<n<3)
might explain the A*/A~ value as well as our a*
values and the exponents found in the magnetiza-
tion measurements (see Table I)., Whether this
possibility is realized or not, a transition from
mean-field to asymptotic behavior is clearly es-
tablished here.

While it is widely held that reliable critical ex-
ponents can be obtained with data for which ¢,
<107, in most Heisenberg ferromagnets'* 5 the
theoretically expected critical exponents and amp-
litude ratios were obtained in the region 107> ¢
>10", The fact that this is not the case in the
present material can be understood in view of the
magnetic properties of the spinel B-site ferro-
magnets. It was shown that in these ferromagnets
the weak interactions of the large number of next-
nearest-neighbors B sites could even “outweigh
the smaller number of stronger nearest-neighbor
interactions.”*® The first are relatively long
range considering the fact that they involve the
fourth-nearest neighbors at a distance of a(10)1%2/
4, where a is the lattice constant, while the near-
est neighbors are at a distance of $a(2)'”2, On
the other hand, it is well known that the Ginzburg.
reduced temperature /. is inversely proportional
to gg’ ¢ where £, is in the range of the interac-
tion.'"** Hence, in the present case (e=1), £,
may be smaller by a factor of 5 compared with
tg of a nearest-neighbor ferromagnet. The results
of Egs. (8) and (9) are also consistent with the
knowledge** on ¢, that enables an order of mag-
nitude larger /; for T< T,, i.e., a smaller expo-
nent for 7< T, than for T> T, for a given [t[
interval.

In conclusion, we may say that the present opti-
cal data in the close vicinity of T, are in accord
with previous results on the magnetic energy-type
dependence of the optical gap in ferromagnetic
semiconductors. The temperature range studied,
107 = |#| =5 % 10™, is found to be a transition
region from mean-field behavior to asymptotic
critical behavior. This behavior is understood in
terms of the range of the magnetic interaction in
the present material.
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APPENDIX A

Below T, two contributions to the optical-gap
shift are expected; one that hasa magnetizationlike
behavior and the other that has a magnetic energy-
like behavior. These originate from the second-
order perturbation theory. In the mean-field re-
gion, both are expected to yield at #/2 dependence
of the shift, and thus one can not distinguish be-
tween these contributions.

In the scaling region, the theory predicts that
finally (with decreasing |#|) the |#|® term will
dominate. The present experimental observations
indicate that at least for |#| =5 x 10~ this is not
the case. To get an estimate of the |¢| =¢,, for
which a transition from a magnetic energylike
to a magnetizationlike behavior is expected, let
us examine the theoretical predictions.

Using Eq. (4.4) of Ref. 9, we find that the tem-
perature-dependent part of AZ for T<T,, is

AE=-3JS|t|®

m*J2Q A q
T aenTr J, d‘”(ﬁ ~In

q+2k
222 eyl

(A1)

The integral can be separated into two regions:
2k>q>0and A=q >2k. Using the approximation

In|(g+2k)/(q - 2F)| = 2[q/2k+ 5(q/2k)*++++] (A2)

for g <2k, and the dominant part of the correlation
tunction, T =2Gt7/x2™ 1= # (here a =a") we get
that the dominant term that-has the |#|!"* tem-
perature dependence in the first region is

2 - -
1 (2% EGOKZ 4 (1=-a) v

“3), Ut oA 4

In the second region the corresponding dominant
term is
- ZGOKz-mu-a) /"(2]3)’7"(1"")/"

1 A
- dqg g*T =
ke Jy 17 e 1+n-(1-a)/v

(A4)

Using n=0, |a| < §,v=% we obtain that the net
contribution due to (A3) and (A4) is about

SGOKZ'""(""‘)/"@k)"'“'“)/". (A5)

The only constant to be determined is G,. This
can be done by using the sum rule and the cor-
relation function defined by Eq. (2.10) of Ref. 9
in the limit ]tl —0. This procedure [as can be



16 CRITICAL BEHAVIOR OF THE OPTICAL ABSORPTION EDGE... 4545

seen from Eq. (A6) in Ref. 9] yields
G2\ =S(S+ 1)212/Q. (A6)
By substituting Eqs. (A6) and (A5) in (A1) we get
AE=(-3JIS)|t|®+[J(S+1)/4E,]
X (Ko/R) 32 m1on| g 1-a}, (A7)

It should be noted that this is the critical behavior
of an Ising ferromagnet (@>0). In general we have

to replace ¢1™® by U” recalling that the units to be
selected are A~/a =1,
The estimate of {, assuming x,=A and ¢ =n=0,
is
|¢] =[J(S + 1)/4E,)"2(ky/ k)2, (A8)

For example® with J=0.5 eV, E,=0.05 eV (see
Fig. 1), S=3 and «,/k= 12 we get £,=102, If U"
is introduced instead of |¢|*"* the value of ¢, will
be even larger.
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