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The effects of compositional, vibrational, long-range positional, and topographical disorders upon the angle-
resolved photoemission spectra of tightly bound valence electrons are investigated. In order to take into
account the strong potential sensed by the electron in the vicinity of the atomic core, an augmented-plane-
wave final state is employed. %ith this final state, the interference between atoms in the optical ionization

step is identical to that obtained with a plane-wave final state, but the atomic cross sections are those
calculated from spherical, not plane waves. The angle-energy dependence of the photoemission spectra of
crystalhne alloys depends upon the degree of chemical ordering, the concentration, and the atomic
photoionization cross sections of each element present. The primary effect of spatial disorder is to weaken k
conservation in the optical ionization step, particularly as the momentum of the final state increases. It is
foun/ that phonon disorder is not important in the ultraviolet-photoemission {UPS) regime, but it is sufficient
to destroy almost totally k conservation in the x-ray-photoemission (XPS) regime in most materials at room
temperature. In this limit, the observed angle-resolved spectra ought to reveal the total density of states
modulated by atomic-hke photoionization cross sections. High-order phonon induced optical transitions might
hmit the energy resolution obtainable in the XPS regime to a few tenths of an electron volt. Surface
roughness is shown to weaken the conservation of the component of the momentum parallel to the surface,
possibly even in the XPS regime. Topographical disorder is.important as long as refraction of the
photoelectron at the surface remains large. It is argued that if the final electron states are very heavily
mixed plane waves, then surface roughness and refraction are much more important than when the states are
free-electron-like. Photoemission spectra. of electrons directed along a crystallographic axis are shown to
provide an important test for determining the validity of several recent models for the final electron state.

I. INTRODUCTION

MRlLp' recent angle-resolved photoemission spec-
tra'~ have been interpreted largely in terms of
models based upon the assumptions af (i) a plane-
wave final electron state, and (ii) k conservation
in the optical excitation and transport steps. It
is not clear, however, that either of these assump-
tions is valid in describing the experimental spec-
tra in general.

The assumption of a plane-wave final state at
first seems reasonable, since as the photoelec-
tron moves more quickly at high energies, it ought
to feel the crystal potential less strongly. Wagner
et al.' have shown that cross sections calculated
from plane-wave final states fail to reproduce the
photoemission spectra directed along crystallo-
graphic axes of the noble metals. Recently, it
has been suggested that since the wave function
in the vicinity of the atomic coxe makes the main
contribution to the photoionization cross sections

' at high energies, a plane-wave final state is in-
adequate for describing the angular dependence
of the cross sections."

We expect k to be conserved in the optical ion-
ization step only when the atoms are arranged in a
perfectly periodic array, and we expect the com-
ponent of the electron momentum parallel to the
surface to be conserved only when the surface of
the crystal is pexfectly smooth. 9 " In real crys-

tais, however, neither of these conditions is
achieved. Defects, such as dislocations and va-
cancies, might occur within the buIk. The surface
of a real crystal is likely to be irregular and rough
on an atomic scale, particulax'Iy after it has been
subjected to mechanical polishing or argon-ion
bombardment. Even in crystals that lack such
defects, the atoms do not sit at we11-defined points,
but they vibrate weakly about their equilibrium
positions. In amorphous solids, liquids, and some
compositionally disordered alloys, A is not a rig-
orous quantum number for the. initial electron
states" and k conservatj. on should not be a strong
constraint in the photoemission process.

In this papex, we are concexned with the effects
of bulk and surface disorder upon the angle-re-
solved photoelectron spectra of solids apd the ex-
tent to which they modify the applicability af the
theories developed for ideal situations. 9"" The
structure of the paper is as follows:

In Sec. G, we argue that the free-electron plane
wave provides a totally inadequate description for
the final electron state, and that an augmented-
plane-wave (APW) final state does a better job.
The consequences of the APW final state are that
the optical transitions are atomic-like in nature,
while the escape and transport steps are mostly
free-wave-like in nature.

In Sec. IH, we consider the influence of thermal
vibrations upon the optical ionization steps by em-
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ploying a theory similar to that used in' x-ray dif-
fraction. We find that at room-temperature phonon
disorder, in general, is not very important in the
ultraviolet-photoemission-spectrum (UPS) regime,
where the momentum of the final state is smaD;
however, in the x-ray-photoemission spectrum
(XPS) regime, where the momentum of the final
state is laxge, it nearly totally destroys k conser-
vation. In this limit, the angle-resolved photo-
emission spectra reveal the total density of states
modulated by atomic-like photoionization cross
sections. We also find that the phonon disorder
might lead to an energy broadening of valence-
band spectra by as much as a few tenths eV in the
XPS regime.

In Sec. IV, we consider the effects of composi-
tional disorder, such as that occuxring in crystal-
line alloys. We point out that the angular photon-
energy dependence of the spectra is sensitive to the
chemical order, thus, photoemission can be used
to determine chemical clustering effects in a man-
ner similar to that employed in x-ray diffraction.

In Sec. V, we show that long-range positional
disorder, such as that occurriag in liquids and
amorphous solids, destroys k conservation in the
optical-transition step, even for photon energies
in the UPS regime.

In Sec. VI, we consider the effects of disorder
on the passage of the electr on through the surface
barrier. Perturbations of the surface plane in-
duced by phonon disorder are not important for
any final-state energy. However, surface rough-
ness and random coverage by adsorbates can des-
troy the conservation of momentum at the surface
for photon energies in the UPS regime and also in
the XPS regime, provided that the final state at
high energy is Bloch-like.

In Sec. VII, we discuss the importance of topo-
graphical disorder, in which the surface is broken
up into several smaller planes that are aligned in
different directions. It appears that refraction of
the photoelectron at such planes might seriously
smear the angle-resolved spectra for photon ener-
gies extending into the XPS regime.

Finally, in Sec. VQI we discuss the ease of photo-
emission directed along a crystallographic axis
and how it can -serve. to test the validity of some
of the final-state models proposed recently.

II. INITIAL AND FINAL STATES

In this section, we cqnsider the nature of the
initial and final electronic states. We assume that
the charge density of the initial electron'state fol-
lows the motion of the atomic cores, whether the
disorder is of a dynamic (phonons) or a static na-
ture. For crystaDine solids containing one atom

per unit cell, the wave function having reduced
momentum k, can be written in the tight-binding
approximation as'3'4

g (~)=+exp(ik ~ R )y, (r-R ),

where R is the position af the coordinate of atom
m and P(r) is a linear combination of atomic or-
bitals. We point out that it would be cumbersome
to describe the initial state in terms of a plane-
wave expansion for an arbitrary set of 8 's. If
slight deviations away from the crystalline equil-
ibrium positions are considered, the Fourier
transform of (1) would contain a very large num-
ber of terms, reer than afew as inthe case of
perfect order.

The description of the final state presents a
more difficult problem than the initial state. It
has been pointed out earlier that the plane-wave
final-state wave function fails to describe the
photoemission spectra directed along vax ious
crystallographie- axes"' since it cannot reproduce
the correct spherical symmetry of the wave func.-
tion in the region of the core, the region that con-
tributes the most to the photoionization cross sec-
tions, particularly as the photon energy in-
creases.

When the interaction between the electromagnetic
field and the electron is written as

a'=(e/ c)A Pe'"',

where A is the electromagnetic potential and P is
the momentum of the electron, the matrix element
connecting some initial state, f'(r), with the
plane-wave final state of momentum k& is"

Mq, =(e/mc)A k~$(k~), (2)

where p(kz) = f e"~' p'(r) d'r. A convenient fea-
, ture of the plane-wave final state is that the matrix
element is proportional to the Fourier transform
of the initial state. " When the charge density of
the initial state vanishes in the direction of k~, so
does the matrix element.

An obvious and serious defect of the plane-wave
final state is exposed when we consider the emis-
sion from an isolated atomic orbital. Eg. (2) pre-

,dicts that only the atomic orbital having m =0 with
xespect to the direction of emission can contribute
to the spectra. This constraint is much more re-
strictive than the optical-transition rules valid for
spherical symmetry, i.e., 4l = +1, 4m = 0, +1. The
plane-wave final state can be rigorously valid only
in the limit that the atomic potentials vanish. Un-
fortunately, in this limit the initial states also be-
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)l)=e'"s'+g exp(ZY& R )4(r R), — (3)

where k& is the wave vector of the final state, the
magnitude of which is given by the free-electron
energy dispersion. The function in the sum des-
cribes the state in the vicinity of the atomic core
and is given by,

come plane waves, which have a vanishing photo-
ionization cross section. The initial states can
have a nonvanishing cross section only when the
atomic potential exists. Since the atomic potential
is responsible for the cross sections, one should
also expect the optical-selection rules to be gov-
erned by the spherical symmetry of that potential.
Therefore, it is clear that the plane-wave final
state is never valid for describing angular depen-
dence of the photoionization cross sections, even
at extremely high photon energies and arbitrarily
weak atomic potentials. The polarization de-
pendence given by E(l. (2) is also incorrect for
similar reasons. (The length matrix element
calculated with a plane-wave final state gives
selection consistent with spherical symmetry ).

It is crucial to determine whether the final elec-
tron state in the solid has planar or spherical sym-
metry. Since the wave functions in the region of
the atomic core makes the primary contribution
to the photoionization cross section at large ener-
gies, a final state that describes this portion of
the wave function well is needed, even when the
atoms are in crystals.

Since the photoionization matrix element can be
regarded approximately as the sum of the atomic
matrix elements, it is not at all obvious how the
interaction between atoms can make valid the
plane-wave final state, when it is not valid for the
isolated atom.

However, the description of the photoionization
cross section is only half the problem: We must
also consider the escape process of the photoelec-
tron, and therefore, the wave function in the vicin-
ity external to the core. ' In this region, where
the potential varies more smoothly, a plane-wave
final state might be appropriate. We therefore
suggest that a single augmented-plane-wave (APW)
function, which takes into account the strong po-
tential of the atomic cores, ' provides a more suit-
able description of the final electron state than
the single-plane-wave state. We recognize that
the crystal potential can mix the APW's together,
particularly at low energies. However, we ignore
this complication, since a single APW ought to il-
lustrate at least the qualitative effects of the dis-
order.

The APW final state can be written as'

i&(kg&)g i'(2)+1) ' R, (r, E&) —j,(kir)}
)aO )ai f

4 s =i
xP, (cos8) for r&a

(4)0 for r&a,
where j,(kr) is a spherical Bessel function, a is the
muffin-tin radius, and 8 is the ang1e between the
position coordinate r and kz. The function R,(r, E)
is the solution to the radial equation'

r' ar Br r'———r' —+ + V(r) R (r E }
1 ~, 8 l(l+1)

l y f

= EqR(r, Ey), (5)

where V(r} is the self-consistent potential of the
atom. We note that P(r) is the amount by which
the wave function deviates from a single plane
wave and that it contains only spherical harmonics
for which m =0."' As we shall discuss in Sec.
VIII, this might be a serious defect for all models
based upon planar symmetry.

When the APW is written as in (3), it appears
to be a plane wave plus a linear combination of
atomic (or spherical} orbitals. The fraction of
of time that it is atomic-orbital-like is

X = a'/r, ', (6)

where r, is the interatomic spacing. The radius
a should be given roughly as the distance at which
the kinetic energy of plane-wave state E& is equal
to the self-consistent atomic potential, V(r). As
Ez increases, we expect a to decrease and the
total wave function to look more like a plane wave,
and less like a spherical wave.

The Fourier transform of the APW function has
the approximate form

g (k) = 6(k —ky) (1 —X)

+g exp[i(k-kz) R ]

x g j,(k~)P, ( co8s)R,(k) . (7)
i'(21+ 1) .

)ao I

The first portion, due to the plane-wave part, con-
stitutes the primary component of the final state
at higher photon energies; it should dominate the
escape and transport steps of the photoemission
process. The second part, due to the core re-
gions, has Fourier components in several direc-
tions, which in addition to contributing to the
photoionization cross section, also contribute
"secondary cones" to the escape processes. '

The probability that the initial tight-binding state
of momentum k, makes a transition into an APW
final state of momentum k& is

1M~i I'=
I oi(&~) I'S(kg kq)6(E~ Eq g(o)—, (8)— —
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M&, = exp i~ ~

x exp[i(E& —E, ku&)t/k]Ct —.
The integration over time insures that energy is
conserved in the optical-transition step. The ex-
pectation value for the transition probability be-
comes

IMt~ I'= 1«(k~) I'S(~k,.(Ez- E, —K&u)/k}, (10a)

where

S(m, td,}= g expWk. [R„(0)—R „(t}]
m, n

x exp(i&a, t) Ct . (10b}

In deducing Eqs. (10a) and (10b),we have used the

fact that the correlations in the positions do not
depend upon the absolute value in time. This is
why the time of B„is taken to be t= 0. The quantity

k~, is the amount of energy supplied by the lattice

where

S(k) = g exp[ik (R —R„)].
m, n

The indices m and n extend over all Of the atomic
sites that can contribute to the elastic photoemis-
sion current and «(kz) is the photoionization cross-
section matrix element for the atom calculated
from the APW's. The 6 function insures that ener-
gy is conserved in the photoionization step. The
result is the same as that derived from a single-
plane-eave final state, except that the atomic
photoionization cross sections are those derived
from spherical, not plane waves. The summation
over the lattice positions S(k} is the familiar inter-
ference function (or structure factor) that occurs
in diffraction theory. ' ' In this context, we might
visualize photoemission as a diffraction process,
in which the initial state of momentum k, is the
incident beam and the final state of momentum k&

is the scattered beam. However, in contrast to
the usual diffraction theories, the magnitudes of
the momenta of the initial and final states are dif-
ferent.

When perfect order exists, the summation in Eq.
(8}yields the usual conservation af momentum

constraint, ' "i.e.,
k~-k]+ G=0,

where 6 is a reciprocal-lattice vector. An equiva-
lent statement of this constraint is that the re-
duced momentum of the final state is equal to that
of the initial state.

The result in Eq. (8} is valid only for a static
structure. When the positions of the atoms de-
pend upon time, the matrix element connecting
the initial and final state can be written as

to the optical-ionization step. We have assumed
in deriving Eq. (10) that the energies of the initial
and final states do not depend strongly upon the
positions of the atoms. This assumption is prob-
ably valid only for weak phonon disorder.

In the remainder of this paper, we shall be con-
cerned with the effects of disorder upon the inter-
ference term in the photoionization cross section in
Eqs. (8) and (10). We presently neglect the finite
mean-free path of the photoelectron and other de-
tails of the escape process, since these are com-
plications that would otherwise obscure the inten-
ded transparency of the formalism to be presented.

III. VIBRATIONAL DISORDER

In this section, we consider the effects of ther-
mal vibrations in crystalline solids upon the k-
conservation constraint. Following previous
workers, '~" the position of atom, m at time t can
be written as

R (t}= R' + U (t},

where R„ is the equilibrium position and U (t} is
the displacement of the atom m. Since the atoms
are moving, we must consider the dynamic struc-
ture factor as given in Eq. (10), which can be
written as

S(nk, t) =Q exp[ink ~ (R„' —R„'}]
myn

x exp{+ ink [U (0) —U„(t)]), (12)

where Lhk = k& —k, . Performing an average which

eliminates terms that are odd in the displace. -
ments, we obtain

S(M, t) =p exp[ihk (R' —R„}J
m, n

x exp(--,' {rZT [U„(0)—U„(t)]]}. (13}

In order to evaluate the exponential factor in Eq.
(13) we must consider the normal vibrational
modes (phonons) of the solid. In terms of the pho-
non modes, the displacement of atom m can be
written as

U (t) =p exp(iq R' —i~,~t)a, ~Z,~, (14)
fee

where a,~ and 7,~ are the amplitude and displace-
ment direction of the phonon mode having wave
vector q and displacement index j.

Using Eq. (14), we obtain for the square of rela-
tive displacement of two atoms in the direction of
the momentum transfer

x {1—cos[q (R' —R„')]cos(&o,~t)j, (15)
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where e~~ is the unit vector in the direction of AK. The time-dependent structure correlation factor
becomes

x(ek, t)=s "I exp('eR (R'„—ll'„)) exp +os'I ~o t~'(t t s )' cos(s'(R' —R„'l)cos(to tt)),
n, m' af

(16)

where

(17)

Expanding the summation in the exponential, re-
taining only the first two terms and performing the
Fourier transform over time, we find that

S(EK, (d,)=—e™g6(&~ —G)6(&,)

xQ 5(LQc+ q —G)5((d, + (t),~) . (18)

The first term corresponds to the usual k conser-
vation in crystals, but it is reduced in strength by
the Debye-Wailer exponential term. ""The sec-
ond term, similar to the first-order thermal dif-
fuse scattering obtained in x-ray diffraction theory,
shows more explicitly how the phonons supply both
energy and momentum to the electronic optical-
excitation process. The phonon energy is only a
few tens of millivolts, so that it does not seriously
alter the energy of the electronic transition. In
general, there is always a phonon of a proper
wavelength to ensure that every initial state in the
Brillouin zone can couple to the final state with
the aid of a phonon. The amplitude of phonon mode

q, j is given by"'"

1
~ q J~ (d ~ e-(h /k&T)~qj

+-'
qJ a

&[(U.-U.) ~,]') = 2U'. [1 y(kP, )—],
where

(22)

" sinu
y(x) = — dux o u

and k, =))/r, . As shown by James, "the square of
the amplitude of the thermal vibrations of the
atom about its equilibrium position is given by

UR=—(35R/M, k eR)T, (23)

where 8' is the average Debye x-ray temperature.
In terms of Eq. (22) the static structure factor

can be written as

the closest to 4k. Since the phonons with the smal-
lest wave vectors have the largest amplitudes, the
first-order transitions involving the smallest de-
viations away from k conservation are the most
probable. The first-order thermal diffuse con-
tribution rises linearly with T, then decreases as
the Debye-Wailer factor decreases and higher-
order terms in Eq. (16) become more probable.
The contributions from higher-order phonon pro-
cesses can be found by expanding Eq. (16) further.

The above analysis provides a picture of the ef-
fects of phonon disorder in reciprocal space. Now
let us consider these effects in real space for a
cubic system, but in order to do this it is conven-
ient to ignore the time variations of the lattice
and concentrate on the destruction of k conserva-
tion.

Assuming that all phonons have the same velocity
and that the Brillouin zone is spherical, it can be
shown that"

kaT
cqM a

(2o)

where c is the speed of sound. The probability
for an optical transition involving the scattering
of the electron from a phonon is given by

x 5(Ei —E(+k(d,j -k(d), (21)

where Go is the reciprocal lattice vector that is

where M, is the mass of the atom. At tempera-
tures higher than the phonon frequency, the above
becomes

S(hk) =N+ e ~R ~0

xp exp[i' ~ (R' —R„')+y(kg „) k'np,'].
nAn

(24)

The function y(r), which is plotted in Fig. 1, ex-
presses the effects of correlations on the relative
motion of the atoms. Since y(r) approaches zero
for large relative separations, the motion of
atoms far apart is completely uncorrelated, while
the relative displacements of nearest-neighbor
atoms is about the average displacement of the
atoms. Thus, the interference between atoms far
apart is more sensitive to the thermal vibrations
than that between nearest-neighbor atoms.
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FIG. 1. Plot of the function [Si(mx)/mx]. The quantity
x is the ratio of the separation between atoms, y, to
the nearest-neighbor separation, y &.

In the limit that the correlations between the
atoms can be neglected, i.e., y(s) -0 for all r,
E(I. (24) becomes the simple Debye madel, "

S(hk) =N[1 —exp(-4k'U, ')]

+ exp(-hk2U20)g 6(4k —G) .
C

(25)

In Appendix A, we consider the time-dependent
analog af E(l. (25). In contrast to the result in E(l.
(18), the above is valid to all orders of Lk. The
last term corresponds to the usual optical trans-
itions in which k is conserved and the first term
corresponds to transitions in which the electron
momentum is not conserved. This expression
tells us that the optical transitions from initial
states in the Brillouin zone involving the largest
transfer of momentum are the ones most likely to
appear as non-k-conserving transitions. As the
temperature and the final-state momentum in-
creases, the strength of k-conserving transitions
is reduced and when U04k-1, the non-k-conserv-
ing thermal diffuse transitions become dominant.
In the limit that U,4k» 1, the atoms can be re-
garded as emitting electrons completely incoherent-
ly of one another.

The only restriction remaining upon the photo-
electron intensity is due to the atomic photoioniza-
tion cross sections, so that the observed intensity
should represent the total density of states
weighted by the appropriate photoionization cross

TABLE I. Tabulation of the thermal displacements
Uo at room temperature for several elements as given
by Eq. (23). Also included is the contribution to the en-
ergy width, AE, [see Eq. (A8) due to thermal vibrations
at room temperature for final states with kinetic ener-
gies of 1500 eV]. The Debye temperatures are taken
from Ref. 19.

Element 0 (K) U' (A') ~E (meV)

CU

Ag
Au
Tl
Be
Mg
Ca
Al
Sn
Ta
Bi
Pb
Cr
Mo
W
Fe
Co
Ni
Pd
Ir
Pt

320
210
175
93

900
320
230
390
130
245
100

88
485
380
310
430
410
400
275
285
230

0.0067
0.0100
0.0071
0.0170
0.0054
0.0177
0.0210
0.0106
0.0211
0.0040
0.0216
0.0270
0.0037
0.0031
0.0025
0.0043
0.0044
0.0040
0.0054
0.0027
0.0040

54
40
30
29

143
90
68
83
40
32
30
29
59
44
32
58
56
56
42
31
31

where the summation extends over all initial states
in the Brillouin zone. The photoionization cross
sections ought to exhibit an angular dependence
since the local symmetry of the final-state wave
function in the region of the core is not altered
much by the phonon disorder. (However, the ther-
mal disorder might alter the hybridization of the
final state so that the weighting of various states
is changed. ) In the limit of extreme disorder,
o((k&) should be strictly the atomic photoionization
cross section.

McFeely et al.' have suggested that orbital pro-
jections of the density of states ought to be ob-
served when the acceptance angle of the electron
velocity analyzer is large enough to collect contri-
butions from all initial states in the Brillouin zone.
However, phonon disorder can allow such orbital
projections to be observed in the limit in which the
acceptance angle is zero.

The magnitude of the thermal displacements at
room temperature for atoms in several solids, as
calculated by E(l. (23) and listed in Table I, are on
the order of 0.1 A. Low-energy diffraction mea-
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surements indicate that the thermal displacements
of the atoms in the first 1-4 layers might be twice
those of the bulk. "~' Therefore, the effects of
thermal disorder become even more important as
the surface sensitivity of the photoemission ex-
periment is increased.

According to Eg. (25), the thermal disorder is
not very important for ultraviolet photons where
k&& 5 A ', but it almost totally destroys k conser-
vation in the XPS regimes, where kz-20 L '. Since
the relative displacements of nearest-neighbor
atoms is half of that af atoms far apart, the x-ray
spectra stQl might exhibit nearest-neighbor inter-
ferences, but not much more. We therefore chal-
lenge the validity of several recent models in which
k conservation has been assumed to be applicable
in the XPS regime at room temperature. '~ Effects
due to band-structure dispersion should not be
observed in the XPS regime, unless the sample
is cooled sufficiently to reduce the magnitude of
thermal vibrations. We also suggest that increas-
ing the temperature might allow orbital projections
of the density of states to be determined at lower
photon energies.

In the case of photoemission from layered ma-
terials, the thermal displacements between the

I

weakly bound layers is large (-0.3 A), and there-
fore, the destruction of the component of the mo-
mentum perpendicular to the layers might be sig.-
nificant for final-state energies in the UPS regime.
The photoemission~ and optical spectra~ of Bi
show a strong temperature dependence. Recent
angle-resolved photoemission spectra for hv = 16.9
eV look much like one-dimensional densities of
states, ~ which might be due to the fact that the
Debye temperature of Bi is -100 K.

We also suggest that thermal vibrations might
destroy interferences between weakly bound ad-
sorbates and the underlying substrate surface for
low final-state energies. Only the internal struc-
ture of the adsorbates ought to contribute to the
angular variations.

It has been noted that as the final-state energy
increases, the angle-averaged photoemission spec-
tra lose structure due to k conservation and begin
to look more like the total density of states. ' This
transition from bandlike behavior to density-of-
states-like behavior, called the "XPS limit, " has
been attributed to two possible mechanisms: (i)
The increasing number of final-state bands, and
(ii) the finite mean-free path of the photoelectron.
Mechanism (i) can bring about the XPS limit for
h~-40-100 eV, where the mean-free path of the
photoelectron is 2-5 A, but for hv-1500 eV where
the mean-free path is 20-50 A, this mechanism
cannot be important. ' One would thus expect
mechanism (i) to bring about the "XPS limit" at

large photon energies. However, it is clear that
phonon disorder can bring about this li.mit even
when few final-state bands are available. While
mechanisms (i) and (ii) predict the angle-resolved
spectra at high photon energies to resemble the
one-dimensional density of states, the phonon-
disorder mechanism predicts that they will re-
semble the orbital projections of the total density
of states.

Not only can phonon disorder bring on the des-
truction of the electronic k conservation and the
"XPS limit", but it can also cause a noticeable
smearing in energy of the spectra as higher-order
phonon processes make an appreciable contribu-
tion.- While the first-order processes relax the
energy-conservation constraint by +ke; processes
of order n should cause a smearing n times this
amount. For most of the materials listed in
Table I, the second-order processes are likely
in the XPS regime (hv-1500 eV}, and therefore,
the energy smearing due to phonon-aided optical
transitions is 0.2 eV. Cooling of the sample should
not only restore k conservation, but the spectra
should sharpen in energy as well. It would be of
interest to determine the shape of the Fermi edge
as a function of temperature in a high-resolution
XPS experiment to see whether it shows the broad-
ening effects of phonon-induced transitions.

IMn I'=g &„c*„exp[ink (R -Rg],. (27)

To evaluate this sum, it is necessary that the cor-
relations between the various types of elements
be known. Angle-resolved photoemission spectro-
scopy, therefore, might allow the types of cor-
relations between the different kinds of atoms to be
determined, in a manner similar to that employed
with x-ray diffraction. "'" However, an advantage
of photoemission is that the relative sizes of the
o, 's can be varied over a wide range by changing
the photon energy, allowing the sensitivity to par-

IV. COMPOSITIONAL DISORDER

In this section, we consider the effects of com-
positional disorder for which two or more types
of atoms are randomly distributed upon a crystal-
line lattice. We consider the case in which k is
still a valid quantum number for the initial state.
This might occur, for example, in Si-Ge alloys
where the pseudopotentials of Ge and Si are nearly
similar. " (However, in other cases, such as Cu-
Ni alloys, the d orbitals of the two atoms lie at
different energies, and therefore, k is not ex-
pected to be a valid quantum number. ") Thephoto-
ionization transition probability for an alloy takes
the form
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ticular correlations to be altered.
When all of the matrix elements are the same,

the sum in Eq. (27) can. be evaluated to show that
k-conserving transitions dominate the spectra and

strong angular variations are expected. When the
atoms are randomly distributed on the sites with

uniform probabilities, the total cross section takes
the form

IM«l'=g (a~~a„)&x* o„exp[fkz (R -R„)].(31)

It might be reasonable to assume that the concept
of a k vector at least describes the local phase
variation of the electron state. However, since
the system is isotropic on the average, a reason-
able phase correlation function might have the
form

IM« I' = g (o + 4o )(o + 4o „*)exp[ir9s ~ (R —R„)] (a a„*)= (exp(fk r „))= sin(kr „)/kr „, (32)

= (o)'Q 5(M —G)+ ho 2, (28)
where k is the local momentum. With this ansatz,
the structure factor becomes

where

bp =0 —0,

a=g c.o. ,

S(sk)
N

sin(k, .r)
4wr[ p(r) —p, ] k;x

sin(k~r) „X
f1 (33)

cr2=+c Icr„l',

IM„. I'—= c'
I
o I'g n(cu7-0)+ (c —c')

I
o I'.

The k-conserviag transitions vary as the square
of the concentration, while those involving indirect
transitions behave linearly with the concentration.
For dilute concentrations of atom p, the spectra
ought to reveal the local density of states about
the atom modulated by the atomic-like photoioniza-
tion cross sections for all final-state energies, in-
cluding the UPS regime. If there are many tenden-
cies for the atoms having a large cross section to
cluster together, interference effects, i.e., k con-
servation should still be present in the spectra.

(29)

V. LONG-RANGE POSITIONAL DISORDER

In the presence of long-range positional disorder,
such as that occurring in liquids and amorphous
solids, the k vector is not a good quantum number
for the initial state. ' In general we might write
for the initial state

g=ga Q (r —R ), (30)

where the phase of a varies in some manner from
site to site, but the amplitude does not. -Also, the
nature or orientation of the atomic orbitals, Q,
must vary from site to site. Assuming that the
APW still describes the final state, we obtain for
the photoionization cross section

gg2= ~o2=o2 Io I2

and c is the concentration of atom m. For a pho-
ton energy in which only atom of type p has a non-
vanishing cross section, the cross section becomes

where p(r) is the atomic pair-pair correlation
function and p, is the average atomic density. "'"
For initial states with k, =0, the integral is equiv-
alent to the x-ray interference function.

Diffraction studies have shown that the S(k) of
liquids and amorphous solids has spherically iso-
tropic diffuse diffraction peaks which rapidly decay
for k& 5 A '."'" Therefore, angular variations
in the spectra due to interference effects are not

expected, but interference effects might occur
which depend upon the magnitude of the final-state
momentum. Assuming the nearest-neighbor shells
to be distributed according to Gaussian functions, "
the structure factor for k, =0 becomes

S(k) c,=1++ ' e" ~ sin(kr)
5

(34)

where m„r;, and c; are the static spread, posi-
tion, and coordination number of shell i, respec-
tively. For most disordered solids, w, -0.5 A ',
and thus interferences between second neighbors
becomes small for kf -3 A '. In many cases,
where the nearest-neighbor shell is as sharply de-
fined as in the crystalline materials, the initial
states having k; = 0 should exhibit weak interference
extended x-ray-absorption fine structure (EXAFS)
effects resembling oscillations as a function of the
photon energy for final-state energies extending
into the XPS regime. " Such oscillations should be
much weaker as the reduced momentum of the ini-
tial state increases, as can be seen in Eq. (33).

It appears that the disorder in liquids and amor-
phous solids is sufficient to bring about the XPS
limit for very small final-state energies. Low-
energy photoemission experiments on amorphous
materials have indeed demonstrated that the spec-
tra appear to reveal the density of states even at
the onset of photoemission. "
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fo = a, e' "' 6(lkl —v'E) d'k,

we find. that in order for the solution outside to be
continuous at the boundary to the state, jl), (r), in-
side of the solid,

a„= e ' "')I),(r)dS, (36)

where the integration is performed over the bound-
ary plane. (We presently ignore the requirement
of continuity of the derivative at the boundary,
since we are concerned about only the qualitative
effects of disorder. )

Now we consider the effects of the surface dis-
order on an internal state consisting of a single
plane wave with a wave vector k&. In the absence
of disorder, Eq. (36) yields the result'"

a„=5(k)) —k, ))), (37)

which is the usual conservation of the component
of momentum parallel to the surface. '"

We introduce a fluctuation in the position of the
surface in the z direction by the amount

gZ= g 5 e 'lid (38)

where rll is the position coordinate in the unper-
turbed surface plane. Inserting (38) into (36) and
performing an ensemble average over the phases
of g(t), we obtain

exp[in. g) r) (ak', )u.'-y, (r)) )]d'r)) (39)

where

(46)

r(r„)=)- ~.f I) M)l'r' "d'),
S

(41)

VI. DISORDER AND THE SURFACE TRANSPORT STEP

So far, we have considered only the effects of dis-
order upon the optical excitation step of the photo-
emission process. However, we must also con-
sider how the electron state inside of the bulk is
modified as it passes through the surface into the
vacuum. To explain such effects, one must in-
vestigate the matching at the surface of the final
state inside of the solid to the free-electron waves
outside of the solid. ""'"

Let us consider the boundary of the solid to lay
in the x-y plane and to be characterized by a po-
tential change by the amount W (the inner poten-
tial). Assuming that the electron state outside of
the solid has a Fourier expansion

and Ski, and Ak~ are the differences in the compo-
nents of the wave vectors of the internal and ex-
ternal plane waves parallel and perpendicular to
the solid. The quantity U,

' is the average square of
the surface fluctuations, and y, (r) is the correla-
tion function for the surface fluctuations. For an
isotropic surface roughness,

(42)

where J; is the zero-order Bessel function. In the
case where y, is unity for r & L and zero for r( L,
Eq. (39) yields

2 2
(1 e ZA~U-)) ) ei6 ))'))j d r

0
2 2

+ e ' '5(b, k ). (43)

The first term in Eq (43).corresponds to a
breakdown of kll conservation across the surface
by the amount Lk= 1/L. It is necessary for L to
be on the order of an interatomic spacing for the
momentum conservation to be broken down notice-
ably. The second term in Eq. (43) corresponds to
the maintenance of perfect k conservation parallel
to surface, which is similar to the result found for
the photoionization cross section. However, in
the present case, the breakdown of k conservation
depends upon the differences of momentum between
the final state inside and outside of the surface.

When the solution inside of the solid is a single
plane wave, the difference in the component of mo
mentum perpendicular to the surface is

nk = k (k2 + 2mW/6'2)~)2 (44)

where k~ is the wave-vector component of the elec-
tron state outside of the solid. As k, increases,
the difference in momenta decreases, and thus,
the effects of the surface disorder in destroying k
conservation becomes less important. For the
free-electron state, the effects of the disorder are
most important near threshold or large emission
angles where Ak~ = (2mW/8')' '. In these cases,
the states that normally cannot escape from a per-
fect surface due to the refraction effects, can now
couple to external propagating states. The spectra
near the work-function cutoff should not necessar-
ily decrease with energy as it does for a perfect
surface, but might actually increase as the elec-
tron energy decreases. We therefore suggest that
the shape of the cutoff tail provides a sensitive test
for the degree of smoothness of the surface.

Although the sensitivity of the spectra to surface
roughness decreases with final-state energy when
the states are plane waves, it cannot decrease at
higher energies when the increasing number of
bands is responsible for bringing on the "XPSlimit"
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TOPOGRAPHICAL DISORDER
I

I

~ep p
I

FIG. 2. Schematic representation of a topographically
disordered surface. The dotted line corresponds to the
ideal surface plane and 8& is the angle that the defect
plane makes with respect to the ideal plane.

(i.e., mechanism (i) discussed in Sec. III). When
there are several fina? states occurring along any
direction in the Brillouin at a given energy, some
of the states must have a wave vector that deviates
from the free wave vector outside by as much the
width of the Brillouin zone.

Since the surface matching condition depends
upon the difference of the wave vector of the wave
function inside and outside of the solid, rather than
the absolute value of the final-state wave vector,
phonon- disorder is not large enough to destroy k

conservation at the surface for any final-state en-
ergy. However, if roughness on the order of
atomic dimensions is introduced to the surface,
such as by impurities and adsorbates, the surface
k conservation should be weakened even in the
XPS regime. When the surface k conservation con-
dition is relaxed, the spectra should lose the angu-
lar variations, and they ought to reflect the angle-
averaged spectra associated with the face of emis-
sion. Since the correspondence between the mo-
mentum inside and outside of the solid is lost, or-
bital projections of the density of states, as was
discussed in Sec. III, are not expected to be ob-
served.

VII. SURFACE REFRACTION AND TOPOGRAPHICAL

DISORDER

In this section, we consider the influence of topo-
graphically disordered surfaces on the angle-re-.
solved photoemission spectra. As is shown in Fig.
2, such a surface consists of several smaller de-
fect planes which are smooth on a, microscopic
scale (-100 A), but which are no longer parallel to
the perfect surface plane. Although the orientation
of the surface plane is disordered, the underlying
crystallographic order of the atoms might be un-
altered. Topographically disordered surfaces are
usually formed when the sample is subjected to
ion bombardment and the interstitials and vacan-
cies ar.e mobile. '

As long as the planes have dimensions of a few
tens of angstroms, the correlations in positions
between the planes can be neglected and the emis-
sion from each plane can be treated separately.

In order to determine the importance of topo-
graphical disorder, we must consider the angle of
refraction of the photoelectron at the surface
planes. The continuity condition requires that the
component of momentum parallel to the surface be
conserved as the photoelectron passes through the
surface. The change in the angle of propagation
arises from a change in the component of momen-
tum perpendicular to the surface. Using the fact
that the angle of propagation with respect to the
crystal surface is

sjng = Q /(jP+ Q ) (45)

where k~ and kI~ are the components of the wave
vector perpendicular and parallel to the surface,
it can be shown by differentiation that the change
in angle due to the change in k~ is

dk
d0 —= sin8

kp
(46)

where k, is the magnitude of the momentum of the
photoelectron. In the case where the electrons are
free wave-like inside and outside of the solid and
the surface boundary is described by a jump in the
potential of amount W [see Eq. (44)j, the change
in perpendicular component of momentum to first
order in W is

W W
dk

2k~ 2kp cos8

Inserting this into Eq. (46), we find that

1 W
d0 =———tan0,

2 Ep

(47)

(48)

where Ep is the kinetic energy of the photoelec-
tron. In the free-electron case, the importance of
refraction diminishes quickly as the kinetic in-,

creases. For Ep 100 eV, W=10 eV, 8-30', d8
= 3'. In XPS regime the refraction effects of free
electrons is negligible. This well-known fact has
led some workers to ignore refraction effects for
hv~ 100 eV. However, if the density of final bands
increases with photon energy, then as discussed
in Sec. VI, there are always final states for which
the difference in their momentum inside of the solid
and that of the free-electron state outside. is the
width of the Brillouin zone, G,. For such states, .

the refraction angle is

d0=—~ sin8.G

kp
(49)

The importance of refraction for these states de-
creases more slowly with the final-state energy
than for the free-electron case. For example in

Cu, G, =2.5 A '. For 8-30', hv=100 eV, i d8=—15'l
For the XPS regime d8 —= 3 . The above estimates
are for the worst cases, but on the average, they
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(6.& =(Gg».)«,&. (51)

When the topographical disorder is large, the
angle-resolved photoemission spectra are expected
to exhibit a weak angular dependence. For certain
polar and azimuthal angles, many of the defect
surfaces might be shadowed so that only a few of
them contribute, making the structure in the spec-
tra more sharply defined than for emission normal
to the macroscopic surface, where more defect
planes are likely to contribute. As the photon en-
ergy increases, the effects of the topographical
disorder become weaker when the states are free-
electron-like. However, when several final states
contribute to the photoemission spectra and Eq.
(49) is valid, the uncertainty in the momentum due
to topographical disorder remains constant with
photon energy, its magnitude being equal to
+(8,)G,.

The topographical disorder ought to be most
severe in altering the angular variations in the
spectra from adsorbates on the surface, for which
the orientation of the surface plane is critical for
aligning the molecular orbital states. For this
case, the effects of the topographical. disorder will

should be about half of this amount. Thus, it is
clear that when the final states become distributed
throughout the Brillouin zone, the effects of re-
fraction cannot be neglected even in the XPS regi-
me. The differences in the spectra observed along
a crystallographic axis perpendicular to the sur-
face and spectra observed for an equivalent axis
that is not perpendicular to the surface might be
explained by non-negligible refraction effects.

In the presence of topographical disorder, the
average uncertainty in the internal angle of propa-
gation of the states inside of the solid emerging
into final states propagating along the crystallo-
graphic axis normal to macroscopic surface is for
the free-electron case,

W
(8,) = —— tan8 cos6P(8) d8 (50}

2 Eo

where P(6) is the probability that a plane makes an
angle 8 with respect to axis of emission. The cos8
factor comes from the escape probability due to
the finite mean-free path of the photoelectron.

For small deviations of the surface defect planes
from the macroscopic plane, Eqs. (47) and (50)
yield

(51)

where (8~& is the average angle that the defect
surface planes make with respect to the macro-
scopic plane.

When the density of final-state bands is large,
Eqs. (49) and (50} yield

not decrease as the final-state energy increases,
the average uncertainty in the emission angle re-
maining equal to (6~&. The presence of topograph-
ical disorder might be detected by observing the
degree to which emission from surface overlayers
is enhanced at large polar angles. For a perfectly
smooth surface, the enhancement ought to be
strong, but for a topographically disordered sur-
face, the enhancement ought to be weak.

p„=e'"' g U„(G)e'o',
C

(52)

the matrix element connecting the initial and final
state is

~y»= A GUS& G Un. a. G & (53)

where A is the vector potential.
From Eq. (53), it can be seen that a final state

in the solid consisting of a single plane wave can
couple, via the dipole operator, only to the initial
states which contain this plane wave. Such initial
states must also be purely symmetric with respect
to the symmetry operations associated with the

VIII. DIRECTED PHOTOEMISSION-A TEST FOR THE

MODELS

In this section, we show that photoemission
spectra directed along a crystallographic axis pro-
vide the crucial test for determining which' the
proposed models for the final state is valid. The
description of the emission directed along a low-
index crystallographic axis is simplified greatly
by the symmetry associated with that axis.

When the acceptance aperture of the electron
velocity analyzer is positioned along a particular
axis, it detects an electron state outside of the
solid which has the form e' f', where z is directed
along the symmetry axis. This function is purely
symmetric with respect to rotations about the
symmetry axis and to reflections through mirror
planes passing through the symmetry axis. By
continuity the wave function inside of the solid
must have the same symmetry. The state that is
even with respect to all symmetry operations about
the crystallographic axis of emission always is
contained in a group in which the characters are
all unity. '4 Since the plane-wave functions of the
form e' ' fall entirely into this group, they cannot
be contained in wave functions of different symme-
try and, therefore, final states of other symme-
tries cannot be detected along the axis of emission.
This constraint also applies to photoemission from
adsorbed molecules. When the wave function in-
side of the solid is expressed in terms of a plane-
wave expansion
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crystallographic axis. We suggest that when k con-
servation is valid, the strength of emission from
initial states of symmetry different from that of
the purely symmetric states provides a measure
of the failure of the plane-wave final state.

It has been suggested in Sec. II that a single APW
provides additional improvements to the plane-
wave final state, since it restores the validity of
the atomic dipole selection rules. The spherical
waves contained in the APW are those for which
m=0 relative to the z axis. Although initial
states that are derived from orbitals, with
m=0, a1 can be photoexcited, initial states
derived from orbitals with m + 2 cannot couple to
the single APW final state. Since the optical exci-
tation step takes place via APW's components
propagating in directions other than the emission
axis, while the escape step occurs via the com-
ponent propagating along the emission axis, the
initial states with m & 2 can appear in the photo-
emission spectra only if the APW's are mixed
among themselves. Therefore, we suggest that
the strength of emission from the states with m ~ 2

compared to the emission from states with m &1
indicates the amount by which the, APW states are
mixed. Modulations in the strength of emission
of the initial states with m & 2 relative to those
with m &1 might occur as the degree of hybridiza-
tion of the final state changes with photon energy.

An additional difficulty of the single APW as ex-
pressed in Eq. (4} is that it predicts modulations
in the absorption coefficient from core levels
which are nearly 100% (since for some final-state
energy, j,(ka) =0) while the observed modulations
are only 101.'~ This problem could be removed
if the derivative of the APW wave function were
made continuous at the muffin-tin radius.

As mentioned, at higher final-state energy, the
plane-wave part of the APW provides the domin-
ant channel for the escape process. One might,
therefore, conclude that the emission directed
along any one axis ought to be dominated by that
single APW propagating in this direction, and that
only one initial state along the axis of emission
contributes to the spectra. However, single APW's

propagating in other directions have reduced k vec-
tors that are also directed along the axis of emis-
sion, as is illustrated in Fig. 3. The magnitude of
the reduced k vectors directed along the axis of
emission are found by the set of shortest vectors
connecting the reciprocal-lattice points with the
free-wave sphere of radius kf. Although the pri-
mary component of these final states is not direct-
ed along the axis of emission, some of their sec-
ondary ones are. The secondary cones come from
the core part of the APW and are of order X (see
Sec. II} relative to the plane-wave portion of the

FREE ELECTRON
SPHERE

RE

EMISSION
AX IS

FIG. 3; Construction for finding the reduced k values
of free-electron waves along the crystallographic axis
indicated.

APW. Although the secondary plane waves might
be small, there are many of them contributing
along the axis of emission; consequently, the
emission from secondary components might act-
ually be larger than from the primary ones. In
fact, when a single APW provides a valid descrip-
tion for the final state, the m ~ 2 initial states can
escape by the secondary components only. The
total strength of the secondary emission relative
to the primary emission is roughly given by

I'=XNAN y (54)

4@k'2GO Skf2

4, m(G, )' G ' (55)

Thus, in order for the spectra of electrons di-
rected along a particular axis to be dominated at
high photon energies by a single point in k space,
it is necessary that X decrease faster than the
kinetic energy of the final electron state. For an
atomic potential varying as x ", it can be shown
that

p~ yy-3 /nf e (56)

Provided that n & 3, the secondary emission be-
come less important as the kinetic energy of the
final state, Tf, increases.

Finally, in Fig. 4, we have sketched the form of
the spectra directed along the [ill] axis from the
d electrons in Ag for various final-state models.
In Fig. 4(a) we have plotted the density of states

where Nf is the total number of free-electron
states that have a reduced momentum lying along
the axis of emission. The number of such states is
given by the volume of a shell in k space of radius
kf and thickness Go, the radius of the Brillouin
zone, divided by the volume of the Brillouin zone
or,
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associated with the (111)direction taken from the
band structure of Smith. " The upper two peaks
are from A, bands derived primarily from 4 orbi-
tals with m =+I, the next two peaks (3 and 4) with

m = +2, and the last peak (5) from a A, band, with
m =0. The single plane-wave final state predicts
that a state with m =0 from only one point in k

space ought to appear in the spectra, as is indi-
cated in Fig. 1(b). Initial states with ]m(&0 have a
vanishing charge density in the direction of propa-
gation, and consequently, they do not appear in the
spectra. For final states consisting of an APW,
only a single point in 4 space with states having
m =0, +1 are allowed to contribute, and the states
having m =+2 are forbidden [see Fig. 4(c)]. When
the APW waves are strongly hybridized, not only
are the m =2 states allowed, but more than one
final state along the axis of propagation must nec-
essarily contribute to the spectra; the spectra,
therefore, ought to resemble the one-dimensional
density of states associated with the [111]axis, as
is shown in Fig. 4(a). When phonon disorder is in-
troduced the spectra ought to resemble projections
of the total density of states, the angular behavior
of the atomic cross sections depending upon the
nature of the final state [Fig. 4(d)]: For the plane-
wave state, it is the momentum projection along

a) Ag(lll) Density of States

I-
Z

b) Plane Wave

c) Augmented Plane Wave

0
O
IJJ

LIJ
d) Phonon Disorder

I I I I I

2 3 4 5 6 7 8
BINDtNG ENERGY (eV)

FIG. 4. (a) One-dimensional density of states along
the Illlj axis of Ag. The photoemission spectra along
the fill] axis of Ag predicted for (b) a plane-wave fina
state, (c) an Augmented plane-wave final state, and (d)
for phonon disorder.

the [111]axis; for the APW, it is the projection of
atomic orbitals for which im

~

& 1;and for the hy-
bridized APW, it should more or less resemble
the total density of states.

Recent photoemission experiments on the noble
metals seem to indicate that the initial states for
m ~ 2 appear with strengths similar to the initial
states for m ~ l.' "However, the acceptance
angle of the analyzer in these experiments was
sufficiently large so that all states in the Brillouin .

zone could contribute, even if k were conserved.
The symmetry restrictions considered here are no

longer valid when states lying off of the symmetry
axis contribute significantly to the photoemission
spectra. Experiments performed with a smaller
angle of acceptance and as a function of tempera-
ture appear to be necessary to sort out the rele-
vance of k conservation and the nature of the final
electron state.

IX. SUMMARY AND CONCLUSIONS

In this paper, we have considered the nature of
the final electron state, and the influence of bulk
and surface disorder upon the angle resolved pho-
toelectron spectra.

It has been argued that a plane-wave final state
is inadequate for describing the optical ionization
step of the photoemission process since it im-
properly describes the spherical symmetry of the
true final state in the vicinity of the electron core.
By employing an augmented plane-wave final state,
we found that the interferences between the atoms
are still those obtained with a plane-wave final
state, but that the photoionization cross sections
are governed by atomic dipole selection rules.

The influence of phonon disorder is not expected
to be very important in the UPS regime at room
temperature, but in the XPS regime, it is suffi-
cient to destroy k conservation completely and to
bring about the "XPS limit" in which the spectra
resemble density of states. Compositional and
long-range disorder are usually sufficient to de-
stroy k' conservation in the UPS regime.

Surface roughness on an atomic scale, such as
that induced by impurities, adsorbates, and sur. -
face vacancies, can cause a breakdown of the con-
servation of the component of the momentum par-
allel to the surface. When the number of final
states contributing to the spectra increases with
photon energy, the influence of surface roughness
is not diminished. The portion of the spectra
closest to the work-function cutoff is expected to
be the most sensitive to surface roughness, and
therefore its shape should provide a useful test
for the condition of the surface.

Topographical disorder can also smear the angle
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dependence of the photoemission spectra when the
refraction of the electron at the surface is impor-
tant.

Finally, it was argued that the photoelectron
s'pectra directed along low-index crystallographic
axis provide a good test for the validity of several
final-state models, owing to the symmetry asso-
ciated with that axis. It is suggested that such
experiments be performed with a small acceptance
angle and at low temperatures to remove the pho-
non disorder.

Since this paper has been submitted for publica-
tion, Williams et al. ,

"have found that the photo-
emission spectra of Cu at 50 eV show a pronounced
weakening of k conservation effects as the temper-
ature increases, in general agreement with the
results predicted here.

The primary message of this paper has been that
theories developed for ideal situations cannot be
applied to real experimental spectra unless the
effects of disorder are taken into account. If this
is not done, the field of angle-resolved photoelec-
tron spectroscopy is likely to lapse into a state of
disorder itself.

S(d.k, t) =N(exp[ A-k'U', [I —I (t)])
—exp{-ak'U', ))

+ exp (-4k'U', )P 6(&& —G),
where

(A1)

(

Easel

+ei I (Gay ' egg) cosQJejf
( )

Q 2 g ~ Q 2

In the limit that AkU, » 1, i.e., most of the op-
tical transitions are of a thermal diffuse nature,
the time-dependent exponential in (Al) decays very
rapidly, and it can be approximated with the small
time behavior of I'(t) to yield

S(n k, t) = Nexp(-, hk'U2( uPgt') . (A3)

The Fourier transform of (A3) with respect to
time is

S(n, k, ru, ) exp[-&u2/2(LkU, )'(&u', )]
[2v(gkU ) ((g )]'&2

This function gives the distribution of energy which
the lattice contributes to optical excitation pro-
cess. The width of this Gaussian function at half-
maximum is
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For the case in which the phonons have the same
velocity it is trivial to show that (&u', ) = —3a&',
where td is the maximum phonon frequency, and

(A5) becomes

d~ = 2(-, ln2)' '6kU, up~. (A6)
APPENDIX A: THERMAL VIBRATIONS AND ENERGY

CONSERVATION

The first term in Eq. (25) gives the total number
of transitions which have taken place via interac-
tions with phonons. However, in the derivation of
Eq. (25), the time variation in the relative dis-
placements of the atoms has been ignored. In this
Appendix, we include such displacements and ex-
tend the simple Debye model to include the effects
of energy conservation.

Retaining the time dependence of the terms for
which n =m in Eqs. (15) and (16), we find that the
time-dependent equivalent of Eq. (25) is

In terms of the energy width this can also be writ-
ten as

nE =2( —,
' ln2)'~26kUokse (A I)

Using Eq. (23), the energy width becomes

bE = 2k' k [(ln2)k ST/Mz]' (A8)

The only material dependent quantity upon which
the energy width depends is the mass of the atom.
In fact, we recognize that expression (AS) is very
close to what we would have obtained if we consid-
ered the uncertainty in the velocity of the initial
electron to be that of the atom to which it is bound.
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