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Electronic structure and lattice instability of metallic VO2&
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A first-principles energy-band study of the metallic rutile phase of VO2 using a general crystal potential
and an expansion of the Bloch functions in a linear combination of atomic orbitals is reported. The results
are compared with previous work and experimental optical, x-ray absorption and emission, and x-ray
photoelectron spectroscopy data. We obtain a large density of states at the Fermi energy; the Fermi surface
is found to be determined by the two lowest d bands, at the bottom of the "t,g" manifold which is split by
the orthorhombic field; the lowest-band Fermi surface possesses some nesting features corresponding to a
nesting vector i) = I R. A calculation of the generalized susceptibility in the constant —matrix-element
approximation shows the existence of a maximum at the zone boundary R. We suggest that the formation of
a charge-density wave with wave vector g = I R accompanied by a periodic lattice distortion is thus possible;
the subsequent condensation of phonons at the point R could then explain the crystallographic phase
transition observed at T = 339 K.

I. INTRODUCTION

Vanadium dioxide undergoes a crystallographic
phase transformation at T, =339+ 1 K from the
monoclinic distorted rutitle structure to the tetra-
gonal rutile structure which is accompanied by an
abrupt jump in the metallic conductivity" [from
10 ' to 10' (0 cm) '] and a jump in the magnetic
susceptibility' [from 6.5 x 10 ' to 6.7 x 10 ' emu/
mole]. This semiconductor to metallic phase
transformation has been studied very extensively
both experimentally and theoretically. ' Unlike
V,O, and other transition-metal compounds known
as "Mott-Hubbard insulators" which show antifer-
romagnetic ordering in the low-temperature phase,
VO, remains paramagnetic below T, and no long-
range magnetic order is observed either in mag-
netic susceptibihty, ' Mossbauer, ' or nuclear-mag-
netic-resonance experiments. ' The semiconducting
monoelinic phase of VO, is.characterized by a
pairing of the vanadium atoms along the c axis re-
sulting in a doubling of the unit-cell size; along the
c axis one finds alternatively short and long metal-
metal distances", at the same time, each vana-
dium "pair" is tilted with respect to the c axis,
the vanadium atoms being no longer at the center
of the distorted ligand octahedron. It is also worth
noting the large further distortion of the octahedral
geometry in the low-temperature phase, with an
important shortening of some of the V-0 bonds. '
This pairing of the vanadium atoms can explain the
lack of localized moments and account for the mag-
netic properties and possibly some of the electri-
cal properties of the semiconducting phase, as the

electrons may now be trapped in homopolar
bqnds. " This picture has been also useful in ac-
counting for some features of the magnetic be-
havior" of the alloy V, „Nb„O, with x ~ 0.5.

A. Electronic-structure models

These structural peculiarities led Goodenough"
to propose a model of the electronic structure
which can explain some properties of the metallic
and semiconducting phases. This model is based
on molecular orbital theory in conjunction with
crystal field and chemical bonding ideas. In the
metallic state, the interaction of cations along the
c axis gives rise to a narrow d~~ band which is
overlapped by a wider w* band formed by antibond-
ing vanadium d and oxygenP„states. In the low-
temperature phase, the crystal distortion is
thought to be responsible for three effects: (i) the
m* band rises above the Fermi level due to a
stronger vanadium d-oxygen p, interaction, re-
sulting from the shortening of the distance of the
vanadium to one oxygen atom; (ii) the ds band
splits due to the pairing of V atoms along the c
axis; (iii) the lowest part of the ds band is filled
and separated by a small gap from the upper part,
thereby accounting for the semiconducting prop-
erties of the compound.

The essential features of the electronic struc-
ture of the metallic phase of VO, proposed by
Goodenough" have been confirmed by the band-
structure calculation of Caruthers et al. ,"using
the combined augmented-plane-wave-linear-com-
bination-of-atomic-orbitals (APW-LCAO) inter-

16



16 ELECTRONIC STR UCTURE AlYD LATTICE IN STABI LIT Y OF. . .

polation scheme. Studies in the tight-binding for-
malism have been outlined by Mitra et al."; the
same authors" also obtained limited APW band

results for metallic VO, . More recently, several
rutile structure oxides have been studied by
Mattheiss" using the combined APW-LCAO meth-
od, while Daude et al. ,

"applied the tight-binding
and pseudopotential method to the study of the
electronic structure of TiO, .

The,validity of a band-structure description of
the high-temperature phase of VO, is quite widely
admitted; optical" and x-ray photoelectron mea-
surements"" have revealed that the d-band width

in the vanadium oxides is not too narrow and so
correlation effects in the metallic phase might be
less important than was originally thought. Thus,
the experimental data concerning the metallic
phase appear to indeed be compatible with a band

model, as noted recently by Zylbersztein and

Mott. "
In the semiconducting phase, electronic corre-

lation effects play an important role, ""and the
validity of a band-structure description is ques-
tionable. We should note, however, that Caruthers
et al. ,

"starting from tight-binding parameters
determined for the band structure of the metallic
phase, were able to find a new set of parameters
which could account for the experimental semi-
conducting gap in the low-temperature phase.

B. Driving mechanism of the structural transformation

Several models have been proposed to explain
the phase transition of VO, . The phenomenological
model of Goodenough" of a metal to semiconductor
phase transition driven by a lattice distortion was
made more quantitative by Adler and Brooks, "
and Adler etal. '4 The role of the crystalline dis-
tortion was also emphasized by Berglund and
Guggenheim, "Paul, "and Hearn. " On the other
hand, experimental evidence, such as the large
magnetic susceptibility of metallic VO, which de-
creases as T increases, has drawn the attention
of the theorists to the importance of electronic
correlation effects. Brinkman and Rice" inter-
preted the magnetic susceptibility of metallic VO,
by invoking spin fluctuations in a highly correlated
electron gas. The importance of the electronic
correlation effects in the insulating phase has also
been invoked to interpret the magnetic and electric
properties" "of alloy systems such 'as V, „Cr„O,
and V, „Nb„O,.

Aside from the possible role of electronic corre-
lations, the role of the lattice in the phase transi-
tion (through the electron-phonon coupling) is
demonstrated by several experimental facts. The
large entropy of the transition M= 3 ca.l/(mole K)

cannot be accounted for by an electronic contribu-
tion, which was estimated to be only -0.3 cal/
(mole K) by Ladd" and -1 ca,l/(mole K) by
Zylbersztejn- and Mott. " Paul" first suggested
that the major change in the entropy (and hence the
reduced free energy of the metallic phase) is due

to soft-phonon modes. Although inelastic-neutron-
scattering experiments are not available for VO„
due to the large incoherent-scattering cross sec-
tion of vanadium, the study of the Raman spectrum
of metallic and semiconducting VO, by Srivastava
and Chase" showed a pronounced softening in the
phonon spectrum for the metallic phase. The large
broadening of the phonon structure from the semi-
conducting to the metallic phase of VO, (contrary
to what is observed" for V,O,) is evidence for a.

large electron-phonon coupling in the high-tem-
perature phase. The structural disorder of the
metallic phase manifests itself by an anomalously
large dilation coefficient along the c axis which in-
dicates strong anharmonic effects; the anharmonic
interactions could then lead to a temperature re-
normalization of some phonon frequencies. It is
also worth noting in this connection that the V-V
distance along the c axis is shorter in VO, than in
the rutile phases of TiO, or CrO, . The lattice
softening of the rutile phase is also suggested by a
lower value of the Debye temperature 8D in the
metal. " This x-ray diffraction study showed a
large Debye-Wailer factor in metallic VO„and
was ascribed to a value of O~ 105 lower than in
the other phase. " A similar observation was
made" also for V, g 6Crp p2,02 TIle large thermal
displacements found for the metallic phase are
compatible with a possible soft-mode-driven phase
transformation.

Similar compounds like NbO, or the alloys
V, „Nb„O, show some indication of a possible
soft-phonon-driven lattice instability: NbO, is
isoelectronic to VO, and undergoes (at a higher
temperature T, =1081+2 K) a crystallographic
phase transformation from the body-centered-
tetragonal to the rutile structure accompanied by
a semiconducting to metallic phase transition. A

neutron-scattering study of the phase transforma-
tion of NbO, by Shapiro etaL, "revealed the ex-
istence of critical scattering above T, ; the phase
transformation was then interpreted as being
driven by a soft-mode instability of wave vector
q=(—,', —,', —,) in the rutile phase. The V, ,Nb, O,
systems have also been extensively studied;
Combs etaL" observed strong diffuse x-ray scat-
tering from V, +lb»O, along a rod in reciprocal
space with wave vector q=($, —,

' —$, —,'), 0& $ &-,'

joining the points R of the Brillouin zone of the
tetragonal phase. For VO„a group-theory anal-
ysis" shows that the phase transformation is com-
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patible with (but not unique to) a soft phonon at the
point R, q = (-, , 0, —,') in the rutile structure being
"frozen in" at the transition. A recent study" of
the temperature variation of the ultrasonic at-
tenuation and phase velocity in VO, provides furth-
er evidence for the existence of a soft mode at R.

In this paper, we investigate whether the elec-
tronic properties, e.g. , Fermi-surface geometry
and response function of the system, can account
for the possible formation of a charge-density
wave (CDW) which could lead, through the elec-
tron-phonon coupling", to the renormalization of a
phonon frequency, the corresponding phonon mode
becoming overdamped at T= T, , and driving the
lattice to a new structural phase. This mechanism
of a structural phase transformation proceeding
via a soft-phonon mode is well known in other ma-
terials. Cochran" showed that many ferroelectric
and antiferroelectric transitions result from a
lattice instability to certain normal vibrational
modes. Recently, the phonon-dispersion curves"
of the well-known organic quasi-one-di. mensional
system tetrathiafulvalene-tetracyanoquinodi-
methane (TTF-TCNQ) have been found to show the ex-
istence of a Kohn anomaly at k=2k~, becoming
deeper as the temperature reaches the Peierls
transition temperature; the same phenomenon was
also observed previously using the x-ray diffuse
scattering technique. The "one-dimensional"
system K,Pt(CN), Br» 3.2D,O (KCP) also displays
a giant Kohn anomaly. As another example, the
structural martensitic transition observed in some
of the high-temperature superconducting A-15 com-
pounds is thought to proceed via a Peierls insta-
bility in the linear chains of transition-metal
atoms. "" This mechanism is also closely re-
lated to the formation of charge-density waves ob-
served in transition-metal dichalcogenides'. "

The remainder of this paper is organized as
follows: Section II is devoted to the description of
the band structure and density of states of the
metallic phase of VO, performed using the discrete
variational method" (DVM) in a linear-combina-
tion-of-atomic-orbitals Bloch basis set; compari-
sons are made with previous theoretical predic-
tions of the electronic structure" "as well as with
optical, soft-x-ray spectroscopy, and photoemis-
sion experiments. It has been widely recognized
that the generalized electronic susceptibility func-
tion )((q) plays an important role in the onset of
charge-density waves, ""spin-density waves, '
lattice instabilities, "and phonon anomalies, " since
instabilities of the system usually manifest them-
selves by anomalous increase in X(q) at special
values of the wave vector q. In Sec. III we study
the Fermi-surface geometry and report and anal-
yze the features of the generalized susceptibility

function, calculated in the constant-matrix-ele-
ments approximation. Using these results, we

propose a possible interpretation of an electronic-
ally driven phase transformation for VO, .

II. ELECTRONIC BAND STRUCTURE OF METALLIC VOq

The rutile structure belongs to the nonsymmorph-
ic space group D~ . A study of the irreducible rep-
resentations of this group can be found in the work
of Gay etal. " The mt, tal atoms form a body-cen-
tered-tetragonal array, with two vanadium atoms
per unit cell; each is surrounded by a distorted
octahedron of oxygen atoms in D» point-group
symmetry. These octahedra share an edge along
the c plane, whereas the octahedra surrounding the
vanadium atoms at the corner and at the center of
the cell share a common corner. The tetragonal
unit cell and atomic positions as determined by
Westman' were used in this work and are, drawn in
Fig. 1. More recent x-ray determinations of
McWhan et al. ,

"however, suggest a smaller V-0
distance and a smaller distortion of the ligand
octahedra.

As noted by Goodenough" and Hearn, "the c/a
ratio of VO, extrapolated to absolute zero tempera-
ture (c/a =0.621) is smaller than the c/a ratio of
an ideal purely ionic rutile structure determined by
Pauling (0.66) and suggests a stronger bonding
mechanism of the V atoms along the c axis.

In view of the convergence problems encountered
in previous calculations and to solve the energy
band problem to greater accuracy, we used an al-
ternative scheme, the DVM, which permits use of
a general crystal potential. Full details concern-
ing the method have been given at length else-
where"; we recall here the essential features. In
the one electron approximation, the Hamiltonian H
can be written

H(r) = -V'+ V(r)

FIG. 1. Tetragonal unit cell of the rutile phase of
metallic VO2 (Ref. 8): a =8.579 a.u. , c =5.442 a.u. ,
u =0.305. The atomic positions are: V (0, 0, 0); V (2a,
~~a, 2a); 0 (au, au, 0); 0 (a(1 —u), a(1 —u), 0); 0 (a(2 —u),
a(2+u), 2c); 0 (a(--.'+u), a(2 —u), $c}. Light spheres are
vanadium atoms, striped spheres oxygen atoms; note
sixfold coordination of vanadium to oxygen.
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(we use Rydberg atomic units for energies and Bohr
radii for length). In the case of VO„ it is import-
ant to treat the full nonspherical crystal potential
V(r} accurately: there are six atoms in the unit
cell; if one surrounds the nuclei with nonoverlap-
ping spheres in the usual '"muffin-tin" scheme,

- one cannot include more than —,
' of the total volume

of the unit cell mithin the spheres. This clearly
means that in this case, where substantial covalent
bonding is expected, the commonly used approxi-
mation of a constant potential outside the spheres,
as in the original APW or Korringa-Kohn-Rostoker
(KKR) methods can lead to substantial inaccuracies.
If these methods are to be Used, it is essential to
take into account the large variations of the crystal
potential outside the muffin-tin spheres and to in-
clude a large number of basis functions in the in-
terstitial region.

In the present mork, the crystal potential is
treated without spherical averaging procedures.
The crystal charge density was approximated by a
superposition of self-consistent atomic charge den-
sities at a site v, obtained from an atomic numeri-
cal program, using the 4s'3d' configuration for V'

and 2s'2p' for oxygen:

p(r) = Q p„(r —R„) . (2)

The exchange potential is then calculated in the
usual Slater local-exchange approximation as

V,„(r)= -6a [(3/Sm) p(r)]"' .
We used the full Slater exchange parameter value
a = 1, for the band structure as well as for the
atomic calculations.

The crystal potential was then mritten as the sum
of atomic Coulomb potentials and the exchange
term

I'(r) = P I'c.„i(r—R.)+ l'..(r) .
The wave function g,. for band state i and wave vec-
tor k mas expanded as a linear combination of Bloch
orbitals X& which are in turn constructed from a
LCAQ

q,.(k, r)= Q X,(k, r)C„.(k),
J

Xz(k, r) =N '~' g e'" "~a~(r -0„);
the functions az are Slater-type orbitals (STO) cen-
tered at the corresponding sites v. The basis set
whose exponents are given in Table I included a
total of 106 basis functions in the unit cell of which
35 STO's mere used for each vanadium site and
nine for each oxygen site.

By defining an error functional for state i as

8, (r}=(H—e.,)y,(r).

TABLE I. Slater-type orbitals used as basis set for
this calculation, of the form g(r)=x~y z"rI' exp(-&~) at
each atomic site.

Q Site
E m n p

0 site
E m n p

0 0 0 0
0 0 0 1
0 0 0 1

22.78
19.54
9.37

0 0 0 0
0 0 0 1
0 0 0 1

7.38
9.569
2.30

1 0 0 0

0 0 0 3

0 0 1
0 0 3

0 1 0 3

19.54

1.7
1.4

1,7

1 0 0 0
0 1 0 0 3 692
0 0 1 0
1 0 0 0
0 1 0 0 1 656
0 0 1 0

2 0 0
0 2 0
0. 0 2
1 1 0
1 0 1
0 1 1
2 0 0
0 2 0
0 0 2
1 1 0
1 0 1
0 1 1

and minimizing the expectation values (y&/e, ) over
the grid 6f sampling points, one obtains the mell-
known matrix secular equation

(H-~S)C=0 .
A reasonable compromise had to be made be-

tween the accuracy of the calculation and the grow-
ing size of matrices (Hamiltonian and overlap)
evaluated mith such a basis. The choice of the ex-
ponents of the STO's was guided. by experience ob-
tained from a previous molecular cluster model of
vanadium oxides. " The matrix elements of the
Hamiltonian were calculated numerically using a
meighted sampling procedure, which avoids the
mell known difficulties found in evaluating multi-
center integrals with an STO basis. In the pres-
ent calculation, the matrix elements were eval-
uated at 6500 points in the unit cell; the param-
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TABLE II. Parameters of the point distribution used
in the numerical discrete evaluatiozi of matrix elements
of the Hamiltonian and overlap. +p is the number of sam-
pling points inside a sphere of radius pp (in a.u. ) sur-
rounding each nucleus. N is the number of points taken
in the interstitial region.

Np

Vsites
0 sites
Interstitial

2.1
1.5

1300
500

eters of the sampling point distribution are sum-
marized in Table II. The pseudo random set of
sampling points was not chosen with symmetry
properties adapted to the crystal point group, so
differences in the eigenvalues obtained for levels
which should be degenerate by symmetry, gave
evidence for the degree of convergence of the
method; 6500 sampling points wee e necessary to
obtain a convergence which is always better than
8 mRy even in the highest conduction bands.

The LCAO-DVM band calculation was performed
at 30 inequivalent k points in the 1/16th irreducible
wedge of the Brillouin zone (BZ) represented in
Fig. 2; the a and 5 axis are divided into two parts,
and the c axis into four parts. The energy eigen-
values were then fitted by a linear combination of
21 symmetrized plane waves leading to a maximum
root-mean-square error of 3 mRy for the fitted
points in the valence and conduction bands. The
core level eigenvalues are also explicitly obtained
in the LCAO method, but for convenience only the
valence- and conduction-band states, in Rydberg
units, are plotted along several high-symmetry

'tltl V

«z
/

/
x / ~ M

/ (W)6
/

/

FIG. 2. The,
&

irreducible Brillouin zone of rutile
phase of VO2.

directions in Fig. 3. As the unit cell contains two
molecules, there are 12 valence states and 10 con-
duction states; the lowest 12 bands in Fig. 3 form
the oxygen 2p band, which has a maximum width
=4.6 eV at r.

An analysis of the wave functions at high-sym-
metry points shows that strong d components con-
tribute to the lowest portion of the "02p" valence
band, due to the formation of covalent 0 and m

states between- vanadium d and 0 2p functions.
At the top of the valence band, however, the V d
component is negligible; these states are essen-

5
-0.60

n.d.

-0.80 E p
-0794 Rl

FIG. 3. "0 2P" valence
banda and "V 3d" conduc-
tion bands of metallic V02
along several high-sym-
metry dir'ections. Ener-
gies are in Ry. The near
degeneracies (n.d.) of
some bands are indicated.

-I.3
5+

5-
-l.4

z ~ I & M ~ A s z
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tially 0 2P in character. This observation is in
agreement with the wave function analysis per-
formed for a molecular cluster model of VO„"
and Also with the band results of Caruthers etal."
Since the twelve "0 2p" states lie lower in energy
than the metal d states, they will be fully oc-
cupied, leaving one electron per vanadium atom
in the d bands.

A direct gap of -4.6 eV at I' separates the oxygen
2p valence band from the conduction states. The
orthorhombic component of the crystal field splits
the d states at l'. the lowest six bands correspond
to the "t~" symmetry states (for which the metal
d functions point into regions between the ligands)
split by the crystal field. The upper four bands
arise from "e " states and are formed primarily
by metal d orbitals pointing towards the ligands.
However, an inspection of the linear variational
coefficients of the wave functions shows that all
the "e " states have strong 0 2p components cor-
responding to antibonding V 3d-0 2P states. The
0 2p hybridization of the d "conduction states" is
far smaller in the "t, "bands and negligible for
the lowest-lying part of the t~ manifold; these
states result from V-V bonding along the e axis,
in agreement with the phenomenological model of
Goodenough. " This is also consistent with the ex-
periment of Ladd and Paul' who found that, in the
semiconducting regime just below T, , the re-
sistance decrease of VO, with stress along the c
axis is far larger than with effect of stress on the
basal plane (the reverse situation is found in
V,OJ; this suggested that in VO, the semiconduct-
ing gap opens up from states involving V-V inter-
actions along the c axis; we find those states to be
lying at the bottom of the d band iq metallic VO, .
We found however other d-bonding components in
the states below the Fermi energy; this is in
agreement with the fact that the conductivity does
not show a significant anisotropy. " The conduc-
tion band. has a total width of 4 eV at F, the states
arising from the splitting of the "t„"and "e "
levels each having a 2-eV width. As can be seen in
Fig. 3, the d bands (except for the lowest band in
the I' to M direction) show a non-negligible dis-
persion (of order 0.7 eV for the first band) and a
certain amount of overlap and crossing. The
Fermi energy falls at -0.44 eV above the bottom
of the d-band complex with "t&" character; the
overlap of the partially filled lowest two conduc-
tion bands with higher bands accounts for the
metallic conductivity. The low density of free car-
riers measured by Barker etal. "to be 2x 10"
cm ' is consistent with the quite small overlap
found in the present calculation.

We calculated the density of states (DOS) from
the Fourier series fit to the bands using an ac-

250—

I-
z 200

l75—

Q.
I50-

zI-
O

I25-

cn IOO-
Lij

l/l

O
50—

25—

0 I I

-I.50 -I.40 -1.50

I

I

I

J

I

I

U

I

I

I

I

I

I

I

I

I

I I
li

-I.20 -I.IO -0.80 -0.70 -0.60 -0.50
ENERGY (Ry) EF 0 794

FIG. 4. . Density of states for valence and conduction
bands of metallic V02.

curate integration scheme" in which we divided
the,—', th of the irreducible zone into 1500 tetra-
hedra, and assumed the energy eigenvalues to
vary linearly inside each microtetrahedron. The
DOS of the valence- and conduction-band states,
calculated on a 1-mRy mesh is plotted in Fig. 4.
The Fermi energy is found to fall in a sharply
rising portion of the DOS, at E~'= -0.794 Ry; there
are -144.4 (states of both spin)/(Ry unit cell) or
-10.63 (states of both spin)/(eV unit cell). This
represents a large increase from the value of the
DOS in vanadium metal [estimated to be -2 states/
(eV atom) (Ref. 58)].

From E = -0.830 Ry at the bottom of the d bands,
the DOS increases very sharply due to the flat
portions of the bands at that energy, around F,
and along I' to M; another large contribution is
expected near E = -0.810 Ry from flat parts of the
degenerate bands around R and the bottom of the
first conduction band in the A.Z direction. The
peak in the DOS at E= -0.780 Ry can be, assigned
to flat portions of the first two bands near X in
the XR direction and near Z in the ZR and ZI' di-
rections, from a flat portion of band 3 around l,
and also from a flat segment of band 2 along the
AZ direction. (The "d"bands are labeled here 1,
2, 3, . . . by increasing value of the energy. } An-
other peak in the DOS appears around E = -0.764
Ry due to flat portions of band 3 along AZ and
around Xin the XF and XR directions. The larg-
est peak in the 3d conduction band DOS occurs at
E = -0.734 Ry and can be assigned to flat portions
of bands 5 and 6 along X to R; A to Z, around R
(in the R to Z direction), and around M (in the M to
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A and M to F directions). This large peak is fol-
lowed by an abrupt drop in the DOS, as in the ener-
gy range -0.734 to -0.680 Ry, only some portions
of a single band (band 6) contribute. A very small
gap of 0.004 Ry separates the e from the t~ mani-
fold. In the e, band complex, the peak in the DOS
at E = -0.642 Ry can be associated with flat por-
tions of bands 7 and 8 around R in the RX and RZ
directions and also in the AZ direction. The main

peak in e manifold around E = -0.585 Ry comes
essentially from flat portions of bands 8 and 9
along I'Z, around M along MA and from band 9
along AZ.

The band calculation of Caruthers et al."was
performed, using a semiempirical warped muffin-
tin potential; the energy eigenvalues were obtained
with the APW method only at three high-symmetry
points in the Brillouin zone, as up to 400 plane

- waves were required to obtain convergence. A

Slater-Koster" fitting procedure was then used to
obtain the entire band structure, the resulting rms
error between APW and tight-binding eigenvalues
being as large as 20 mRy. The general features
of the DOS shown in Fig. 4 agree with the

Caruthers et al."results. We find more struc-
ture, because of our use of the accurate tetra-
hedron scheme, "compared to their rather coarse
(-10-mRy) histogram mesh. Their larger overlap
of the "t, " and "e " manifolds may be, in part, an
artifact of the histogram method; it certainly is
also due to the fact that the crystal potential used

by these authors corresponds to a smaller V 3d,
02P interaction which causes a smaller splitting
of the bonding and antibonding states. Their oxygen
valence band is also raised in energy (leading to a
smaller valence-conduction band gap) and the e,
states are lowered and show a greater overlap with

t„states.
Finally, we emphasize that since the Fermi level

falls in a region of large and strongly varying DOS,
its position must be determined with care. For
example, a shift of E~ by 2 mRy corresponds to a
variation of 0.3 in the number of electrons.

Several experiments providing information about

the valence and conduction bands of metallic VO,
are available. Verleur et al."studied the optical
ref lectivity and transmission spectra of metallic
(and semiconducting) VO, between 0.25 and 5 eV
and deduced, using a classical oscillator fit, the
optical constants; the small peaks around -2.8 and

3.6 eV in the imaginary part of the dielectric con-
stant (a.iso observed with small shifts in the low-T
phase) were ascribed by them to interband transi-
tions between the valence 02p band and the unoc-
cupied part of the conduction band. The structure
observed around 2.8 eV, which is far broader and
1 eV lower in energy than the corresponding struc-

ture in TiO„' was found to be consistent with a
band model in which a gap of -2.5 eV separates the
filled 0 2p band from 3d conduction bands. Also,
from the data of the semiconducting phase, the

gap appearing in the 3d band was estimated to be
-0.6 eV. From their x-ray-photoelectron-spectro-
scopy (XPS) results, which show both a narrowing
and a shift of the 3d DOS away from the Fermi en-
ergy in the low-T phase, Wertheim etal. "esti-
mated the semiconducting gap to be -0.7 eV. From
an ultraviolet photoemission study, Powell et al."
estimated the position of the top of the valence
band to be -2.6 eV below the Fermi energy; in this
data, however, the Fermi edge could not be re-
solved. More detailed information concerning the
density of states of VO, has been obtained fr'om

XPS data, independently by Blaauw et al."and

Wertheim etal." Their XPS spectrum is plotted
in Fig. 5 along with our calculated DOS. We note
that di~ect comparison of experiment with the
total DOS cannot be performed due to the large
ratio of V 3d to 0 2P photoemission cross sec-
tions. " A detailed comparison of the experimental
data with the band-structure results requires the
knowledge of the oscillator strength matrix ele-
ments involved in the transition. Calculation of
the required matrix elements was beyond the
scope of the present investigations; thus, we will
compare only the essential structure of the spectra
with the information provided by the total density
of states. The two sets of XPS data are in general
agreement concerning the width of the occupied
3d band and the onset of the 0 2p valence band.
There are, however, some differences; the data of
Blaauw etal. "shows a wider 0 2p bandanda different
intensity structure, As noted by Wertheim et al .,"
the XPS data show a wider occupied V 3d band than
found intheband structure calculations (this either
in ours or in that of Caruther et al."); they attribute
the structure of 1.3 eV to surface states, the XPS ex-
periments being performed on thin films. The
overall width of the 0 2p band found in our calcu-
lation (4 eV) is in agreement with the XPS data;
however, as in the case of the optical data" dis-
cussed above, this result cannot be compared to
that of Caruther. etal. since these authors chose a
semiempirical potential which brings the calcula-
ted band gap into agreement with optical data. "
The preliminary results of Chatterjee etal."
(using an ab initio crystal potential obtained by
superposition of neutral atom charge densities)
also led to a valence to conduction band gap con-
siderably larger than experiment. The same con-
clusion was drawn from a molecular cluster mod-
el of VO, ."

The x-ray vanadium L» «, emission and absorp-
tion spectra and the oxygen K emission band of
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VO, are available, "but shoe& no noticeable dif-
ference between the high- and low-temperature
phases. According to the dipole selection rules,
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to a combination of 0 2s V L«and VM~»«0
1s. Band B can be compared to the total DOS of
occupied conduction states because, as noted be-
fore, these states have a very small admixture of
0 2p functions. Band A corresponds to the pure
0 2p character of the valence band. We have al-
ready noted that pure 0 2p character is found at
the top of the band, while states at the bottom of
the band have large V 3d covalent contributions.
Thus the bottom of the band is expected to appear
with a smaller intensity in the V L«„, spectrum.
This qualitative observation agrees with the gen-
eral shape of band A which shows a tail of low in-
tensity on the low-energy side. The distance be-
tween peaks A and B, estimated by Fischer" to be
4.3 eV confirms the earlier observation that the
gap between valence and conduction states in our
calculation is too large. Note that the informa. -
tion given by band A of the V L««, emission spec-
trum and by the XPS data are complementary, as
the XPS spectrum is sensitive essentially to the
d component of the band. The DOS of the 0 2s
band was not calculated but the vertical lines
drawn in Fig. 6 indicate the position of this band
from our calculation. It is found that the position
of the 0 2s band is in good agreement with the
structure noted D in the spectrum.

The V L&&&«absorption spectrum shows consider-
able structure. " The different humps denoted 5,
c, d, e, lie, respectively, 0.5, 2.1, 3.2, and 3.8
eV above the absorption edge denoted as a. These
structures have to be associated essentially with
the V 3d character of the bands, as the V 4s con-
tribution in this energy range is negligible. Our
calculation of the width of the unoccupied conduc-
tion states with d character agrees with that ob-
tained from the x-ray absorption spectrum. The

total density of unoccupied conduction states in our
calculation shows even more fine structure than
observed. However, it is meaningless to assign
a one-to-one correspondence between experimental
and theoretical features without a projection of the
DOS onto its angular momentum components and a
calculation of the oscillator-strength matrix ele-
ments.

The observed oxygen K emission band" corre-
sponding to 0 2p -0 1s transitions is reproduced
in Fig. V. Structure C was found to be strongly de-
pendent on the dispersing crystal and will not be
discussed here. The main peak labeled B arises
from the oxygen 2p valence-band states. The
width of this band is in good agreement with the
result of the present calculation. Perhaps the
little shoulder between peak B and structure C is
due to the subsidiary 0 2p character of the oc-
cupied V 3d states; it is, however, extremely
small, as indicated by our calculation.

The general features of the band-structure cal-
culation are thus in reasonable agreement with ex-
perimental spectra, with the notable exception of
the 0 2p-V 3d gap. A self-consistent potential, in
giving a better account of the charge transfer from
the vanadium to the oxygen ions could reduce the
magnitude of the 0 2p-V 3d gap and give better
agreement with the x-ray, XPS, and optical data;
however, the method presently used will have to be
improved with respect to computing time before
such calculations are feasible. We should also
point out that a theoretical determination of the
0 2p-V 3d band gap for direct comparison with
previously quoted experiments requires the eval-
uation of energy differences between excited and
ground states of the system; in this paper, we are
only concerned with ground-state properties.
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FIG. 9. Fermi-surface cross section of band 2 in the
1 ZR plane; shaded portions indicate occupied regions.

FIG. 8. (a) Fermi-surface cross sections of the lowest
'V 3d" conduction band (band 1) on high-symmetry planes
determining boundaries of the

&6
th irreducible Brillouin

zone. Shaded portipns indicate the occupied regions.
(b) Fermi-surface cross section of band 1 in the FZR
plane. Shaded portions indicate occupied regions; ar-
rows indicate the nesting vector q = I'R.

III. FERMI-SURFACE GEOMETRY
AND GENERALIZED SUSCEPTIBILITY FUNCTION

A. Fermi surface

As stated previously we find that the Fermi sur-
face (FS) of VO, is determined by the first two
lowest d bands. Each band is partially filled lead-
ing to electron surfaces around I', M, and R. For
band 1, which contains 66.4% of the two electrons
occupying the conduction bands, there is a supple-
mentary electron surface centered around the
middle of ZA. The FS cross sections in the high-
symmetry planes forming the boundary of the
,—,th irreducible wedge of the BZ are given in Figs.
8 and 9, for bands, 1 @nd 2 respectively.

The most noticeable features for the band 1 FS
cross section is the existence of flat portions (cf.
FXRZ plane) which nest into each other when
translated by q = (-,', 0, —,'). Similar cross sections
are found in the planes perpendicular to the y axis
with origins (0, 0, 0) & q & (0.2, 0.2, 0.2), leading to
a "cylinder" of small height along the y axis. The
"nesting" observed in this Fermi surface is how-
ever limited, due to the small height of the cyl-
inder. We shall see further how this feature af-
fects the response function of the conduction elec-
trons of this system.

Although Caruthers etaL" did not give the
Fermi-surface cross sections resulting from their
calculation, inspection of their bands plotted in
several symmetry directions indicates some sim-
ilarities and differences with the present results.
In addition to bands 1 and 2 crossing E~, their re-
sults have very small electron pockets around F
due to bands 3, 4, 5. However, as observed in
the present work, the major contribution to the
Fermi surface arises from bands 1 and 2. The
diffei. ence concerning bands 1 and 2 is the size
of the electron pocket around R (larger in the
Caruthers et al. calculation) compensated by a
smaller size of the electron surface around I'.
Also, in the work of Caruthers et al. ,

"the elec-
tron surfaces for bands 1 and 2 around l" are not
connected to the piece around M, contrary to our
result. However, the major features of the FS,
essentially determined by the first two bands form-
ing electron pockets around I', M, R, and for the
first band around the middle of ZA, is common to
the two calculations. We attribute the differences
between the two calculations concerning bands 1
and 2 Fermi surfaces, in large part to the in-
terpolation procedure used by Caruthers et pl."
based only on three calculated ab initio points in
the Brillouin zone. This restriction was of course
Q.ctated by the difficulty of the calculation. We do
not think that dif'ferences in the crystal potential
would strongly affect the shape of the Fermi sur-
face for the following reason: since, in the lower
part of the "t~" manifold (where the states have
essentially a V 3d character and the residual 0 2p
admixture of the wave functions is neghgible, the
shape of the bands which determine the FS will not
be very sensitive to differences in the overlap or
charge transfer from the vanadium to the oxygen
atom. It is very unlikely that self-consistent
iterations would change the main features of the
Fermi surface found in the present calculation.

B. Generalized susceptibility

The band structure of the conduction states was
used to evaluate the generalized susceptibility
function of the system. In the random-phase ap-
proximation, the wave vector and frequency-de-
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pendent dielectric function ean be written

e(q, (o) =1+ (4ve'/Qq')y(q, &u),

x(q, ~) =x.(q, ~)+f x.(q, ~)

where E„g„f, are, respectively, the energy
eigenvalue, wave function, and occupation number
of state k (k stands for bath wave vector k and
band index n). P~, refers to the integration over
the Brillouin zone. The oscillator strength matrix
element in Eq. (10) imposes the restriction k' =k
+ q+ 5, where 0 is a reciprocal-lattice vector

The importance of the imaginary part of e(q, &u}

for ref lectivity, and dynamical form factors is
vex'y well known. The static susceptibility func-
tion

ReX(q, ~=0}=- ' ' Pt't' (q}l'

also contains interesting physical information, as
it measures to first order the response of the
electrons to a perturbation; its impox'tant role in
the onset of electronic instabilities such as spin-
density waves" (SDW), CDW, and also lattice in-
stabilities, "is expected.

In the case of CDW (or SDW), a lower energy
resulting from the promotion of electrons from
orbitals with one spin to orbitals of the same (or
opposite) spin, can be sustained by the Fermi-sur-
face geometry since a nesting feature is favorable
to the promotion of electrons from an electron to
a hole portion of the Fermi surface. This repopu-
lation can be also achieved by the scattexing of the
electrons by phonons through. the electron phonon
interaction. It can be shown that the generalized
susceptibility function y(q) plays an important role
in the expression of the xenormalized phonon fxe-
quencies and that, under simplifying assumptions,
a divergence in y(q) can lead to a softening af the
corresponding vibrational mode. Recently, we
interpreted" anomalies in the phonon dispersion
curves of high-temperature superconducting trans-
ition-metal cmbides in terms of an overscreening
of the corresponding lattice vibration by the con-
duction electrons which manifests itself by large
values of y(q) at certain q values. The correla-
tion between Fermi-surface features and anom-
alies in the phonon-dispersion curves was first
proposed by Kohn" for a free-electron gas. Note
that in this case, while X(q) does not show any di-
vergence at 2k~, a divergence in its gradient can
cause a discontinuity in the gradient of w and thus
lead to a "kink" (Kohn anomaly) in the phonon spec-
trum. %Ye should recall that besides the impor-

tance of X(q) in the formation of a, SDW CDW state
or in phonon anomalies, other factors such as the
electronic Coulomb, exchange and correlation in-
teractions, as well as the electron-phonon matrix
elements play a major role. The intexplay of these
different quantities in producing a SDW vexsus a
CD% ground state coupled to a periodic lattice dis-
tortion has been discussed by Chan and Heine. "

We will focus here on the physical information
contained in the generalized susceptibility function
alone. As can be seen from Eq. (11) maxima in the
susceptibility ean occur when states of different
occupancy are connected by a wave vector q. This
is the case when large pox'tions of the Fermi sur-
face *'nest" into each other by translation with vec-
tor q or if flat parallel bands can be connected by
a given vector q ("volume effect").

The calculation of matrix elements (ME}, when

performed with actual Bloeh functions and accurate
integration procedures is not a trivial task"; ap-
proximate methods using tight-binding functions
have been also used. " Even though an accurate
calculation of the matrix elements would be de-
sirable, we believe, however, that the suscepti-
bility in the constant ME approximation contains
essential physical information through the energy-
dependent term. In the present calculation, we

assumed the oscillator-strength matrix elements
to be constant and we discuss separately intraband
and interband contributions to the susceptibility,
since it is well known that the matrix elements affect
them in very different ways. Using theWannier repre-
sentation of the Bloch functi, ons" it can be shown that
the matrix elements multiply the intraband contribu-
tion by a function behaving like the square of an
atomic form factor, i.e., slowly decreasing away
from the zone center. By contrast, the (usually
large} value of the interband transitions becomes
identically zero at q =0 when matrix elements are
included and, if the interband part does not show

any prominent feature, the effect of matrix ele-
ments will be largely to suppress the background
arising from the interband contribution.

The BriQouin-zone integration required in Eq.
(ll) was performed by means of an accurate ana-
lytic linear-enexgy tetrahedron scheme, "similar
to that used for the density-of-states calculation.
With 1500 tetrahedra in the —,', th irreducible wedge
of the BZ, we recovered from the intraband con-
tribution in the q - 0 limit the value of the density
of states at E~ with an aeeuxacy better than 1/p.

The intraband contributions from bands 1 and 2
and the total interband contributions from the six
bands belonging to the I;, manifold are plotted sep-
arately in Fig. 10, along three high-symmetry di-
rections I'B (1,0, 1); I'P (-,', —,', 1) and RP ($, 2
—$, —,'). The total intraband value increases away
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FIG. 10. The generalized susceptibility function g(q)
of metallic VO2 is given along several symmetry di-
rections, with contributions from the lowest six 'V 3d"
conduction bands. Curve (1) is the intraband contribu-
tion of band 1; curve (2) the intraband contribution of
band (2); the curve labeled (1) +(2) is the total intraband
contribution. The upper curve is the sum of all interband
contributions from the six bands belanging to the fully
split "t &"manifold; note the break in the vertical scale.

from I' and shows a sharp rise at the zone bound-
ary R. The peak at R in the intraband function
corresponds to a 29% increase from the value at
1; this peak is due to the band-1 contribution and
can be associated with the "nesting" features with
wave vector q = (-,', 0, —,') mentioned above. Due to
the accuracy of the band calculation, we checked
that a shift in the Fermi energy by 2 may did not
affect the peak obtained at R in the intraband. con-
tribution; we found that the overall magnitude of
the y(q) curve was reduced, as it scales with the
value of the DOS at E„, but the peak at R re-
mained, becoming slightly broader. The magni-
tude of band-1 contribution to y(q) is generally
59%%up higher than the band-2 contribution through-
out the Brillouin zone. This latter contribution

shows in the I'R direction a broad structure for
0.3 &q &0.8 associated with contributions from the
FS piece around I', as the electron pocket around
R has essentially the same characteristics for
both bands.

The total interband contribution is remarkably
flat and the resulting large background which it
provides to the total y(q) would be largely sup-
pressed by the effect of the matrix elements. As
no noticeable structure can be observed in the in-
terband part, this contribution will be ignored in
the rest of the discussion.

The 1P direction is also interesting for study as
the second-order phase transition of the isoelec-
tronic compound NbO, is thought to be driven by a
soft phonon at the zone boundary P, and the exist-
ence of a CDW with wave vector q=I'P has been
proved after observation of critical scattering by
elastic neutron diffraction. " As shown in Fig. 10,
the total intraband contribution increases away
from 1" in the I'P direction. The band-2 contribu-
tion has the same features as in the I'A direction
but the band-1 contribution drops for q
& (0.4, 0.4, 0.8) and does not show a peak at the
zone boundary P. The total intraband suscepti-
bility has a broad maximum around q
= (0.45, 0.45, 0.9); the height of this structure is
smaller, however, than the sharp peak at R found
in the I'R direction. Even though NbO, is isoelec-
tronic to VO„details of the electronic structure
of the two compounds are expected to be different.
The larger binding of the Nb atoms in NbO, . com-
pared to the atoms in VO„ in the monoclinic as
well as in the rutile phase, is confirmed by the far
larger transition temperature T, =1081 Kfor NbO,
T,=341 K for VO, . Also, the c/a ratio is smaller
for NbO, than for VO, and TiO, indicating stronger
metal-metal bonding along the c axis for Nb. The
interaction of two Nb atoms along the c axis is cer-
tainly stronger than that for two V atoms in VO„
as the 4d atomic functions have a larger spatial
extension than the 3d functions and this stronger
overlap cannot be compensated by the small in-
crease in length of the c axis from VO, to NbO, .
Consequently, the width of the Nb 4d band is ex-
pected to be larger. This could lead to substantial
differences in the details of the conduction bands
and consequently to a different Fermi surface and
a possible shift of the structure observed around
q=(0.45, 0.45, 0.9) towards the zone boundary at
the P point. This possibility cannot however be
ruled out without a detailed study of the electronic
structure of NbO, . We also note that for this com-
pound, a different explanation which does not in-
voke an anomalous behavior in g(q) at the point P,
has been proposed. "

Strong x-ray diffuse scattering has been ob-
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served" along the Rp direction in reciprocal space
for the nonstoichiometric alloy Vp 9Nbp y02 Based
on experiments in VO, , NbO„and V„Nb, ,O„ the
RP segment has been thought to be the locus of the
soft phonon modes responsible for the structural
phase transformation. We should recall however
that for V, ,Nbp y02 the metal-to-semiconductor
transition is not accompanied by a full structural
phase transformation but by a local bidimensional
ordering with a pairing of V atoms in the (110)
planes of the rutile structure, with little correla-
tion between these planes. " Since, from Fig. 10,
y(q) drops constantly from 8 to P the conduction
electrons of VO, do not show any anomalous be-
havior in this direction. However, y(q) is highly
sensitive to details of the electronic structure; its
detailed behavior can be expected to be modified
upon alloying from that obtained for VO, .

The results for y(q) determined for VO, along
these several symmetry directions show an abso-
lute maximum to occur at the point R in reciprocal
space, which arises essentially from the FS nest-
ing features of the lowest conduction band. Thus,

the response function of the conduction electrons
of the system shows an instability at the zone
boundary R. The Fermi surface can sustain a
charge density wave and, even though the phase
transition for VO, is first order in nature, this in-
stability could manifest itself by an overdamping of
the corresponding phonon mode with wave vector
q = (-,', 0, —,'), due to the renormalization of this mode
through the electron phonon coupling. This partic-
ular vector is compatible with the change from
rutile to monoclinic structure" and leads to a dou-
bling of the unit cell in the low-temperature phase.

Our calculation of the response function shows
that it may be possible to interpret the structural
phase transformation in VO, in terms of a con-
densation of phonons at the point R of the rutile
Brillouin zone. No definite conclusion can be
drawn from the present calculation about the iso-
electronic NbO, compound because the dielectric
susceptibility is sensitive to the details of the band
structure and quantitative changes are expected
for NbO, in view of the stronger metal-metal in-
teraction in this compound.
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