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Magnetization was measured between 4.2 and 290'K in fields up to 70 kOe on liquid-quenched

GdsoAu20 amorphous alloys. The Curie temperature and critical exponents P, y, and 5 are found to be

149.45 ~ 0.2'K, 0.44 ~ 0.02, 1.29 + 0,05, and 3.96 ~ 0.03, respectively. The data are fitted to an equation

of state previously derived for a second-order phase transition in fluid systems. It is found that the

magnetization exponent P of amorphous ferromagnets studied so far has a value -0.4, slightly enhanced

over those observed in corresponding crystalline elements, and the estimated specific-heat exponent O. is

negative. Both are in qualitative agreement with theories on the critical behavior of random systems. The
effects of structural disorder on the magnetic properties studied are compared and discussed with recent

theories on amorphous magnetism, A comparison of the magnetization data with Handrich's theory for

amorphous ferromagnets suggests that in our amorphous alloys the average fluctuation in the exchange

constant (J) can be an appreciable fraction of J itself. The effective magnetic moment in the paramagnetic

state has a value of (8.9 ~ 0, 1)p,B per gadolinium atom. The saturation moment extrapolated to O'K equals

(7.0 + 0.25)p,~ per Gd atom, The low-temperature saturation magnetization follows the T '" law from 0.13

T, to 0.80 T, . The mean exchange integrals J determined from the Rushbrooke-%'ood formula and spin-

wave theory are found to be 2.28 ~ 0.15'K and 1.34 ~ 0.08'K, respectively. The exchange constant of the

Ruderman-Kittel-Kasuya-Yosida interaction as estimated from the de Gennes model (J& 0.19 eV) is not

drastically reduced in this amorphous matrix. Finally, the Curie temperature of pure amorphous Gd is

estimated and its value compared with those obtained from experimental extrapolation.

I. INTRODUCTION

Magnetism in structurally amorphous alloys has
been the subject of considerable interest not only
as a topic in solid state physics, but also because
of its technological potential. Hare-earth-tran-
sition-metal binary alloys in the amorphous state
have been prepared in bulk form by d.c. rapid sput-
tering and by coevaporation as thin films. ' '
Amorphous rare-earth-noble-metal alloys have al-
so been prepared by these techniques, ' ' and by the
method of liquid quenching. ' The compositional
ranges of the systems investigated with the excep-
tion of Gd-Ag alloys4 are on the transition-metal
side of the binary phase diagrams. Previous atten-
tion has been focused on compositions correspond-
ing to some crystalline counterparts' (e.g. , R-Fe„
where R =Ho, Gd, Th,. and Y). Magnetization and
Curie temperature measurements have been car-
ried out to study the magnetic properties (e.g. ,
magnetic moments, local anisotropy, and exchange
interactions, etc )of the a. lloys. A mean-field
model of the magnetic properties of B-Fe, amor-
phous alloys has been developed" which incorpo-
rates a Fe spin whose dependence on parameters
is derivable from Mossbauer spectra. The mag-
netic structures for both transition-metal and
rare-earth moments have been studied by neutron
scattering and Mossbauer-effect measurements. '

Besides these measurements, there was a basic
problem of whether or not a second-order magnetic
phase transition can exist in random systems.

'Theoretical investigations using renormalization-
group analysis and cumulant expansion technique
in the Ising spin models and isotropic Heisenberg
spin models were made for these systems. ""
Criteria for observing a sharp transition in a ran-
dom alloy were discussed. Meanwhile, magnetiza-
tion and specific-heat measurements were carried
out" on splat-cooled amorphous transition-metal
alloys. For some of the systems studied, particu-
larly the Co-P-B, Fe-P-C and Metglass 2826A al-
loys, the results indicated a sharp transition with
well-defined critical exponents. The reduced mag-
netization and field follow an equation of state de-
rived for second-order phase transition in fluid
systems, "with the critical exponents satisfying an
equality relation. Previous experiments have been
performed to investigate the critical behavior of
ferromagnets in the crystalline st3te."" Most of
the materials studied have critical exponents quite
close to the theoretical values derived from the
Heisenberg model. A similar trend was also ob-
served in amorphous ferromagnets" near the Curie
temperature, indicating the dominance of short-
range forces.

In amorphous transition-metal alloys where the
d-d overlaps play a significant role on their mag-
netic states, the amorphous ferromagnetism is
discussed in terms of a distribution of the Heisen-
berg exchange interaction. "" There exist other
microscopic theories" "which predict the magnet-
ic properties of disordered alloys using the site
diluted or bond random models. In the rare-earth-
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transition-metal alloys (such as HoFe, and TbFe, ),
it is suggested" that the Ruderman-Kittel-Kasuya-
Yosida (RKKY) exchange interaction" between the
magnetic atoms is constant and the amorphous na-
ture of the alloy is manifested in a random dis-
tribution of local anisotropy field. However, the
situation might be different in our amorphous Gd-
Au alloys where Gd is an 8-state ion. The aniso-
tropy field effect is expected to be small and one
can focus on the other effects of amorphousness on
the magnetic properties.

We report here the results of magnetization mea-
surements for bulk amorphous Gdsp Au2p alloys ob-
tained by liquid quenching. Gold is chosen as the
glass former, both for metallurgical reasons and
for the fact that it contains no unfilled d and f
shells. The purpose of this paper is twofold.
First, a detail study is made on the critical be-
havior of amorphous Gd„Au„alloys around its
Curie temperature. We determine the spontaneous
magnetization and initial susceptibility values in the
critical region. This allows determinations of the
critical exponents and T,. Magnetization results of
single-crystal""'" Gd were found to depend
strongly on the crystal axis along which the field
was applied. Measurements on amorphous Gd are
expected to yield an averaged result of some cor-
responding crystalline values. Possible asymptotic
equations of state are to be investigated following
the work of Kouvel and Comly. " An attempt is
made to compare the results of different amor-
phous alloys with existing theories on the critical
behavior of disordered systems. The roles played
by different forces in the vicinity of Curie transi-
tion are also considered. Second, me study the ef-
fect of structural randomness on the magnetic
properties [effective moment p, ,«, saturation mo-
ment )Lo~, T„spontaneous m. agnetization M, (T),
and saturation magnetization M(~, T)] of Gdsp Au».
Comparison of the present results with those of
crystalline compounds and solid solutions is made.
These results are extrapolated to the case of pure
amorphous Gd and compared with theoretical pre-
dictions whenever possible.

The format of this paper is as follows. In Sec. II,
experimental procedures and results are present-
ed. Section III consists of three subsections from
A to C. Section IIIA describes the processing of
raw data to obtain final data for analysis. In Sec.
IIIB1, critical behavior around T, is investigated
using data from detail magnetization measure-
ments up to -40kOe for every degree in the tem-
perature range ~T —T, ~~ 10'K. The critical expo-
nents are discussed in terms of models and local
interactions. Section IIIB2 presents an equation
of state graphically. The parameters involved
come from the scaling law hypothesis. Asymptotic

equations of state very close to T, are also ob-
tained and discussed. Section IIIC gives the values
of p,«, p«, M, (T), and M(~, T) T.hese values
are compared and discussed with those of crystal-
line systems. The values of the mean exchange in-
tegrals are obtained from the spin-wave theory"
and the Bushbrooke-Wood formula. " The effects
of structural randomness on the magnetic proper-
ties are discussed. - The last section is the sum-
mary and conclusion.

II. EXPERIMENTAL PROCEDURES AND RESULTS

The Gd«Au20 alloys were prepared by induction
melting of the appropriate constituents on a silver
boat under an argon atmosphere. Samples were
then quenched from the liquid state using the "pis-
ton and anvil" technique described in Ref. 35. The
cooling rate is estimated to be of the order 10' 'C/
sec. Samples prepared by this technique were in
the form of foils with surface area of -2 && 2 cm and
thickness of about 40 p, m. The structure of each
sample was checked by x-ray scanning with a No-
relco diffractometer. Only samples containing a
single amorphous phase were retained for detailed
experimental studies. The x- ray diffraction pat-
terns (CuKn) of these samples were cha, racterized
by a broad maximum centered at 32.8' with a full
width at-half maximum at 4.6'. According to the
Sherrer formula, this corresponds to an effective

0
microcrystal size of -17 A, which is typical of a
glassy metal. " It should be added that by analyzing
our magnetization data we found a small amount of
crystallization in the samples (=2/p of a sample)
which cannot be detected by the rapid x- ray scan-
ning technique. No significant annealing effect is
observed for the amorphous phase at room tem-
perature during periods of several weeks. Sponta-
neous crystallization is observed at temperatures
of about 200-250 'C.

The Curie temperature T, was observed using a
standard ac inductance bridge technique. The T„.
estimated from the inflection point of the signal in-
tensity was found to be -149 K. Magnetization
measurements as functions of magnetic field and
temperature were carried out by using the Faraday
method with an Oxford Instruments Magnetometer
described elsewhere. " Samples used in the
M(H, T) measurements were in the form of disks
(3 mm in diameter) punched from foils. The ther-
mal output control for the temperature has an ac-
curacy of 0.05'K. Measurements for M(H) were
made approximately every 20 'K from 4 to 290 'K

except near T„and for fields up to 70 kOe. Near
T, (=149 'K), measurements were made every 1 'K

in the temperature range 136-160'K, and for fields
up to 40 kOe.
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E g

5kOe
—Debye —Weiss

just an averaged result. The value 70 emu/gkOe
for the demagnetizing constant can be verified con-
sistently by noticing that the M(H ) curves around

T, (determined:later) should intercept the demag-
netizing line only at the origin as shown in Fig. 1.
Corrections for the demagnetizing factor and for
the crystalline inclusions are taken into account in
the analysis presented in Sec. III 8.

0.5 j.O

B. Critical behavior and the magnetic equation of state

1. Critical exponents

FIG. 4. Magnetization I'for Gdprecipitates atdifferent
fields vs reduced temperature T/T, withT, =293 K. The
saturated magnetization obtained at 5kOe is fitted to a
Debye-Weiss curve with S=

2 .

viations of - 4/0 due to spin-wave excitations were ob-
served, "as indicated by the dashed curve. At 0 'K the
contributions from crystalline inclusions represent
only 2.5/o of the total saturation magnetiza-
tion for our sample. But in the critical region for.
the amorphous phase (around 150 'K) and for the
low-field data, (H & 5 kOe), both crystalline and

amorphous contributions have the same order of
magnitude. These difficulties were apparently
overlooked in previous studies" on the critical be-
havior in amorphous ferromagnets. We determine
in a consistent way the amorphous contribution and

the magnetization due to Gd precipitates by exploit-
ing our data graphically. In Fig. 3, we obtain the
isotherms at T &190'K for the precipitates by plot-
ting M'(H)=M(H) —X,H, where X, is determined
from the linear pa, rt of M(H ) (5~H~ 20 kOe). It is
observed that the M'(H, T) data at fields below 5

kOe follow the smooth curves as shown in Fig. 4.
The shape of these curves resembles somewhat the

one at 5 kQe which is fitted to a Brillouin function

(S = —,'; T, =293 'K). The monotonic behavior of
M'(H, T) allows us to determine the values of the

Gd precipitates magnetization for H &5 kPe and 140
» T» 160'K. The uncertainty involved in this pro-
cess is estimated to be -5/o. It should also be
mentioned that the uncertainty on the raw data is
-0.5%.

The demagnetizing constant is determined from
averaging the initial slopes of the corrected M(H )

curves below T,." The average value of the initial
slopes over the temperature range 4&T &140 K is
approximately 70 emu/gkOe. This correction me-
thod simply assumes that X,'=0 below T,. At low

fields, the samples tend to deflect slightly from the
center of the sample tube to a position where the
field direction is not known. " Thus the geometric
interpretation of this demagnetizing constant; is not

obvious and should not be taken seriously. It is

The second-order phase transition around the
Curie point is characterized by a set of critical ex-
ponents and a magnetic equation of state. Relations
between the exponents are obtained by the scaling
hypothesis approach developed by several au-
thors. """The results of the static scaling ap-
proach indicate that the exponents should be ade-
quately described by two parameters. Here we will
discuss the three exponents P, y, and 6 for the
present system. The exponents P and y are those
describing the temperature dependence of the spon-
taneous magnetization (H = 0) just below T,

M. -lT T.l, (1)

and that of the initial susceptibility just above T,

){.-IT-T.
l

' (2)

The exponent 6 describes a relation between M and
HatT

M-a'~'

The scaling law implies

~ =t)(5- 1),
and a simple form of the magnetic equation of state
in the critical region given by

I /m = f,(m), (5)

where the plus and minus signs denote tempera-
tures above and below T„respectively. The nor-
malized quantities are m =M/ 1 —T/T, l~ and h

=H/ll —T/T,
l

'. First, we present and justify the

graphical method we used for the determination of
T, and of the critical exponents. Then, we give the
results of our analysis with an estimate of the un-
certainties. Finally, we compare our results with
theoretical predictions.

a. Method. The exponents of the amorphous

Gdsp AU2p al loys w il l be d etc rm ined by the graph ica l
method using Eqs. {1)—{3). A conventional tech-
nique developed by Arrott4' and Kouvel4' w'as to
plot the data at various temperatures as M' vs H/
M. This convenient method was based on the mole-
cular-field theory. It can be understood by expand-
ing the self-consistent mean-field relation M„=M
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B,[p(H+MVI)/kT] for small H around T„where B,
is the Brillouin function for spin quantum number
S, p, is the magnetic moment per atom, and A. is the
exchange coupling constant. It can be shown that P
= —,', y = 1, and 6 = 3 using this approach. The inter-
cepts along the M ' axis (i.e. , H/M = 0) and H/M
axis (i.e. , M'=0) give the square of the spontane-
ous magnetization M, and inverse initial suscepti-
bility Xo, respectively. If 6=3, the initial slopes
of M' vs H/M should be almost equal by consider-
ing the equation of state around T„and the inter-

ceptss

can be de te rmined conveniently. Unfortu-
nately, it has been observed that 6 is closer to four
than three, which gives large gradients

N

0
W 2

IOO 200

M
(oeg/emu)H

300

dM'
d(H/M )

near T,. The fa.ct that the isotherms M'(H/M) and
the M' axis are almost parallel introduces difficul-
ties in determining M' accurately. In fact, experi-
mental results in the literature" indicate that it is
easier to obtain (H/M )„,than M,' because of the
large gradients near T, . Following the work of Ar-
rott and Noakes, "Mizoguchi et al."obtained M,
and Xo by plotting M'' vs (H/M)0'". However,
there is no a Priori reason to plot M'~8 vs (H/
M)'~', since the exponents are not yet determined.
Even if P and y are known, it is not clear that this
plot is physically meaningful or that it does give
the correct values of M, and X,'. In fact, the equa-
tion of state proposed in Ref. 17 is in conflict with
the results of Kouvel et al."at low fields. We pro-
ceed in a slightly different fashion. We first de-
termine X,'(T) using the conventional M' vs H/M--
plot. Equation (2) tells us that a, plot of the inverse
of dlog» yo'(T)/dT vs T should give a straight line
near T,. The reciprocal gradient of the straight
line and its intercept with the T axis should give
the exponent y and T„respectively. Knowing T„
we plot log»M vs log»H from Eq. (3) to obtain 5.
These values of y and T, can be checked consis-
tently when we determine P later. Then we plot
M» vs H/M to determine M», where P is a con-
venient integer slightly larger than & —1. It is
hoped that the gradients

FIG. 5. M2 vs H/M for every 'K from 150 to 160 K.

tributions to M(H )] mentioned in Sec. IIIA, must
be taken into account. By doing so, the points
(M', H/M) a.re shifted to [M'(1+2 &M'/M), (H/M)
(1 —5M'/M)]. An order of magnitude of 5X

' can be
estimated assuming tha. t the portions of M'(H/M)
are rather linear below 500 Oe: for T between 150
and 160'K, 5M' =+0.04 emu/g at 500 Oe (Fig. 4),
and M =2 emu/g; thus giving 5yo' =+0.02(H/M )500
Oe. To determine the exponent y we rewrite 1/(d/
dT) log„X,' as I/y, (dx, '/dT). The values of both )(,'

and dXO'/dT a.re determined from the Xo'(T) curve.
Such experimental details have been discussed fully
in Ref. 18 and will not be repeated here. However,
two corrections must be made in differentiating Xo .
The first concerns drawing a smooth curve through
the Xo data points. Small variations are possible
thus giving uncertainty bounds on dII, '/dT. Second,
the temperature T at which the local derivative
dpi, /dT is defined is uncertain to within +0.05 'K.
Finally, an intrinsic uncertainty of +0.05 'K associ-
ated with the performance of the thermal output
must also be considered. All these when taken to-
gether give two-dimensional uncertainty bars in the
plot of I/(d/dT) log»y, ' vs T. Such plot is shown
in Fig. 6. The size of the close-circled points can

d(H/M )

near T, are finite and almost equal to the value of
dM '/d(H/M) at T, . IIsing Eq. (1), a plot of the
inverse of d log, M, /dT vs T should give a straight
line with gradient equal to P

' and intercept at T,
along the T axis.

b. Analysis. In Fig. 5, M' is plotted aga. inst H/
M for T &T,. The intercepts at M = 0 give the re-
ciprocal initial susceptibility y, . When we plot y,
vs T, the uncertainty 5M' [+5% of crystalline con-

x 4

O

0
l 49 l5l I55 l55 l 57

T ( K)

I

159

FIG. 6. Inverse of dloggoXO /dT vs temperature gives
the critical exponent y and Curie temperature T, accord-
ing to text.
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already account for the experimental uncertainties.
The straight line obtained from a least-square fit
through the centers of the circles gives values of
y = 1.29 and T, = 149.45 'K. Then the least-square
fits through the edges of the circles to yield the
maximum uncertainties give y = 1.29 + 0.05 and T,
=149.45+0.2 'K. It should be mentioned that these
results have been checked by an iterating scheme
together with the determinations of P and 5.

In Fig. 7, the values of logioM vs logioII are pre-
sented for the two temperatures 149 and 150 'K for
fields from 500 Oe to 70 kQe. The reciprocal
gradients so obtained represent the values of 5 for
the two temperatures. They are found equal to 3.98
and 3.94, respectively. Since these two values are
almost equal for temperatures +0.5 K from T„ it
might not be meaningful to determine 6 by repeat-
ing a measurement of M(H ) at 149.45 'K. Perhaps
it is more relevant to compare these values of 6

with the one obtained from Eq. (4) knowing P and y.
The uncertainty in 6 is found to be small compared
with that in the y value. This can be understood
roughly as follows: the fractional uncertainty in 6

is estimated from

1- log„M/log»(M+ 5M') = (5M'/M )/log„M,
5M' =0.2 emu/g, M —50 emu/g

for H &5 kOe (Figs. 4 and 7); thus giving a small
uncertainty of 0.0016. Likewise, the effect due to
fluctuations in the applied field associated with the
performance of the apparatus can be estimated at
500 Oe and higher fields; the fluctuation &H/H
=0.003 adds another error of 0.0016. Errors in
the graphical determination of 6 should also be in-
cluded.

Knowing 5, the aforementioned parameter P(=5
—1) is taken to be 3. In Fig. 8, M' is plotted ver-
sus H/M. It is seen that the lines are almost par-
allel at small H/M for temperatures ranging from
149 to 136'K. The initial gradients make it easier

20

0
0 100 200 300

—(Oeg/emu)

400 500

FIG. 8. Msvs H/M for every 'K from 140 to 150 K.
The curve for 138 K is also included.

20

a I—0 U~ io

0
138 143 148

FIG. 9. Inverse of d log&OM, /dT vs temperature gives
the critical exponent P and Curie temperature according
to text.

to determine M,' and thus M, . We can correct the
crystalline contribution to M, in a similar fashion
as we did for X,'. Assuming that the curves are
ra. ther linear below 500 Oe, M ~10 emu/g and 5M'
~0.05 emu/g at 0-500 Oe for T ~ 148 'K, the un-
certainties 5M, when propagated to H/M = 0 are
bounded by +0.005 times the magnetizations at 500
Oe, since 5M' is smaller at decreasing H/M.
Again, we rewrite 1/(d/dT) log„M, as M, /(dM, /dT)
and obtain the quantities M, and dM, /dT from the

M, -vs-T plot. This is proceeded in a similar way
as discussed beforehand. With the uncertainties
both in M, and T manifested by the closed-circle
points, the mean straight line in Fig. 9 determines
P = 0.44 and T, = 149.45 'K after an iterating pro-
cess. Corrected values from other straight lines
give P =0.44+0.02 and T, =1 94.45+0.2 'K. Substi-
tuting y= 1.29+0.05 and p = 0.44+0.02 in Eq. (4) im-
plies 6 = 3.93+0.26 within the range of the values
determined earlier for T =149 and 150 K. How-
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ever, such a large uncertainty is unlikely in view
of the former determination of 5 (uncertainty of
0.0025). We would rather take a va. lue of 5 extra-
polated to 149.5 K from the two values determined
beforehand. Thus, without loss of accuracy, we
determine 5 = 3.96+ 0.03 taking also into account all
the experimental and graphical uncertainties.

c. Discussion. First, we comment on our criti-
cal exponent values and on the experimental tem-
perature range for the scaling behavior in terms of
Heisenberg model and mean-field theory. Then we
discuss the trend of enhanced values for P as ob-
served in amorphous ferromagnets. Finally we
compare our calculated values for the critical ex-
ponent n with model predictions for amorphous
magnetism.

Model calculations of the critical exponents have
been made for the Ising and Heisenberg models for
several dimensionalities d and spins S. It is ar-
gued that the applicability of these results depend
both on the dimensionality d and the nature of the
interactions which determines a parameter d
whether they are long-range, short-range, or uni-
axial forces. Derivations of these relations are
reviewed by Kadanoff" using the renormalization-
group theory. In particular, for short-range inter-
actions with d = 4 & d, one expects to observe non-
classical exponents. A summary of theoretical and
experimental amorphous results is presented in

Table I. It can be seen that the experimental val-
ues follow fairly well the Heisenberg predictions,
indicating the dominance of short-range forces.
Similar trend has been observed in crystalline fer-
romagnets. We include in Table I the Co, Fe, and
Gd results for comparison. According to the esti-
mate of Kadanoff et al. ,

46 long-range forces (e.g. ,
dipolar forces) should affect the critical fluctua. —

tions of the magnetization within the temperature
range defined by

T/T = ( p, M /fgT )'»&' "=—-t

where p, =gp, ~S is the moment per spin and M„ the
saturation magnetization. For the present Gd-Au
alloys, S = » M„= 1800 Oe, and T, = 150 'K one ob-
tains, taking P(5 —1)=1.2S, a value t, =0.015. Ex-
perimentally, we determine the critical exponents
in the regions e =

~

1 —T/T,
~

& 0.06 for T &T,; and

~

1 —T/T,
~

& 0.04 for T & T,. Similar or more ex-
tended critical regions of P have also been ob-
served in other amorphous ferromagnets. " The
fact that our experimental values for & are larger
than the temperature range for long-range interac-
tions as defined by Kadanoff may explain that the
critical exponents for amorphous Gd„Au„do not
depart too strongly from the Heisenberg predic-
tions. Nevertheless, contrarily to the Metglass
2826A case, '4 the fact that E -4 t, does not allow us
to rule out any long-range force influence in our

TABLE I. Experimental values of critical exponents y, p, and 6 for amorphous alloys and
crystalline elements. The specific-heat exponents e listed in this table are evaluated from y
and p. Theoretical three-dimensional Heisenberg values are also included.

Three-dimensional Heisenberg
Cobalt
Gadolinium (Ref. i.9)
Iron '
Iron
Nickel (Ref. 32)
Amorphous Co7pPppBgp
Amorphous Fe8pP&3C7
Metglass 2826A g

(Fe32Ni36Cr (4P12B6)
Amorphous GdspAu2p

h

4

T
1.23 + 0.05
1.1. 9
1.30 + 0.06
1.33
1.34
1.34 + 0.025
1.30 + 0.05
1.67 + 0.08

1.29 + 0.05

0.33
-0.36

0.38
0.37
0.38
0.37
0.40
0.38
0.41

—0.37
+ 0.08

+ 0.03
9
8
+ 0.01
+ 0.02
+ 0.02

0.44 ~ 0.02

4.2

3.61

4.35
4.58
4.39+0.05
4.47 + 0.05
5.07 ~ 0.20

0.05+ 0.21
0.06

—0.04 + 0.12
—0.10
—0.10
-0.14 + 0.05
-0.06 + 0.09
—0.49 ~ 0.12

3.96 + 0.03 -0.17+0.09
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case. A Priori, long-range interactions are ex-
pected to be significantly reduced in amorphous
materials with a very-short mean free path. " Ex-
perimentally, these interactions (dipolar, HKKY)
are still evidenced in amorphous rare-earth al-
loys" and one does not know yet how much they are
reduced as compared with those in the crystalline
counte rpart.

As shown in Table I, a trend of enhanced values
of P (P —0.40) is observed in amorphous alloys
compared with elemental crystals. Since all the
amorphous alloys studied so far contain at least
one nonmagnetic component (20 at. /g and more),
this trend may be tentatively explained in terms of
a dilution model. Muller-Krumbhaaris has investi-
gated the critical behavior of magnetization in a
homogeneous Heisenberg spins system with one
missing cluster of -2' spins. He found that the lo-
cal value P, close to the missing cluster changes
from 0.33—0.41 near ~1 —T/T, ~=0.05. This can be
understood in simple physical terms: P, will be in-
fluenced by "surface effects" (which enhances P, )

when the correlation length $ is smaller than the
length of the defect (say twice the lattice constant
2a); this sets the changeover temperature t,
through $, ~t, ~

"=)&2a, where v is the critical ex-
ponent relating $ to ~1 —T/T, ~, thus giving ~t,

~

&($,/2a)' ". As the concentration of defects or
clusters of missing spins increases, one would ex-
pect the bulk value of P to increase as well. The
application of this model to highly inhomogeneous
sys tems awaits further theo retical inves tigations
along this line. So far, the small enhancements of

P in amorphous alloys have been a general trend
which might be related to the weakening of short-
range interactions in a lattice randomly diluted
with numerous "missing spins. " This weakening is
also manifested in the reduction in J, the exchange
constant between spins, as will be discussed in a
later section.

The critical behavior of disordered systems has
been studied by several authors io-is In these theo-
retical models, randomness both in bond defects
and in the exchange constant J (the so-called mag-
netic glass model) is considered. It is shown that
in a disordered n-component spin system with 1
& n&4, a sharp transition is only possible if its
specific-heat exponent n is nonpositive. Simple
physical arguments can be used to support the for-
mal calculations of Befs. 10-13. The basic con-
cept is that in order to have a sharp transition with
respect to fluctuations, the correlation length $ de-
fined at some temperature close to the Curie tem-
perature cannot be larger than that corresponding
to the half width of some T, distribution due to
fluctuations. One then obtains the condition &n =1
—2dv~0, where v is the correlation length expo-

nent. In a multicomponent amorphous alloy, both
compositional disorder and structural disorder are
present. The condition for a sharp transition
should apply equally well to both disordered crys-
talline and amorphous systems, since the theoreti-
cal models yield the same requirement on n for
randomness in both bond defects and exchange con-
stants. However, it would still be interesting to
study the critical behavior in materials with com-
positional disorder alone. So far, studies on ran-
dom systems have been focused on amorphous al-
loys obtained by splat cooling (Table I). To check
the applicability of the theoretical models in these
materials, we compute their specific-heat expo-
nents n using the relation n =2 —2P —y. The re-
sults are listed in Table I. In fact, it is seen that
within experimental uncertainties the calculated
values of n are negative for the amorphous alloys
studied so far. Besides these magnetization mea-
surements, the sharpness of the Curie transition
is also exhibited in the specific-heat measurements
on Co-P-B and Fe-P-C alloys. " In crystalline
elements, n was found to be positive in some
cases" (see Table I).

2. Magnetic equation of state

The asymptotic form of Eq. (5) for large rn, that

is, when the field effect dominates over the ther-
mal effect, is f,(m) -m' '. It can be said that Eq.
(5) is another version of Eq. (3) when'-~. How-

ever, it is not clear how much II can be increased
before Eq. (3) which is supposed to be valid for
small M breaks down. In the present study, it is
observed that Eq. (3) is valid for fields up to 70
kOe. It might be interesting to check Eq. (3) at
even higher fields. For small m, the interplay of
magnetic field and thermal effects becomes impor-
tant. The asymptotic forms are then obtained ex-
perimentally for materials with different magnetic
properties. In CrBr„Ho and Lister" observed the
relation h-m for small m. Kouvel and Comly"
obtained h/m-m' for nickel and CrO, . Thus it is
expected that the general asymptotic form of Eq.
(5) to be given by h/I = A, +B, m', where the +

signs have the usual meaning. Using the definition
of h. and m, one can show that A, is given by the
constant in Eq. (2), and (A /B )'~' is the constant
in Eq. (1) which can be determined using the M, (T)
and Xo'(T) data. Other forms of Eq. (5) have been
obtained"" and tested experimentally" for all m

and h using the polar parameters x and 8. Here,
we do not attempt to deal with this problem in de-
tail. Instead, we just plot m' vs h/m using the
present data. Figure 10 shows this plot in two
curves for temperatures below and above T,. The
central dash line represents the asymptotic form
of the curves for large m. Thus Eq. (5) is obeyed
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FIG. 12. Log&p(m —A /B ) vs log&ph/m determines
the asymptotic equation of state for T = T, .

FIG. 10. Reduced magnetization yn2 vs reduced in-
verse susceptibility yp for temperatures around T~.
The dashed line indicates asymptotic behavior of the
two curves for large m above and below T~.

over the entire range of the normalized variables.
In order to check the formerly established as-

ymptotic relations for small m, we make a log-log
plot of the small ~ data to verify the power law re-
lation between m' and h/m. ln Fig. 11; log„m' is
plotted against log»(h/m —A, ), where A, is deter-
mined from the yo'(T) data using Eq. (2) is found to
be 1.86 && 10' Oe g/emu. Similarly, log»(m' —A /
B ) vs log»(h/m) is plotted in Fig. 12 with (A /8 )
= 3.46 && 10' emu'/g' determined from M, (T) data
using Eq. (1). Two features can be realized from
these plots. First, the asymptotic relations h/m-A, +B,m' as m - 0 are established for tempera-

IO
x IQ4

5.0
N

tures below and above T, for small ~. The rela-
tions for temperatures higher and lower than T,
are given by h/m = 1.86 && 10'+ 0.1Sm' and h/m
= 0.164m' —0.566 ~ 10', respectively. Second, for
a given temperature there is a critical field above
which the asymptotic relations (m-0) are no long-
er obeyed. The gradients become smaller, prob-
ably tending towards the asymptotic gradient for
large m given by Eq. (3). The magnitude of the
critical field increases with the temperature dif-
ference ~T —T, ~, meaning higher fields are re-
quired to compensate for the thermal effects intro-
duced by the temperature difference ~IT —T,

~

men-
tioned earlier. It is interesting to note that for
~T —T, ~= 12 'K, the asymptotic relations are valid

up to 40 koe.

C. Effects of structural disorder on the magnetic properties

of amorphous Gd80Au20 alloy

1. Determination ofmagnetic moments

The saturation magnetization was determined by
the semiempirical express ion"

M(H, T) =M(~, T)(l —a/H )+y„H, (6)

I.O

0,5

02 ~
0.05 O. I 0.5

—-Ah
m +

I.O ax l04

FIG. 11. Loglpm vs log~p pl/m —A, ) determines the
asymptotic equation of state for T =T ~.

where X„ is the high-field susceptibility, M(~, T)
is the saturation magnetization at T 'K, and a
= const. The value of X„varies between different
foils of the same nominal composition. The values
of M(~, T) thus obtained are plotted as a function of
T' in Fig. 13. They have an uncertainty of +1.0
.emu/g. The size of the filled-circle points ap-
proximately represents this uncertainty. Within
our accuracy, it is observed that the data agree
well over the temperature range 0.13 &T/T, &0.80
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with an expression of the Bloch law form

M(~, T) =M(~, 0)(1 bT'~a), (7)

where M(~, 0) is the absolute saturation magnetiza-
tion and b =const. The departure from the straight
line below 20'K is small. Several attempts have
been made to explain similar departures below
50 K in crystalline gadolinium. "'"

The Gd, pAu„sample which was measured in full
detail as a function of temperature in Sec. IIIB
gives M(~, 0) = 192 + 1.0 emu/g. Low-temperature
magnetization measurements on three different
foils of the same nominal composition exhibited
some scattering (-3 percent) between the values of
M(~, 0). Thus, the value of the mean moment per
atom is estimated to be 5.6+0.2p.~. 'The concen-
tration range in which the amorphous phase can be
retained from splat cooling is rather small (a few
percent around 20-at. % Au). From measurements
on Gd„Au» samples, it is believed that the mean
moment per atom It varies with c (the Au content)
according to the dilution law It(c) = pea(1 —c),
where p,« is the moment per atom in pure amor-
phous Gd. Thus, the Au atoms are unlikely to car-
ry a substantial moment, and p,« is estimated to
be 7.0+0.25 p,~.

The agreement of the temperature dependence of
the saturation magnetization for crystalline Gd with
the Bloch law expression [Eq. (7)j for 0.17~ T/T,
~ 0.80 was explained" by including the higher-or-
der terms beyond the quadratic spin-wave disper-

sion in spin-wave calculations. In the case of
crystalline gadolinium with a hexagonal structure,
it was found that the higher-order contributions
cancel each other to yield a T' ' behavior. IIow-
ever, it is not clear that the same argument holds
for the amorphous Gd„Au„alloys. The short-
range order as determined from BDF on" LaspAu2p
and from analogy with equivalent amorphous sys-
tems implies that each Gd atom on the average has
only eight nearest-neighboring Gd atoms and three
nearest-neighboring Au atoms.

ln Fig. 14, the initial susceptibility yo (T) is plot-
ted as a function of temperature. It is seen that

X,'(T) is linear for T &175 'K. The paramagnetic
Curie temperature Op is determined to be 164
+2 K. Assuming that the effective magnetic mo-
ment p,,« is mainly due to the Gd atoms since the

f shells of the Au atoms are filled, the value of
p,„,determined from the slope of y, '(T) equals 8.9
+0.1 Bohr magnetons. This gives a total angular
quantum number of gJ=7.95+0.1 using the relation
It,«=g[&(&+1)j'~', where g is the spectroscopic
splitting factor. It is higher than the theoretical
moment of 7.0p ~ for the ionic 'S,&, s tate which
does not include conduction-electron effects. 'The

values of M(~, 0), It,«, T„and 8~ for amorphous

Gdsp Au2p and crys talline Gd are 1is ted in Table II.
In crystalline Gd, the value of saturation moment

of O'K is enhanced by 0.5p.~ over the ionic value,
while the effective moment equals the ionic moment
of 7JLt,~." The magnitude of the enhancement can be
explained by the net spin polarization of conduction
electrons. " In amorphous Gd-Au alloys, this en-
hancement effect at low temperature is not obvious.
However, one must consider the possible impor-

TABLE II. Parameters derived from magnetization measurements for amorphous GdBDAuzp

alloys and monocrystalline Gd.

Pets M(, 0) (emu/g)

Amorphous Gd80Au20
Crystalline Gd"

|49.45+ 0.2
293

164+2
320

8.9 + 0.1

7.94
192 +6
268.4

JL(efg gtej 9+ &)1, in p& per Gd atom.
Reference 30, M(, 0) for c axis.



S. J. POD N AND J. DURAND 16

tance of the indirect exchange interactions among
the Gd moments mediated by the Au atoms in which
antiferromagnetic alignments are favored. " This
is thought to be the case in quite a number of Gd

alloys and compounds where the saturation mo-
ments are found to be smaller than that in pure Gd.
The enhanced p.,«observed in some Gd alloys was
explained by the polarization of the conduction
electrons in Gd." However, one should not over-
look the possible presence of short-range magnetic
ordering above the Curie temperature. In the case
of crystalline nickel, " this local ordering persists
up to -27, . Indeed, the small curvatures observed
in our high-field measurements (Fig. 1) at T & T,
seem to support the latter argument.

b = (0.0587/QS) (ks/2 JS)' ' (8)

where b is the constant in Eq. (7), S is the ionic
spin quantum number, Q equals 1, 2, 4 for simple
cubic, bcc, fcc structures, respectively. A second
method due to Rushbrooke and Wood" results from
expansion of the susceptibility above the Curie
temperature in powers of J/ks T, which gives

(9)

where z is the number of nearest neighbors. In
crystalline gadolinium one obtains J =2.9 'K from
Eq. (9) knowing T,. However, a value of 1.8 'K was
obtained" on the basis of elementary spin-wave
theory which gives Eq. (8). The discrepancy be-
tween the high- and low-temperature J values was
explained by Goodings. " It is probably caused by
the interactions beyond nearest neighbors and it
was conjectured that these interactions are of the
oscillatory RKKY type. " The magnitude of these
long-range exchange interactions increases from-
the high-temperature molecular-field regime (X,

'
linear in T) to the low-temperature spin-wave re-
gime.

In eva. luating the values of J from Eqs. (8) and

(9), we just take into account the short-range or-
dering in the amorphous phase. Equation (9) dif-
fers from the mean-field approximation in that the
latter gives ks T,/J = ,'sS(S+ I). One then—takes the
total coordination number and uses a linear varia-
tion of the mean-exchange constant on concentra-
tion of nonmagnetic impurities. Within the mean-
field theory, this procedure is equivalent to taking
z as the real coordination number of magnetic at-

2. Exchange interactions

There are two conventional methods of estimating
the values of effective exchange interaction J in
ferromagnets based on the Heisenberg model. One
is by fitting the spin-wave theory to the experimen-
tal saturation magnetization at low temperature
using the following expression":

oms, which gives J as the exchange constant be-
tween the magnetic atoms. However, the differ-
ence in J obtained by these two seemingly equiva-
lent methods is rather distinct in Eq. (9). Other
dependence of J on concentration of nonmagnetic
impurities have been used. " But they are less
justifiable. In amorphous Gd-Au alloys, appropri-
ate values of z and Q from RDF results are taken.
From Ref. 56, we use z =8, which implies Q =2,
equivalent to the bcc values. Taking T, =149.45
+0.2 K and gS =7.0+0.25, the values of J obtained
from Eqs. (8) and (9) are found to be 1.34+0.08 and
2.28 +0.15 'K, respectively, which are lower than
the crystalline values. Using a linear dependence
of J and the total coordination number (equal to
12), one would obtain the effective excha. nge con-
stants to be -1.05 and 1.80 'K from Eqs. (8) and (9),
respectively. However, the difference in J values
of -1 'K is comparable to that in crystalline Gd.

The Eqs. (8) and (9) are applicable to both Bd and

4f elements. They allow the determination of the
effective constant J without implying any assump-
tion about the nature (direct or indirect) of the ex-
change. It is known" that in rare earths the ex-
cha. nge is ma, inly of the RKKY type, the highly lo-
calized 4f electrons being coupled by the mediation
of the conduction electrons. According to de Gen-
nes, " the paramagnetic Curie temperature 8~ is
related to the s fexchange -constant J,& by

37t'Z
ks 0~ = J,'~( g —1)'S(S + 1) Q F (2k~R;, ),

E

(10)

where z is the number of conduction electrons per
atom, Ez is the Fermi energy, and F(p)
=p '(p cosp —sinp) is the RKKY function. An esti-
mate of the summations F is made following Ref.
63. For the double hcp structure of the lanthamide
series, it was found that ZF =92 x 10 ' by inclu-
ding only the first-nearest neighbors. Radial-
distribution function (RDF) study" on the analogous
system La«Au» indicated that the average dis-
tance (R,,) between the first-nearest-neighboring
pairs of Gd atoms is similar to that in the dhcp
crystalline phase, while the number of Gd nearest
neighbors equals eight. Thus, summing only over
the first eight Gd neighbors, we obtain ZF =62
&& 10 4. Taking 8~ = 164 K, S = 4 in the paramagnetic
region, g=2, and E~ =6 eV,"J,f is estimated to
be 0.19 eV. This value remains close to that ob-
tained by de Gennes (J,& -0.16 eV) for double hcp
Gd. It is also in reasonable agreement with the
values obtained for dilute amorphous La-Gd-Au al-
loys from the approach to saturation of magnetiza-
tion (J,f =0.14 eV) and from the concentration de-
pendence of the superconducting transition" (J,&
=0.16 eV). From the very-short electron mean
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free path in the amorphous structure, a most se-
vere attenuation of the RKKY interaction would be
expected. " The fact that the BKKY exchange con-
stant seems to be rather well preserved in our
amorphous matrix is not perfectly understood.

4. Fluctuationsin the exchange constant

In Fig. 16, we plot the reduced spontaneous mag-
netization for both crystalline Gd and amorphous
Gdg p Au, p as a func tio n of the reduced te mpe ratu re .
It can be seen that the magnetization data of
Gdsp Au2p lie appre ciably below those of crys talline
Gd. Similar behavior is observed in amorphous
Fe-P-C alloys. " As pointed out in the latter study,

&00 — + Gd4g (ref. 4, Bucher)
e Gd Ag (ref. 4, Hauser)
& Gdcu (ref. 5)
& GdCu (ref. 5, Mizoguchi et
a LaGdAu (ref. 68)
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FIG. 15. Curie temperature of amorphous Gd alloys
vs Gd composition. Straight lines give extrapolated
Curie temperature of amorphous Gd.

3. Extrapolated Curie temperature for pure amorphous Gd

We plot in Fig. 15 the Curie temperatures ob-
tained in amorphous Gd-noble-metal systems pre-
pared by different techniques. It is seen that the
experimental data obtained from sputtered' Gd-Ag
and" Gd-Cualloys give the same extrapolated T,
value of 250'K for pure amorphous Gd as that ob-
tained from the splat-cooled La-Gd-Au alloys. "
Using the Bushbrooke-Wood formula in Eq. (9), as-
suming the same Gd coordination number in the
amorphous sta. te as in the crystalline state and tak-
ing the mean exchange constant 4 =2.28+0.15 K,
T, for pure amorphous gadolinium is estimated to
be 236+16 K. The sma. ll discrepancy between the
experimentally extrapolated Curie temperature and
the calculated value might result from a small
change in the distribution of exchange. constants"
due to alloying, thus giving a slightly different val-
ue of (J). The effect of J fluctuation on T, is
rather small for z =12 and 8 =—', as predicted by the
same model.
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FIG. 16. Reduced spontaneous magnetization vs re-
duced temperature for amorphous Gd80Au&0 and crystal-
line Gd. The Handrich theory curves for S=

2 are plot-
ted for mean-square fluctuations in exchange constant
6 = 0, 0.4, and 0.6.

it is rather difficult to separate the effects of com-
positional disorder and structural disorder on the
magnetization of an amorphous ferromagnet. How-
ever, from magnetization studies on amorphous
Fe-P-C alloys, it is concluded that the flattening
of the experimental curve in Fig. 16 is an effect of
the structural disorder. Specifically, the mag-
netization curve for amorphous Fe75 P$5C]p is lower
thanthat of crystalline Fe, P in spite of the fact that
they have s imilar short- range orde rings. Tahir-
Kheli et aE."computed the magnetization for ferro-
magnets randomly diluted with nonmagnetic atoms
using a single-site molecular-field model. They
assumed negligible interactions between the mag-
netic and nonmagnetic atoms which is expected to
apply to the present case. Their results indicated
no significant depreciation in the magnetization
M, (T) for -20/o dilution. However, only rather
crude comparison with this model is possible, since
itwas derived for spin-2 and 1 systems. It does
not seem that the large discrepancies observed
both in the amorphous Gd»Au» (S =—', , 20% dilution)
and Fe» P„C„(S-1.0, 25%%uo dilution) alloys can be
explained by the dilution model alone. Another ex-
planation was suggested for the amorphous rare-
ea, rth intermetallics. A constant exchange interac-
tion between the magnetic constituents is assumed
and the amorphous nature of the alloy is manifested
in a random distribution of local anisotropy
field. "'" However, the latter approach is irrele-
vent to our present study of Gd-Au a, lloys, because
of the 8 character of Gd ions.

We think that the structural fluctuations in our
amorphous alloy are reflected by a distribution of
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exchange integrals. "" Using Handrich's theory, "
we evaluate the effect of structural disorder on the
fluctuations in the exchange constant. Based on the
molecular field approach from the Heisenberg
Hamiltonian, the following equation of state for the
reduced spontaneous magnetization is obtained:

where x =[3M(T)/(S y1)]T,/T, and 6 is the root
mean square of deviation from an average exchange
constant between two nearest-neighbor spins in the
presence of disorder:

Magnetization curves calculated from Eq. (11) for
the case of S =—,'and various values of 6 are shown
in Fig. 16. within experimental uncertainties, it is
found that the curve with 6 =0.4 gives a rather good
overall fit to the experimental data. As expected,
the crystalline Gd data fit the 6=0 curve very well.
This gives an order of estimate of the fluctuations
in the exchange interaction. It suggests that the
average variation in J can be an appreciable frac-
tio'n of J itself. Similar magnitude of 6 was also
observed in amorphous Fe-P-C alloys. " Our val-
ues of J evaluated beforehand from Eqs. (8) and (9)
can be regarded as the average exchange constant.

In conclusion, both the Curie temperature and
magnetic moment in the amorphous system can be
tentatively compared with those in the crystalline
counterpart. In the absence of any crystalline

. Gd8p Au2p phas e, we compa re the ext rapo lated va 1-
ues in amorphous Gd to those in crystalline Gd.
The Curie temperature is estimated to depreciate
by ~15% and the saturation moment by &8% in the
amorphous s tate. This disagrees with Darby's
calculation" of the crystal-field effects on the
magnetic properties of amorphous Gd. To compare
with amorphous transition-metal alloys: in

Fe„P,B»," the respective depreciations are 12/g

for T, and 7% for p; smaller depreciations are ob-
served in Fe-P-C and Co-Si-B systems. " The ef-
fect of amorphousness on the bulk magnetic prop-
erties as well as on the distribution in exchange
integrals is thus about the same in magnitude for
amorphous Gd alloys with high Gd content as for
3d-based amorphous alloys.

IV. SUMMARY AND CONCLUSION

Our detail analysis of the magnetization data in
the vicinity of the Curie transition in amorphous
Gd„Au„alloys allow us to give reliable values for
the critical exponents. Some points have to be em-
phasized. First, due to the magnetic contribution
from crystalline precipitates, (a few percent of the
sample), the low-field data around T, have to be
handled with extreme care. Already present in ra-
ther homogeneous splat-cooled amorphous alloys,
this difficulty might be overwhelming in other
preparation techniques. Second, the trend of en-
hanced values for the magnetization exponent P has
to be checked in various disordered and amorphous
systems. Third, specific-heat measurements
around T, are needed for a meaningful comparison
of the experimental results with recent theories on
magnetic phase transition in amorphous materials.

The effect of amorphousness on the magnetic
properties of GdapAu2p alloys seems to be reflected
mainly by a distribution of the exchange integrals in
the Heisenberg model. So far as the mean values
are concerned, the structural disorder results in a
a slight reduction in the magnetic parameters
(e.g. , p.o~, p, ,f f cT f and (J ) as defined in
text). From the weak magnetic anisotropy and the
absence of crystal-field effects in Gd, our amor-
phous alloys with high Gd content represent a sim-
ple case where the RKKY interactions are evi-
denced as a predominant coupling mechanism. The
most intriguing result might be that these long-
range RKKY interactions seem to be essentially
preserved in spite of the drastic reduction in the
electronic mean free path. This preliminary con-
clusion calls for further experimental and theoret-
ical investigations.¹teaddedin proof. From recent specific-heat
measurements, the exponent e was determined for
pure crystalline Gd (n = —0.20+ 0.02) [M. B. Sala-
mon, D. S. Simmons, and C. C. Huang, Physica
86-88B, 583 (1977)] and for amorphous Fe»P»C»
(u= —0.21+ 0.02) [L. J. Schowalter, M. B. Salamon,
C. C. Tsuei, and R. A. Craven, Bull. Am. Phys.
Soc. 22, 264 (1977)].
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