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The exchange-correlation enhanced spin susceptibilities of 32 metallic elements from Li through In have

been calculated using the spin-polarized exchange-correlation functional of von Barth and Hedin. Since these
32 elements include both the 3d and 4d transition series, the calculations clearly exhibit both the normal
trends with atomic number and the anomalies responsible for ferromagnetism. The susceptibilities were

obtained by evaluating the Vosko-Perdew approximate formal solution of the linear-response problem for
each element, using fully self-consistent nonmagnetic ground-state energy bands and wave functions. In
addition, the accuracy of the Vosko-Perdew approximation itself was tested for Cr by performing a separate
nonperturbative spin-polarized calculation of the response (for the same exchange-correlation functional) to an

external magnetic field for this metal (the two susceptibilities agree to within 10%).

I. INTRODUCTION

Quantitative calculation of the properties of
solids requires an adequate treatment of the elec-
tron-electron interaction, but this interaction is
so difficult to deal with that approximations for
the effects of exchange and correlation must be
introduced. ' ' The accuracy of these approxima-
tions is still an unsettled question, and, while
they are simpler than the full interaction, they
are nevertheless often of such complexity that the
easiest way to test them is to see how well they
agree with experiment.

This paper is concerned with the efficacy of the
local-density theory of exchange and correlation
for predicting ferromagnetism. This is studied
by calculating the response of a number of metallic
elements to a spatially uniform external magnetic
field. If the exchange-correlation approximation
being tested is of value, its enhancement of the
response should be large enough to produce a fer-
romagnetic instability only in those metals which
are known to be ferromagnetic.

Naturally, this is a valid test of the exchange-
correlation approximation only if the procedure
used to calculate the response introduces negligibly
small errors The main. difficulty is the feedback
effect of exchange and correlation, the simplest
expression, of which is the Stoner enhancement4;
the magnetization depends not only on the external
field, but also on the space-dependent internal ex-
change-correlation field, which in turn depends on
the magnetization. Using perturbation theory on
the ground state, this response problem can be
formulated as an integral equation, as was done by
Kohn and Sham' and more recently by Vosko and
Perdew (VP), but the quantities entering this in-
tegral equation are functionals of the ground-state
properties of the system. This functional depen-
dence is so complicated that VP further introduce

a Stonerlike approximate formal solution of the
integral equation, giving the magnetization in

terms of much simpler ground-state quantities
(this is justified because, as VP show, there is a
variational principle for the susceptibility).

Vosko et al. have calculated the susceptibilities
of the alkali metals, and Gunnarsson' those of six
transition metals, in this way. Vosko et al. per-
formed self-consistent calculations, while Gun-

narsson used approximate wave functions. The
results presented in this paper for these and many
more metals are based on fully self-consistent
ground-state calculations. ' The tendency toward
magnetism is one of the most delicate properties
of solids, because of the small energy changes in-
volved, and it is of obvious importance to have ac-
curate ground-state quantities. While satisfactory
approximations may exist for particular materials
(indeed, the present results are in excellent agree-
ment with those of Gunnarsson, and differ from
those of Vosko et al. only because of the use of
different exchange-correlation approximations),
self-consistent calculations afford a viable means
of finding ground-state quantities for a wide class
of materials in a systematic way, and furthermore
eliminate one possible source of uncertainty in the
computational chain.

There still remains the-question of the accuracy
of the approximate solution of the integral equation.
For a given approximation for exchange and cor-
relation, self-consistent spin-polarized energy-
band calculations provide a means for calculating
the exact response of a material to a uniform mag-
netic field. This procedure obviates the introduc-
tion of a linear integral equation for the response,
or of any approximations necessary for its solu-
tion. Poulsen et a/. have found the susceptibilities
of six transition metals with this procedure, using
the linear-muffin-tin-orbital (LMTO) method of
band calculation. However, a comparison of their
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results to, e.g. , those of Gunnarsson' in order to
test the approximate solution of the integral equa-
tion would not be conclusive, because of the differ-
ent approximations these authors introduced. The
"exact" procedure is carried through here for
paramagnetic Cr [using the muffin-tin Korringa-
Kohn-Rostoker (KKH) method, and thus introducing
the same approximations as were used in the
ground-state calculations'], and a comparison to
the results obtained using self-consistent ground-
state quantities in the approximate formal solu-
tion of VP shows that the latter is accurate to about
10% for this material.

The approximate VP solution is evaluated in this
paper for 32 metallic elements ranging from Li to
ln, using the local form of the exchange-correla-
tion functional Z„, [p; m] proposed by von Barth
and Hedin" (but with slightly different values of
the constants). Application to such a wide class of
materials, including the first two tr ansition series,
permits the study of trends, and provides an under-
standing of why, of all the elements considered,
only Fe, Co, and Ni are theoretically found to be
feI'r o magnetic.

In Secs. II and III, the approximate solution of
VP is discussed; the results of the present calcu-
lations for the elements are described in Sec. IV,
and the exact solution for Cr and its implications
are discussed in Sec. V.

II. INTEGRAL EQUATION FOR m

As discussed by VP, ' the magnetization m(r) (in
units of Bohr magnetons) of a paramagnet to low-
est order in the external field H, (r) is the solution
of the integral equation

m(r) = Jar r(r, r') (rr, (r') '—tC(r )m(r')j, (()'

where g(r, r') is the unenhanced real-space sus-
ceptibility [or equivalently the functional deriva-
tive 5m(r)/51'(r'), evaluated at Jf =0]. The term
K(r') m(r') under the integral represents an ex-
change-correlation enhancement of the field, and

Eq. (1) thus expresses the response of the mag-
netization to the total effective field.

The form of y(r, r') is important in considering
approximate solutions of Eq. (1). To find it, one
examines the change in the magnetization

m(r) =p)(r) —p)(r)

X(r r') =+5(z -E;) I q;(r) I'I y;(r')I'

+ e(z -z ) -e(z, -z.)

x y,*. (r) y, (r) q,.*(r') y,. (r') (3)

[-V' + V„(r) +p „,(r)] y,. (r) =E,.(t),.(r),

v„(r) = -&z g I r - &
I

'
(5)

+2 p r r' —r d r'

which constitute a nonmagnetic self-consistent en-
ergy-band problem. V~ is the Hartree potential
(in By units), Z is the nuclear charge, and the 8's
are the nuclear coordinates. The exchange-cor-
relation potential used in Eq. (5) is

in the unpolarized limit. (The index i includes a
band index, a wave vector, and a spin index; the
spins of states i and j must be the same in the
second sum. ) The first sum in Eq. (3) comes from
the change in the E,. 's and the second from the
change in the (C), 's. This equation is basically the
Lindhard expression, but the space dependence is
that of the true wave functions rather than (for
example) plane waves. " The intraband term [first
sum in Eq. (3)] can be regarded as the limit as
i-j of the term excluded from the second sum, and
becomes N(z~), the density of states at the Fermi
energy p~, in the usual long-wavelength analysis
of the Lindhard susceptibility. "

The quantity K(r) in Eq. (1) is a kernel giving the
exchange-correlation enhancement of the field due
to the magnetization, and is defined by

J5')E„,[p; m]/5m(r) 5m(r')], =2K(r) 5(r —r'),
(4)

where E„,[p;m] is the exchange-correlation func-
tional. ' In general, the functional derivative in
Eq. (4) has a complicated dependence on both r and
r'. It is proportional to a 5 function only in the
local approximation for g„„ to which attention is
restricted exclusively in this paper.

For consistency, the Bloch functions (C),. and en-
ergies E, appearing in Eq. (3) should be the solu-
tions of the ground-state system of equations"

p„,(r) = (5E„,[p; m]/5p(r)] (8)

due to a perturbing Hamiltonian. containing a field
5H(r'). Using first-order perturbation theory to
find the change in the E s and p, 's, we find

where the functional E„, should be the same as the
one appearing in Eq. (4). Having solved this
ground-state problem, one can (in principle) use
the resulting eigenfunctions and eigenvalues to
evaluate the susceptibility y(r, r'), and then try to
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solve Eq. (1). Given the complicated form of
X(r, r'), and the slow convergence of the interband
sum, '~ it is unlikely that this procedure is tract-
able for any real materia, l.

However, the presence of a magnetic instability
is presumably sensitive to the detailed form of the
wave functions and band structure, and it is of
great interest to have some way to obtain solutions
of Eq. (1) which retain all the complications of the
band structure inherent in y(r, r'). For example,
a nonzero solution, when &, is an infinitesimal
field varying as exp(i q ~ r), would correspond to a
spin-density-wave instability of wave vector q."
The standard approach" to this problem consists
of searching for peaks in the Fourier transform
of y(r, r') (usually replacing the Bloch functions
by plane waves). This approach ignores the effects
of the Bloch functions and the r dependence of K(r)
on possible instabilities, about which very little is
known.

A numerical method exists for constructing the
exact magnetization m (r) induced by a uniform
external field: for a given approximation for ex-
change and correlation, self-consistent spin-
polarized energy-band computer programs (i.e.,
those aPpropriate for itinerant ferromagnets) can
be used to find the response of a paramagnet to a
uniform field of any strength, if the appropriate
field term is added to the Hamiltonian. This is a
nonperturbative calculation, in the sense that the
wave functions and eigenvalues are found by self-
consistently solving Schrodinger's equation in the
presence of the field, and the magnetization is
evaluated directly from the resulting charge den-
sities, as in Eq. (2). If such a calculation is car-
ried out for a sufficiently small external field (or
if the linear response is extracted from calculamm

tions for several field strengths), the resulting
magnetization rn (r) will be identical to the exact
solution of Eq. (1) for the same field, and this can
be used to check approximate solutions of this
equation. A similar solution for fields with space
dependence commensurate with the lattice re-
quires a much more difficult supercell calculation
(unit cell determined by the periodicity of the field,
rather than that of the lattice), and the response to
incommensurate fields cannot be found in this way
at all. Thus it is presently relatively straight-
forward to find the response to external fields only
in the uniform case.

III. APPROXIMATE SOLUTION

Given the complexity of y(r, r'), it would be use-
ful to have an approximate solution of Eq. (1). For
a uniform field, an approximate formal solution,
expressed in terms of the spin density y(r) induced

by an infinitesimal Stoner splitting" of the actual
bands, was suggested by VP, ' and also concurrent-
ly by Qunnarsson. ' Define

5(E, -E.) I y, (r)l'
N(Z ) (9)

where

N(E~) ='Q 5(E~ —E;) (10)

I the interband term in Eq. (3) does not contribute
to these integrals]. Thus, for a uniform field, Eq.
(1) becomes

m (r) =yy, yy(r, ) y(r) —f r( r' r(r, r') yr(r') m (r') .
(12)

Now try an approximation of the form m(r) =Gy(r).
Integrating Eq. (12) over r to determine C, and
noting that

(13)

one finds

m(r) =H. r'(Z )y(r) ((+iV(Z ) Jdr y''l ')yr(r )')r.

(14)

Thus the uniform susceptibility is

}((yr ) ((+yr(E } dry'(r)(((r)). (15)

It happens that K(r) is always negative, ' so the con-
nection to the usual expression for the exchange-
enhanced susceptibility~

y =N(E~)/[1 N(E~)I]— (16)

is made by defining the "exchange" integral as

I= dry r K r (17)

However, this integral also includes correlation
effects, because of the definition of K(r) in Eq. (4).

VP have shown that there is a variational prin-
ciple for y '. This justifies the ansatz used to
construct Eq. (14), and also shows that the quan-
tities in Eqs. (15) and (16) are lower bounds to the
correct results. VP give no estimates of the tight-
ness of the bounds

I although they point out that the
variational principle implies that errors in y
should be second order in the error in m (r)], and

is the density of states at the Fermi energy. Be-
cause of the orthogonality of the Bloch functions,
one has

r(r, r')dr'= J (rr', r) rd' iV( r)=y(r) ((()
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one contribution of the present paper is to establish
the accuracy of Eq. (15) by comparing to the exact
initial (H = 0) susceptibility for Cr (calculated using
the same approximation for E„,).

Vosko et al.' and Gunnarsson' have found the sus-
ceptibility enhancement obtained from Eq. (15) or
the exchange integral I from Eq. (17) for a few ele-
ments. Vosko et al.' performed calculations for
the alkali metals, using a spherical-cell method
to obtain the Fermi-surface wave functions and
thus y(r). Gunnarsson' has carried out calculations
of the integral I for several transition metals, us-
ing superposed atomic charge densities and renor-
malized-atom charge densities to form a crystal
potential, and solving the Schrodinger equation at
the Fermi energy to get an estimate of y(r). Poul-
sen et al. ' used the LMTO method of band calcu-
lation, but carried out the solution in the presence
of an external field, to find the integral I in the

metals at the ends of the three transition- series.
In obtaining the results described below, the Bloch
functions appearing in y(r), and the charge density
needed to determine K(r), have been determined
from self-consistent band calculations. ' Thus the
prescription [Eqs. (4)-(9)] for evaluating the sus-
ceptibility from Eq. (15), given only an explicit
form for the exchange-correlation functional E„„
has been carried through with the introduction of
only one approximation (the muffin-tin approxima-
tion).

IV. RESULTS

The densities of states at the Fermi energy &(Z )
and the exchange-correlation integral I obtained
from the nonmagnetic ground-state calcula-
tions' ""vi.a Eq. (17) are given in Table I and
plotted versus atomic number in Fig. 1. Also

TABLE I. Calculated spin susceptibilities of metals. a is the lattice constant in atomic units
(bohr), N(E&) is the density of states (both spins) at the Fermi energy in states/Ryatom, I is
the exchange-correlation integral defined in Eq. (17), y(0) is the value of the function defined
in Eq. (9) at the nucleus, and g/yp is the susceptibility enhancement, [1—N(E&)I], negative
values of which indicate a ferromagnetic instability. The molar susceptibility (emu/mole) is
2.376 x 10 (y/Zp)Q(E'~).

Element Structure g (a.u. ) NtE~) (Ry ) I (Ry) y(0) (bohr ) g/gp

Li
Be
Na

Mg
Al
K
Ca
Sc
Sc
Tl
V
Cr
Mn
Fe
Co
Ni
Cu
Zn
Ga
Rb
Sr
Y
Zr
Nb

Mo
Tc
Ru
Rh
Pd
Ag
Cd
In

bcc
fcc
bcc
fcc
fcc
bcc
fcc
bcc
fcc
fcc
bcc
bcc
fcc
bcc
fcc
fcc
fcc
fCC

fcc
bcc
fcc
fcc
bcc
bcc
bcc
fcc
fCC

fCC

fcc
fcc
fcc
fcc

6.42
5.96
7.7
8.4
7.6
9.45

10.0
6.74
8.49
7.56
5.54
5.30
6.543
5.15
6.448
6.55
6.76
7.25
7.83

10.21
10.88
9.23
6.54
6.2
5.89
7.28
7.2
7.24
7.42
7.79
8.40
8.95

6.5
0.73
6.2
6.2
5 ' 6
9.9

21
33
24
22
22
9.5

21
42
27
55
3.9
4.1

5.5
12
4.2

19
17
19
8.9

17
1.5
18
31
3.7
4.9
6.8

0.086
0.078
0.067
0.052
0.045
0.049
0.037
0.025
0.025
0.025
0.026
0.028
0.030
0.034
0.036
0.037
0.027
0.038
0.037
0.043
0.031
0.024
0.023
0.022
0.022
0.022
0.022
0.024
0.025
0.030
0.032
0.030

0.133
0.350
0.590
0.690
1.09
0.877
0.160
0.0264
0.129
0.136
0.186
0.084
0.106
0.0459
0.0646
0.0809
i.60
3.83
3.55
1.58
0.357
0.234
0.392
0.668
0.318
0.341
0.296
0.247
0.252
3.31
5.50
5.44

2.25
1.06
1.71
1.47
1.34
1.95
4.49
6.12
2.48
2.17
2.34
1.36
2.74

-2.34
38.2
—0.98

1.12
1.18
1.26
2.12
1.15
1.88
1.67
1.72
1.23
1.57
1.52
1.79
4.46
i.12
1.18
1.26
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FIG. 1. Exchange-correlation integral I in By (upper
curve; left scale) and density of states N(E&), both
spins, in electrons/By atom (lower curve; right scale)
as functions of atomic number Z. The zero of the left
scale has been shifted, and dashed lines indicate. ranges
of Z for which calculations were not performed.

given in Table I is the quantity y(0), the function
of Eq. (9) evaluated at the nucleus. This quantity,
in conjunction with the other information in Table
1, determines the magnetization m(r =0) from Eq.
(14), which in turn gives the conduction-electron
contribution to the Knight shift.

In all these calculations, the muffin-tin approxi-
mation was used. " The crystal structure was taken
to be either bcc or fcc, and materials with hexa-
gonal or more complicated structures were usually
treated as fcc. For Sc, calculations were per-
formed for both structures, and a comparison of
the entries in Table I for this material shows that,
while I is relatively insensitive to the crystal
structure, the density of states is more sensitive.
This can lead to large changes in the susceptibility
enhancement with crystal structure.

For each material, the calculations were per-
formed for the lattice constant given in Table I.
This lattice constant is within 0.5% of the value
for which the computed pressure is zero, but, .

for most of the materials in Table I, the predicted
atomic volumes are a little smaller than experi-
mental low-temperature values (the largest dis-
crepancies in the atomic volume, about 10%, occur
for the alkalis, but the agreement is much better
for most of the other materials; see Ref. 8 for a
detailed comparison).

Perhaps the most fundamental question about
these results is the occurrence of ferromagnetism.
Since, according to VP, Eq. (16) is a lower bound
to the susceptibility, any material for which

N(Ez) I&1 should be ferromagnetic. This definitely
happens in Fe and Ni, and fcc Co is almost ferro-
magnetic [N(E~) I =0.97]. Qf the remaining ele-
ments considered, the largest susceptibility en-
hancements occur for (bcc) Sc [N(E~)I =0.84],
Ca [N(E~)I =0 78.], and Pd [N(E„)I=0.76]; all the
others are only moderately paramagnetic. A spin-
polarized band calculation shows that fcc Co is in
fact theoretically ferromagnetic at this lattice con-
stant'4 (we earlier performed similar calculations"
for Fe and Ni; see also Bef. 9). Equation (16) is a
lower bound to X, and this shows that it is in error
by more than 3% for Co (a similar calculation for
Cr, described below, implies a 10% error). The
local-density theory (using the form of E„, dis-
cussed in Bef. 18) thus (except for Co) correctly
predicts the presence or absence of ferromagnet-
ism in the elements through In.

There are three interesting aspects of the depen-
dence of the exchange-correlation integral I on
atomic number Z which are evident in Fig. 1: (a)
the gradual overall decrease with increasing g;
(b) the more-or-less parabolic behavior within
each transition series; and (c) the anomaly for Cu.
The gradual decrease with atomic number is a con-
sequence of the dependence of K(r) on the total
charge density p(r): K varies roughly as p

'I' and,
as p(r) gradually increases with increasing Z,
l K(r) l

and I gradually decrease.
The two remaining aspects of I vs Z are due to

the same phenomenon. There are two characteris-
tic forms for y(r): free-electron-like [y(r) roughly
constant] and d-like [y(r) relatively peaked and
localized within the unit cell]. Proceeding through
a transition series, say from K through Ni, y(r)
is initially free-electron-like for K, becomes a
sum of free-electron and d contributions toward
the middle of the transition series, and is primar-
ily d-like toward the end of the series (Fe-Ni).
We can model the effects of this behavior of y (r)
on the integral I by considering the normalized
linear combination cos'ey, (r) +sin'ey, (r), where
both y, and y, are normalized according to Eq. (13).
If y, is free-electron-like, and y, is d-like, this
linear combination mimics the change of y(r)
through a transition series, if we let 0 change
gradually from zero to —,'m as the atomic number
is increased through the series. Because the coef-
ficients of both y, (r) .and y, (r) are less than unity,
it is possible to use the Schwarz inequality to
show" that the weighted integral of y'(r) [i.e., the
integral I of Eq. (17)] passes through a minimum
as 0 is increased from zero, and that the value of
I at this minimum is less than either of the values
of I which would have been obtained using y, (r) or
y, (r) alone. Thus, in going through a transition
series, I is largest at either end [fully free-elec-
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tron-like or fully d-like y(r)], and passes through
a minimum near the middle of the series, when

y(r) is a mixture of free-electron and d-like parts.
The anomaly for Cu is due to the same effect.

Even though the d bands in Cu are filled, they are
rather close to the Fermi level, and y(r) is still
more than half d-like, due to s-d mixing; in con-
sequence, its value of I is less than that for either
Ni (fully d-like) or Zn (free-electron-like). This
situation does not occur for Ag because its d bands
are considerably lower than in Cu; the d contribu-
tion is relatively small, and y(r) is mostly free-
electron-like.

It is apparent from Fig. 1 that ferromagnetism
occurs basically because of the spatial localization
of the d orbitals near the top of a d band. This
localization produces both a large density of states
(when the band is nearly full) and a relative maxi-
mum in the exchange-correlation integral I. The
product N(E~) I is large enough for ferromagnetism
at the end of the 3d series, but not the 4d series
because the 4d wave functions must extend further
out from the nucleus, which implies a larger in-
teraction between neighbors, a larger bandwidth,
and a smaller density of states. Even though the
exchange-correlation integral is considerably
larger in the light elements than in the 3d series,
there is no possibility of ferromagnetism because
of the much smaller densities of states. There is
not much chance that metallic hydrogen will be
ferromagnetic.

The values of I given in Table I for V, Fe, Co,
Ni, and Pd are in excellent agreement" with those
obtained by Gunnarsson, ' and those for Fe, Ni, Rh,
and Pd are in very good agreement with the results
of Poulsen et al. '. Values of I for the alkali metals
deduced from the results of Vosko et al. ,' on the
other hand, are about 20% lower than those given
in Table I. This discrepancy is understandable in
terms of differences in the approximations used
for E„,. These authors also used the von Barth-
Hedin' functional form, but they used the random-
phase approximation (RPA) values of the constants
(as originally suggested by von Barth and Hedin'0),
whereas the results in Table I were obtained using
the values of the constants given in Ref. 18." Cal-
culations were repeated for Li using the same E„,
as was used by Vosko et al. , leading to a value of
I of 0.072 By, to be compared to the value of 0.086
By appearing in Table I, and the value of 0.070 Ry
deduced from their results. It is remarkable that
the exchange-correlation integral I is this sensi-
tive to the detailed form of E„„ this sensitivity
offers real possibilities for accurately determining
E„,by comparison to experimental susceptibility
enhancements. In this context, it should be pointed
out that the results of Vosko et al. ' are in better

agreement with experimental Iconduction-electron
spin resonance (CESR) or spin-wave excitationj
measurements of the spin susceptibilities of the
alkali metals than are the present calculations.
On the other hand, a recent measurement" in Al
gives a positive Fermi-liquid & parameter, which,
if interpreted directly in terms of a susceptibility
enhancement, corresponds to a negative value of I.
There is no reasonable local form for E„,which
gives a negative I, so that, unless for some reason
the CESR or spin-wave experiments do not direct-
ly measure the static susceptibility enhancements
discussed in this paper, this result indicates thai
there may be important nonlocal exchange-corre-
lation effects on the susceptibility.

Because the calculated susceptibilities include
only the spin paramagnetism, and thus the con-
tributions from the cores and the orbital motion
have been ignored, a detailed comparison with ex-
perimental bulk susceptibilities will not be made.
It is of interest, however, that the calculated sus-
ceptibilities for the nonmagnetic members of both
transition series are considerably smaller than
the experimental values. This is understandable
in terms of an orbital (Van Vleck) paramagnetism
in non-s-band materials. ' The size of the dis-
crepancy between the present calculations and ex-
periment is consistent, except for Pd, with both
experimental" "and theoretical~'" estimates of
the orbital paramagnetism in various transition
metals (as an example, y,„„-y . for V is +180
x10 ' emu/mole, while estimates" "of its orbital
paramagnetism range from 75 to 200x10 ' emu/
mole). Also, the calculated spin susceptibility for
Al agrees with the experimental bulk value, which
might be taken as evidence for a small paramag-
netic orbital term (just enough to cancel the Landau
term) coming from p-like band states

The calculated spin susceptibility enhancement
for Pd is too small. The most likely explanation
for this, aside from the fact that the calculations
give a lower bound to y, is that the density of states
value in Table I is too small; an increase of only
15% in N(E~) is required to double the calculated
susceptibility enhancement. The Fermi level in Pd,
nonmagnetic Ni, and Ca (but none of the other ele-
ments in Table I) happens to fall at a point where
the density of states is decreasing extremely rapid-
ly with energy, making its value exceptionally
sensitive to the Fermi-level position in these ma-
terials. It is thus quite possible for the density of
states to be sizably changed by non-muffin-tin or
relativistic effects (Mueller et al.~ found a 10%
increase in Pd due to the latter). Naturally, N(E~)
for these materials will also be unusually sensitive
to numerical tolerances in the calculation; for ex-
ample, the estimated accuracy of the Fermi ener-
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gy, +5&&10 ~ Ry, is enough to account for a 5%
change in the density of states of Pd.

V. SOLUTION FOR Cr

Consider now an exact numerical calculation of
the magnetization, to be carried out by perform-
ing self-consistent spin-polarized calculations in
the presence of a magnetic field, as discussed
above, and to be used to check the accuracy of the
approximate solution given in Eq. (14). Note in
particular that this approximate solution contains
none of the interband part of the susceptibility
[second sum in Eq. (3)] because of the orthogonality
of the Bloch functions; y(r) depends only on the
wave functions on the Fermi surface. Interband
contributions can occur only when one of the two
states (g, , g,.) in the second sum in Eq. (3) is oc-
cupied and the other is empty. In a uniform field,
one would expect the interband term to be impor-
tant when the Fermi energy falls near the middle
of a d-band complex, since there can then be a
relatively large number of states satisfying these
occupancy conditions, for which in addition the en-
ergy denominator is small. Therefore, it seemed
that Cr would be an appropriate material on which
to test Eq. (14).

Accordingly, a self -consistent spin-polarized
calculation of the magnetization of Cr in a small
uniform external field (field splitting of 2 mRy)
was performed. The resulting susceptibility cor-
responded to an exchange integral [using Eq. (16)]
of 0.031 Ry, compared to the approximate value of
0.028 Ry obtained from Eq. (17). This 10% agree-
ment shows that the approximation to I given in Eq.
(17) is remarkably accurate, and provides justifi-
cation for asserting that the values of I in Table I
for the other elements (and also those obtained by
Vosko et al. ' and Gunnarsson') are probably within

about 10% of the correct values for the assumed
form for E„,." This conclusion is also supported
by the results of Poulsen et al. '

The susceptibility enhancement of Cr is thus
relatively small at q = 0. The situation at finite q
is much more complicated. If we think in terms of
a finite-q generalization of Eq. (16), of the form

(18)

where ya(q) involves no matrix elements of Bloch
functions, then, for a spin-density-wave instabil-
ity to occur at finite q,"either I, or ~'(q) must be
much larger than at q =0. A peak in ya(q) due to
(imperfect) Fermi-surface nesting is the standard
explanation of the antiferromagnetism of Cr (Ref.
16); it is often taken for granted in such investi-
gations that. I, is large enough to produce the in-
stability. However, of three calculations" "of
y'(q) for q at or near the nesting wavevector in

Cr, only one, that of Asano and Yamashita, "
gives a maximum value of ya(q) which is large
enough to produce an instability if I, is equal to
the value of I in Table I. The rather large differ-
ences between the results of these calculations
mme it difficult to draw firm conclusions, but
this is at least an indication that I, at the nesting
wave vector is larger than its, value at q =0, or
possibly that Eq. (18) is a poor approximation to
y(q). Another, more serious implication is that a
peak in y (q) is not by itself sufficient evidence for
an antiferromagnetic instability.
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