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The Hubbard model for a disordered linear chain with a half-filled band is studied. At low temperatures
(T % U/4k) and sufficiently small transfer integrals, the Hamiltonian via a perturbation expansion reduces to
that of a disordered one-dimensional Heisenberg antiferromagnet. It is found that the coupling constant J has
for n» 1 the behavior J = Dn°B?", where D, a, and B depend on the parameters of the Hamiltonian and n is
the number of intermediate sites between localized spins, and is a random variable. An expression for the
probability distribution P(J) of exchange integral J is also obtained. For small J, P(J) « 1/J'~¢|In(J/ D)|*".
That is, P(J) has a singularity at the origin for ¢ < 1, where ¢ depends on the parameters of the Hamiltonian.

I. INTRODUCTION

The study of one-dimensional systems is signi-
ficant for several reasons. Because of their sim-
plicity, they are easier to treat than the higher-
dimensional ones. One can often obtain exact re-
sults without resorting to approximations and ex-
pects to be able to use this knowledge in treating
more complex situations. In addition the one di-
mensionality in some cases leads to fascinating
properties which are remarkably different from
those of higher-dimensional systems. Further-
more, experimental investigations of a variety of
compounds possessing quasi-one-dimensional
structures have been reported.! The most promin-
ent examples are some of the “mixed valence”
complexes? of platinum and iridium, and certain
salts of the organic ion-radical tetracyanoquinodi-
methane (TCNQ).2 Bloch et al.* were the first to
recognize the implications of the fact that x-ray
crystallographic data®® showed some of the above-
mentioned quasi-one-dimensional compounds to be
structurally disordered. One theoretical model
extensively used in the study of the various proper-
ties of one-dimensional systems is the Hubbard
model.” In view of the remarks of Bloch et al.? we
expect that an investigation of the effects of dis-
order in the Hubbard Model will give results which
will be proven applicable to a large class of one-
dimensional systems. For relatively small trans-
fer integrals ¢, and for low temperatures, the Hub-
bard model becomes equivalent® to a Heisenberg
model as regards magnetic properties. We are
particularly interested in the effect of disorder on
magnetic properties of one-dimensional systems.
Accordingly, in this paper we consider the prob-
ability distribution of the exchange interactions
between localized spins arising in the Hubbard
model of a disordered linear chain.

The simplest form of the Hubbard Hamiltonian
for a disordered linear chain is

H=H,+V , (1.1)
where

H, =>: €ia;sa£s+U2 ajyayalayy ,
198 H
(1.2)
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Here {e‘} are the single-site energies, which are
considered to be independent random variables
(with zero mean, and rms 0), ¢;; is the transfer
matrix element, and U is the Coulomb repulsion.
We treat H, as the zero-order Hamiltonian and the
electron-hopping term V as a perturbation, so that
an appropriate perturbation expansion applies in
the case |¢| sufficiently smaller than U, 0. The
perturbation expansion results in an effective
Hamiltonian of the form of the Heisenberg spin
Hamiltonian, with nearest-neighbor interaction,
and random coupling constant.

In Sec. II we present the formal theory of the
perturbation expansion. Section III contains the
evaluation of the expansion. In Sec. IV we derive
the probability distribution of the random coupling
constant for the cases (a) t<<U< o, and (b) t<<U
~¢. Finally in Sec. V we summarize our findings
and give our conclusions. We reserve for subse-
quent publication study of various simple model
Hamiltonians with that probability distribution of
exchange and application to N-methylphenazinium-
tetracyanoquinodimethanide (NMP-TCNQ). A pre-
liminary account of the present study of the distri-
bution of exchange interaction and of these latter
applications has appeared.®

II. PERTURBATION EXPANSION

In one dimension, an infinitesimal amount of
static disorder causes the states of noninteracting
electrons to become localized.'*!? In the strong-
disorder limit the localization length becomes
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smaller than the interatomic distance. In that
case, we have to choose the zero-order Hamilton-
ian so as to reflect this property. The Hamiltonian
H, describes a system of electrons localized on
sites I, and satisfies the localization requirement
on our zero-order Hamiltonian. As we shall see
below, the ground state of H, contains singly oc-
cupied sites, that is localized spins. Spins sitting
on different sites do not interact among themselves.
As a result the zero-order ground-state energy
does not depend on the orientation of the spin of
the electrons sitting on singly occupied sites, and

therefore the zero-order ground state is degenerate.

For a configuration containing » singly occupied
sites, the degeneracy of the zero-order ground
state is 2". Our perturbation expansion must there-
fore take this degeneracy into account. In the ab-
sence of the Hubbard interaction, the localization
property would assure the convergence of the per-
turbation expansion, as proven by Economou and
Cohen.!* As the interaction provides an additional
localizing influence, we can expect the perturbation
expansion to converge a priori. However, we have
not attempted a proof because of the complications
introduced by the interaction.

Before going on to the perturbation expansion,
we shall diagonalize H,. We examine the case in
which the probability distribution of single-site en-
ergies is Gaussian withrms o, and the band is half-
filled. Although the chemicalpotential u canbe de-
termined in the usual manner by fixing the average
number of particles, we can set it immediately at
1U for the present case of a half-filled band.
Electron-hole symmetry implies that p is indepen-
dent of temperature, and it is clear both physical-
ly, and by direct calculations that u=3U. As a re-
sult the occupancy at low temperatures, 2T< U,
is as follows'*: Sites with energy €,<—3U are
doubly occupied, those with energy —§U<e‘<%U are
singly occupied, and sites with energy ¢; >3U are
empty (Fig. 1). Thus the probability for a site to
be singly occupied at T=0°K is given by

p=erf(U/2V20), 2.1)

where erf is the error function. Generally the pro-
bability distribution of the single-site energies
varies with the temperature. In the forthcoming
analysis we are going to assume that the sites
have their zero-temperature occupation. In order
for this assumption to be meaningful the probability
p(T) for a site to be singly occupied must be close
to that of (2.1). We define the critical temperature
up to which our analysis is correct by the relation
p(T,) ~1.20p, with p given by Eq. (2.1). This rela-
tion gives T,~U/4k.

We now proceed with the development of the per-
turbation formalism. We define P to be the pro-
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FIG. 1. Gaussian probability distribution for single-
site energies. Sites with energy € <-3U are doubly oc-
cupied, those with —§U <€ <§U are singly occupied, and
sites with € >§U are empty.

jection operator to the space spanned by the zero-
order ground states, and @ the projection operator
to the complementary space. As projection oper-
ators, P and @ satisfy the relations

P+Q=1, P?=P, @*=Q, PQ=QP=0. (2.2)

Using these properties of P and @, the Schrddinger
equation for the stationary states

(E-H)p=0
can be written as follows:
(E-H)(P+Q)¥=0.
Premultiplication by P yields

(E - PHP)Py=(PHQ)QY, (2.3)
while premultiplication by @ yields

(E - QHQ)QY = (QHP)PY. (2.4)
Equation (2.4) may be inverted to give

QY =(E - QHQ)™(QHP)PY, (2.5)

and substituting Q¢ into Eq. (2.3) we obtain that the
equation for Py is

[E - PHP - PHQ(E - QHQ)QHP]Py=0, (2.6)

which means that instead of solving the Schrédinger
equation in the total space, we can solve it in the
subspace spanned by the degenerate eigenfunctions
of the zero-order ground state. In this subspace
our system will be described by an effective Ham-
iltonian

H ,=PHP+PHQ(E - QHQ)™QHP. (2.7)

Utilizing the usual Green’s-function expansion
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1 C n
-E—_—Q—HjQ— = "zd; GO(QVQGO) 3
with
G,=(E - QH,Q)™, (2.8)

we can rewrite Eq. (2.7) as
Ho =PHP+PHQ ), G,(QVQG,)"QHP. (2.9)
n=0

Let us now concentrate on our case, where the
Hamiltonian is given by (2.1). The effect of V is
to transfer an electron from site to site. There-
fore, application of V to the ground state will cause
the hopping of an electron from a singly occupied
site to an empty one, or from a doubly occupied
site either to a singly occupied site or to an empty
one. All these processes cause the system to be-
come excited. Similarly V operating on the excited
states created by the hopping of one electron may
cause a transition to the ground state. On the other
hand, H, does not cause transitions from one state
to another. The above mentioned physical argu-
ments can be described mathematically by the fol-
lowing relations :

PHP=PH,P, PHQ=PVQ, QHP=QVP.
Combining Eqgs. (2.9) and (2.10) we obtain

(2.10)

H oo =PH0P+PVQZ’; G,(QVQG,)"QVP.  (2.11)

We now proceed as follows: From the total sys-
tem, consisting of an infinite number of empty,
singly, and doubly occupied sites, randomly mixed,
we isolate a subsystem composed of two singly
occupied sites between which exists a random com-
bination of empty and doubly occupied sites as
shown in Fig. 2. In this particular case the degen-
eracy of the zero-order ground state is equal to 4.
Thus the zero-order ground-state eigenvectors of
this subsystem labelled according to the orienta-
tion of the end spin are

[=[40), [2)=]s),
|3)=44), [4)=]+4).

Expanding Py in terms of the |i)’s i=1,..
obtain

Py= }: c; |,
____®_I_O_@....HQD_O_OT@____

FIG. 2. Part of an infinite chain consisting of two sin-
gly occupied sites between which exist a total number »n
of empty and doubly occupied sites.

(2.12)

.,4 we

and writing the Schrodinger equation in matrix
representation, we get that the eigenvalues of the
Hamiltonian of the subsystem are the solutions of
the secular equation:

det(H,,, - EI)=0.

Thus in order to obtain the eigenvalues of H,,
we must evaluate the matrix elements of H,,,.
The matrix elements can be expressed as

(i|Hogg|3) = Eo0yy+ Z; (i|PVQG,(QVQG,)"QVP|j).
(2.13)

Each time that V operates it causes the hoping of
an electron from a site to its nearest-neighbor
site. Because of the fact that the initial and final
states, li) and I 7), respectively, belong to the
manifold of the zero-order ground state, one can
see that it is necessary to have an even number
of V applications present, otherwise the matrix
element will be zero. Thus the expansion will con-
tain only even-order terms. The presence of @
in the intermediate positions of Eq. (2.13),
assures that no intermediate state can belong

to the zero-order ground state.

From the perturbation expansion of H,,, we are
interested to keep terms which contribute to the
coupling of the end electrons. For a subsystem
with » intermediate sites, all terms of the expan-
sion of order less than 2(z+1) do not contribute to
the coupling of end spins, that is their contribution
is independent of the orientation of the end spins.
The effect of all those terms is to renormalize the
zero-order Green’s functions. The lowest-order
perturbation that contributes to the coupling of
the end spins is 2(z+1). We also assume that
terms of order higher than 2(z+1) make a fairly
small contribution in comparison with the (22 +2)
term, and thus ignore them. In conclusion, for a
subsystem with » intermediate sites the only term
that we expect to contribute significantly to the
coupling of the end spins is the 2(z+1) one. This
is the reason we chose to isolate the subsystem of
two spins and n intermediate empty or doubly oc-
cupied sites, and treated it separately. One can
expect that this grouping, repeated for all possible
pairs of nearest-neighbor singly occupied sites,
will result in a fairly good approximation to the
real physical system, namely that of an infinite
chain, in the limit {<< U,o. In the present calcula-
tion we ignore interactions involving more than
two spins, which would be present if the Hamilton-
ian were derived to consistent order in perturbation
expansion.

From Eq. (1.2) one can see that V is a sum of
terms. As a result, the matrix elements of H,,,
are also sums of terms which originate from all
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possible combinations of the various terms of V.
In what follows any particular combination of such
terms is going to be referred to as a diagram.
Following Klein and Seitz!® we represent a hopping
from site i to site j by an arrow directed from i
to j. Consequently, a diagram can be graphically
presented as a set of arrows, each arrow repre-
senting an individual hopping. The arrows are
ordered in such a way that the arrow representing
the first hopping is located below the one repre-
senting the second hopping and so on (Fig. 3). In
evaluating these diagrams one has to be careful
not to violate Pauli’s exclusion principle.

There is a subset of diagrams the contribution
of which does not depend on the orientation of the
end spins. Accordingly, such diagrams do not
contribute to the coupling of end spins. We could
eliminate them by renormalizing G,, but, as they
give a contribution to the exchange which is higher
order in #, we neglect them instead. Elimination
of these diagrams leads to

(1 |Heu|1)=<2 ‘He"|2)=0
and
@3 |Heu|3> =@ lHeu|4) =(4lHef!|3>
=<4iH911|4)E—H(2m2)-

The matrix elements (1 |Hm |j); j#1and 2 |H,” |j);
j#2 are equal to zero. This can be seen by making
use of the symmetry of the system. A direct con-
sequence of the symmetry is the conservation of
the z component of the total spin. An example

of the remaining diagrams for the system of Fig.

4 is given in Fig. 5. What we have managed to do
is to reduce our original eigenvalue problem, the
solution of which would have required the diagonal-
ization of a 4 X4 matrix, to that of a diagonalizing
a 2 X 2 matrix with equal matrix elements. From
Eq. (2.13) we note that for » even, there is an odd
number of G,’s present. This, combined with the
fact that all the G,’s are negative, gives H@™?2)
positive. The eigenvalues of H,,, are —2H @"2)

and 0 with multiplicity one and three, respectively,
corresponding to singlet and triplet states. Thus
the effective Hamiltonian can be written

Hoﬂ =- 2H(2m2 )(% - §1 ¢ §a) = 2H(2"‘2)§1 ¢ §2 + const,

and since H®™2)>( the coupling between the end
spins is antiferromagnetic. Therefore the Ham-

]

FIG. 3. Two-arrow diagram.

O O O

FIG. 4. Three-site system.

iltonian for the total system can be written as
follows:

H g0 = ZJagt - §uu

with J;> 0.

(2.14)

III. EVALUATION OF THE EXPANSION

The perturbation expansion we developed is of
Brillouin-Wigner type, and the coupling constant
J is calculated in terms of the eigenvalues of the
total Hamiltonian, which are functions of J. Thus
we have a typical self-consistent problem. For
t<<U, o the corrections to the zero-order energies
are going to be small, and we can ignore them.
Since we are interested in calculating the coupling
constant at low temperatures, the system will be
in its ground state, and therefore we can replace
E in Eq. (2.8) by E,, the zero-order ground state.
The presence of @ in the denominator of G, pre-
vents it from becoming infinite. We also ignore
the renormalization effects, because we consider
them to be minor for << U,o. Moreover, J de-
pends on the separation of the spins and the single-
site energies of the intermediate sites, all random
variables. Therefore J is a random variable, and
we must ultimately obtain its probability distri-
bution. The latter is obtained in Sec.IV. The con-
tribution to the magnetic properties at temperature

[
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FIG. 5. Diagrams of the three-site system given in
Fig. 4.
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T is dominated by spins which are coupled by an
exchange J s k7. Therefore our major concern in
the present section is to calculate J in the asymp-
totic region, that is for a large number 7 of inter-
mediate empty or doubly occupied sites, for which
J is small and sharply distributed for fixed ».
From Eq. (2.13) one can easily derive the rules
for evaluating diagrams; they are the following:
(a) Each arrow contributes a factor ¢; and (b)
each intermediate state contributes a factor
(E,- E,)™, where E, is the energy of the state.
The contribution of each diagram thus has for the
form

2n+1

£(n) = - t2n2 II

i=1

1
E,-E,

2n+1

=— $2M2ey Z ln(E,—Eo)>, (3.1)

§al

where 7 is the number of intermediate sites, and
E, and E; are functions of random variables, the
single-site energies. Since in the asymptotic re-
gion n is large, we have sampling of a large num-
ber of denominators in £. Therefore, the leading
behavior of £ for large n can be calculated by the
use of the central-limit theorem which gives

2n+1

L(n) =~ - t2™2exp <- E (In(E, - EO))> . (3.2)
i=1

E; and E, have the form

n+2

E=Z n e+ kU, (3.3)

J=l

with €, being the single-site energies, n; the oc-
cupation of the j site, and 2 the number of doubly
occupied sites. Sites 1 and n+2 are sites whose
energies belong to the region (-3U,3U) while sites
2,...,n+1 have energies belonging in one of the
regions (-«,-3U) or (3U, ).

To avoid analytical difficulties, we approximate
the Gaussian probability distribution of single site
energies given by Fig. 1 by the probability distri-
bution

1 exn(_ L€ |- U
@rsd) 2 e U OP\T T o

P(e)= for |e|>3U, (3.4)

1
Tr@ieyTE or le|<3U.

For U/s-0 this distribution approaches a Gaussian.
We require that distribution (3.4) has the same

rms as the original Gaussian distribution. This
requirement gives a relation that connects s with

o (the rms of the Gaussian distribution)

€/u

FIG. 6. Gaussian distribution (broken curve) of the
single-site energies and an approximate distribution, as
given by (3.4), with the same rms (solid curve) are
plotted for the case U=s.

o?={U%/[1+(@2m'/2s/U]}
X[+ 5(2m) /25 /U +2(s /U + (2m)*/3(s /U)].
(3.5)

Figure 6 gives the probability distribution (3.4) and
a Gaussian with the same rms for the case of

U=s. Figure 7 is a plot of 0/U as a function of
s/U as given by Eq. (3.5). This figure indicates
that it is a good approximation to write

0=5+0.217U. (3.6)

We can now calculate the average (In(E, - E,)).
We find in the Appendix

(In(E; - E,))~ In(a;0+b,U). (3.7)

We expect £ overall to have the behavior

L) =tf'(n)[t/(a'o+b'U) 2™, (3.8)
. , . , , ,
8 - _
/D/
6 /,o’/ -
a e
U 4 /,o’ -
/'O/
oL ’/o” |
| | . | . | .
0 2 4 6 8
Yu

FIG. 7. 0/U as a function of s/U. The crosses repre-
sent relation (3.5) and the broken curve Eq. (3.6).
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and that the coupling constant J, which comes from
the summation of all possible diagrams, will even-
tually have the same behavior, that is,

J(n) =tf(n)[t/(ac+bU)]|?". (3.9)

We now outline the calculations which we have
carried out and give our results. The evaluation
of the diagrams was performed on the IBM370
computer of The University of Chicago Computation
Center. The values of a and b, as well as the form
of f(n) were then deduced by fitting the calculated
values for J(n) with a function of the form of Eq.
(3.9).

J(n) = 7.77!‘2[1— tanh(g)]nl..35-2.17U/¢M0.23U3/¢r'i <
o

Formula (3.12) for U << ¢ reduces to
J(n) =n'**%(6.402/U +2100)(1.1¢/0)?"2 , (3.13)

Result (3.13) has some differences from (3.10).
The differences in f(n) are not very important since
the behavior of J is dominated by the power term.
We attribute these differences to the form of f(n)
we chose. We expect a better choice of f(n) to re-
move these disagreements. We also notice that
there is a difference in the coefficient of the power
term. However, taking into account the fact that
Eq. (3.13) was deduced by doing a perturbation ex-
pansion in the region U~ o while Eq. (3.10) is the
result of a perturbation expansion in the region
U< 0, the agreement between the coefficients of
the power term can be considered as good enough.

Summarizing the expansion results we conclude
that in both cases J has the behavior

J(n)=Dn®p2" | (3.14)

where 7 is the number of intermediate sites. Thus
a necessary condition for the perturbation expan-
sion to exist is g<1.

IV. PROBABILITY DISTRIBUTION OF J

Equation (3.14) gives us the dependence of J on
n. The distance, n, between two singly occupied
sites is a random variable. The random character
of » mades J also a random variable. The prob-
ability for a site to be singly occupied is given by
Eq. (2.1). The probability that between a given
singly occupied site and the next singly occupied
site exist » empty or doubly occupied sites is

Pn)=(1-p)"p . (4.1)

We assume that p is sufficiently smaller than unity
that In(1 - p)=~—-p. In that case Eq. (4.1) becomes

2n 1
0.920-0.26U> (T/*

A. Case 1: t1<U<o0

In this case Eq. (3.9) becomes J(n) = tf(n)(bt/c)?*1.
Calculating J(n) for n=1,2,3,...,6 and doing the
fitting, we found that J is given by

J(n) =n(0.8202/U +1.950)(1.4¢/0)2m2, (3.10)
B. Case 2: t<U~o
Here J can be written
J(n) =U(¢/a¥™%f(n)[(ac/U+b)-1]2%1, (3.11)

We calculated J(x) for n=1, 2, -3, 4 and for dif-
ferent values of 0/U. The result of the fitting
gives the form

(3.12)

© .8)"91'2°4ZU"’"°"303/° 3
1.82U+0.020 >

—

P(n)=pe™ . (4.2)
The probability distribution of J is equal to

-1

PW) =} P(n)’%—u (4.3)

Using Eq. (3.14) we can obtain the following rela-
tions:

dinJ _a

= +2Ing 22 21np , (4.4)
_In(J/D) alnn
“2Ing " 2Ing (4.5)
Inserting Eq. (4.5) into Eq. (4.2) we get
P(n)=p(J/D)°1/n*° , (4.6)

where c=p/2 |lnﬁ| . For large » Eq. (3.14) gives
In(J/D)~2n1ng . 4.7)

Combining Eqs. (4.3), (4.4), (4.6),and (4.7) we ob-
tain

P 1 (211nB|)>e
2D11nB| (J/D)=¢ [IIn(g/D)(]2¢ °

Then the probability distribution of J/0 is given
by

PJ)= (4.8)

Cpe 1 @implpe
Pal/) =35 1Tog1 G/ TIn@/ DY -

The main characteristic of Eq. (4.9) is that for
c<1, P,(J/0) has a singularity at J =0.

Equation (4.9) gives P(J/0) in the asymptotic re-
gion, that is for J< 0. We are interested in find-
ing P(J/0) not only in the asymptotic region, but
alsofor everyJ/o. Before going on withthe general
case we shall consider some special cases.

(4.9)
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© O

FIG. 8. Nearest-neighbor configuration.

A. Nearest neighbors

The configuration for this case is shown in Fig.
8. We treat the nearest-neighbor interaction ex-
actly. From conservation of total spin we have
that the Hamiltonian does not mix singlet and trip-
let states. Also the hopping matrix element does
not couple the spins in the triplet state. The sing-
let states of the system are the following:

¥ =alyaf,|0) ,
% =(1/V2)(alyd}, - af,a}})|0)
4’3=a§fa§+|°> ’

with a], the creation operator at site i. In this rep-
resentation, the Hamiltonian has the form

(4.10)

2¢,+U V2t 0
H=| V2t ¢, +¢, V2t |,
0 V2t 2¢,+U

(4.11)

with €,, €, the single-site energies. Because we
require that the unperturbed ground state corres-
ponds to both levels €, and ¢, singly occupied, the
maximum difference between ¢, and ¢, is U. The
energy of two singly occupied levels ¢, +¢, is
therefore less than the energy of either of the two
doubly occupied levels 2¢, + U or 2¢,+ U except

t t*

© O ©

(a)

O O O

(b)

FIG. 9. Next-nearest-neighbor configuration. (a)
Empty intermediate site; (b) doubly occupied interme-
diate site.

when |¢, - €,| =U, when it coincides with one of
them. Apart from that limiting case E,_,, the
smallest eigenvalue of the Hamiltonian corresponds
to a singlet state consisting predcminantly of two
singly occupied sites. The coupling constant J,
equal to the difference between singlet and triplet
state, is then given by J=¢, +¢,-E_,;,. We find
E,;, numerically, and the calculation of the prob-
ability distribution of J is done by the Monte Carlo
method. In order to apply this method, we must
know the values at ¢, U, o, and p. We have used
t=0.055 eV, U=0.13 eV, 0=0.136 eV, and p=0.367
from Ref. 9. The nearest-neighbor probability
distribution, normalized to p, for these values is
given in Fig. 10.

B. Next nearest neighbors

We have two possible configurations which are
shown in Fig. 9. The diagrams that contribute to
the coupling constant for the configuration of Fig.
9(b) are shown in Fig. 5. Evaluation of these dia-
grams gives that the coupling constant is equal to

J=2l: + + £ < 1 + 1 2]
(€, - €)%, +U-¢;) " (€5 - €,P(e,+U-¢) - +U+€ \€ ~€, €, ¢, ’

(4.12)

The coupling constant for the configuration of Fig. 9(a) can be found in the same way. The result of this

calculation is

te tt

J=2[ + + t 1 + 1 ’
(€5 —€)V(e; +U-¢€,) " (,-€,P(e,+U~-€,) "¢, +U—¢,\¢, - ¢, ez—el) ]

To attempt to find the probability distribution of
J/o analytically is a rather complicated process.
Instead, we found the probability distribution
P(J/0) by Monte Carlo techniques, using the pre-
vious values of £, U, and 0. The probability dis-
tribution P, (J/0), normalized to p(1 - p), is
shown in Fig. 10.

C. Total probability distribution

From Fig. 10 we see that the P,, distribution is
more or less separated from the rest of the dis-
tribution. Therefore, we write the total probability
distribution in the form

(4.13)

' PyJ/0)=P (J/0)+P(J/0) . (4.14)
Since

[ R )e()
and

[ Pa(Z)a(z) .
we have

fo P, <%>d(g> =1-p (4.15)
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FIG. 10. Probability distribution of J/c as a function
of J/o for £=0.055 eV, U=0.130 eV, and 0=0.136 eV.

P, (J/0) must coincide with P(J/0) for J/o<< 1.
Furthermore, P,(J/0) must coincide with P, in
the tail region, because the contribution from more
isolated spins will go to zero faster than the next-
nearest-neighbor configuration. The distribution
P,(J/0) does not satisfy Eq. (4.15) and does not co-
incide with P, in the tail region, as is apparent
from Fig. 10. We cannot use P, =P(J/0) as is and
are forced to modify it as follows:

P, <1I> =Pa<%> (A +Be-C17loy1

p (4.16)

Since P, (J/0) must coincide with P,(J/0) for J/o
<1 we obtain

A+B=1. (4.17)

Another condition can be obtained by requiring that
P,(J/0) coincide with P, (J/0) in the tail region.
Choosing J’ to be a point of coincidence we have

’ (4
Pa (%) (A +Be-C1J'/U)-1 =Pnnn (i> ’

p (4.18)

Furthermore Eq. (4.15) must also be satisfied.
The integral from zero to infinity of (4.16) is in-
finite. In order to avoid the difficulty we introduce
a cutoff to the probability distribution at J=0,
which we expect to be higher than temperatures of
interest. Therefore condition (4.15) should be re-
placed by

1 J J
fo P, <a>d<(—r> =1-p. (4.19)
Conditions (4.17)-(4.19) determine parameters A,
B, C,. The values of these parameters for the
choice J’ =0.80 and for ¢£=0.055 eV, U=0.130 eV,
and 0=0.136 eV are given by: A=10.37, B=-9.317,
and C, =2.4. Plot of P,(J/0) as a function of J/o
is given in Fig. 10.

From the above analysis it is apparent that the
probability distribution P, (J/0) is found by making
an interpolation between the probability distribu-
tions in the asymptotic region and in the tail region
of P,.(J/0). Figure 10 also includes plots of P (J/
0) as a function of J/o. The parameter a which is
defined by Eq. (3.14) is negative, therefore from
Eq. (4.9) we obtain that P,(J/0) goes to zero log-
arithmically as J—~D. This zero is extraneous be-
cause formula (4.9) is correct only for J<<D. Thus
we must correct the probability distribution P, (J/0)
in the region where the dip to zero occurs. The
correction is indicated in Fig. 10 by a dotted line.

V. SUMMARY AND CONCLUSIONS

For low temperatures (T s U/4k), treating the
hopping part of the Hubbard Hamiltonian as a per-
turbation, we have been able to transform the Hub-
bard Hamiltonian into an equivalent Heisenberg
antiferromagnetic Hamiltonian with random cou-
pling constant. In evaluating the coupling constant
from all the diagrams that contribute to the cou-
pling of localized spins, we took into account only
the lowest-order diagrams. Additionally the per-
turbation expansion was carried out only up to the
14th order for the case << U<<o, and up to the 10th
order for {<<U~0. From the expansion we ob-
tained that the coupling constant is given by the re-
lation J =Dn®g?", with 8<1 and » equal to the num-
ber of intermediate sites between localized spins
and gave numerical estimates for D, «, and 8.
Thus the coupling constant decays according to a
power law. More accurate calculations, in which
diagrams of higher order are included, as well as
configurations with more intermediate sites, will
modify the numerical values of the coefficients D,
a, and B, but will leave the form of the coupling
constant unchanged since the biggest contribution
comes from the 2n+2 order diagrams, which we
have considered. We also note that the coupling
J ,§ . §¢+1 between localized spins reduces the re-
quired energy for an electron to be excited from
a doubly occupied site to an empty one. The modi-
fication is unimportant for ¢ << U, o but for large ¢
it will have considerable reduction of excitation en-
ergy, and renormalization effects will become im-
portant. One of the effects of renormalization is
to change the probability p for a site to be singly
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occupied.

Furthermore, we calculated the probability dis-
tribution of the coupling constant and found that it
has an integrable singularity at the origin, for p/
2|InB| <1. The effect of this singularity on the
magnetic properties of one-dimensional systems
will be the subject of further papers. We should
point out that P(J)c1/J*=¢ is more general than the
half-filled band Hubbard model used to obtain it
explicitly. Only two features are necessary: (i)
random distribution of localized spins along a line,
and (ii) an exponential decay of the exchange cou-
pling with separation. Whatever additional inter-
actions are present, (i) follows from disorder if
the net electron-electron interaction is repulsive
and (ii) then follows automatically from localiza-
tion. Since the exponent 1 -c=1-p/2 [lnBI which
is an important feature of our theory, was obtained
by making use of the approximate formula P(n)
~ ¢ instead of the exact one P(n)=e™"1-? we
note that use of the latter would give

1-c=1+In(1-p)/2|Ing| .

The difference between the two expressions for

1 - ¢ is unimportant for the case we have examined,
that is for p sufficiently smaller than unity. All the
previous analysis can be carried out equally well
for the case of an arbitrarily filled band. The only
modifications are that the chemical potential will
no longer be equal to 3 Uand the probability for a site

to be empty will differ from that of being doubly
occupied.
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form (3.3) and E;> E, we get that

n+l

E; = Eq=m €, + Myp€pa+ D m;le;| +RU, (A1)
7=

with m,, m,,,=0, £1 and m,=0,1,2 for j=2, ...,
n+1 and % integer. Making the transformations

|€j!:(§+y1‘)U’ j=273y""n+1’ (AZ)

lé,! =x;U, j=1,n+2,
we obtain that (In(E; - E,)) is given by the expres-
sion
(In(E; - E,))

n+l
=1nU+ <1n<m1xl MK+ D MY+ k1>> .

i=2
(A3)
We now define the function

n+l
F(a) =<ln<oz F X+ X pn + Z myy;+ k1)> ,

j=2

(A4)
which has the behavior
F(a) = Ine. (A5)
Then
(In(E; - Ej))=1nU+ F(0). (A6)

Differentiation of (A4) gives

dF(Q) = ® ~u(a+ky )/ ,=umx - X, 1T -um ;.
o _£ du e 4@+ (e 1 1><e UMpe2 n+2> 1:! <e i Jy]) .

grateful to Professor J. A. Hertz for many helpful (A7)
discussions. From Eq. (A5) we derive that F(0) is given by
A
APPENDIX F(O):}‘im(lnA- f Z—zda),
We are interested in calculating the average °
(In(E; - E,)). Using the fact that E, and E, have the and making use of Eq. (A7) F(0) becomes
F(0)=1lim ( InA - f ) dui - e vR1 (e UM ¥1) (@ ¥Mns2¥ns2) 11 (e umi¥s)
As o u H : (A8)

j=2

In order to be able to calculate the averages contained in Eq. (A8) we need to know the probability distri-
bution of x; and y,.- Combination of (A2) and (3.4) gives

P(x)=0(i -x%), j=1,n+2,

U U?y?
Ply)=00) grrsexp(- ), =2, med, (49)

S

with ©(x) the Heaviside step function, being zero for negative argument and unity for positive argument.
The averages can then be calculated trivially and we get
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<e'“"'f"f>=sinh(%m,u)/%m,u » §=1, n+2, (A10)
with erfc the complementary error function. Using (A10) and (A11), F(0) becomes
. R R
F(0)=lim(1InA - du ———— f(u)) , (A12)
A ( u
where
—puk smh(zmlu) sinh(3m,,,u) [_(sum )2] , (sum> A13)
flu)=e*" el T L) exp ——lﬁU erfc ——-lﬁU s (

and has the property f(0)=1. Thus our task is to
calculate the integral in Eq. (A12). Using £ such
that £> 1 but £/A < 1 we obtain

[ ==
(A14)

with y the Euler’s constant. The major contribu-
tion to the integral

S

du —u_f(u)

1™ )=y +ints f: au 12 o,

/A

comes from # << 1. In that region f(¥) can be ap-
proximated by

Sflu) ~ e *Mrexp (- (—;’%—[—% > (A15)

=2

Also for £>1 we have
1-e*/u)~1/u. (A16)

Evaluating the integral of the right-hand side of
(A14) with the use of approximations (A15) and
(A16) we finally obtain

(In(E; - E,)) = In[k, U + smv2/(m)*/2], (A17)
with

mel
m=Y_ m,.
=

Using Eq. (3.5) we can express (In(E, -
function of U and ¢

E))asa

(In(E; - E,)) ~In{[k, - 0.217 mvZ /(n)*/2|U
+omv2/(my/2}, (A18)
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