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The hierarchical model is solved exactly, numerically in the presence of a magnetic and a staggered
magnetic field. Critical and tricritical behavior is studied. The general picture of Riedel and Wegner is
confirmed. It is shown that their logarithmic corrections are unobservable owing to the interference of higher-

order corrections.

I. INTRODUCTION AND SUMMARY

In view of the interest in the study of both crit-
ical- and tricritical-point phenomena by methods
of the renormalization group, it seemed to us de-
sirable to undertake a study of these phenomena in
the context of a model for which the methods of the
renormalization group can be applied without ap-
proximation. For the hierarchical model,'*? the ex-
act solution can be obtained by the numerical it-
eration of certain nonlinear integral recursion re-
lations. If the lattice spins are distributed ac-
cording to the law exp(as®-bs*) (b>0), and the
fundamental exchange energy is of ferromagnetic
sign, then’? all the usual theorems and ine-
qualities of the ferromagnetic Ising model hold.
Since the critical indices for this model are non-
trivial, it thus seems to us to be a likely place to
investigate the sort of critical and tricritical be-
havior which can occur in the framework of re-
normalization-group theory.

We found that the general picture of behavior
near the critical and the tricritical points as de-
veloped by Riedel and Wegner*® is correct. How-
ever, the logarithmic corrections which they pre-
dict at four-dimensional critical and three-di-
mensional tricritical points cannot be experi-
mentally observed because of the strong and very
slowly decaying corrections to leading-order be-
havior. Another point of practical significance,
both for theoretical analysis and the analysis of
experimental data, relates to the accuracy of the
location of the tricritical point. Although we were
able to locate an ordinary critical point to full
machine accuracy (about 14 figures), the ad-
ditional fluctuations associated with the tri-
critical point reduced our accuracy to about half
that for the critical point.

In the second section, we review some of the ele-
mentary theory of the hierarchical model with em-
phasis on the inclusion of both magnetic and stag-
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gered magnetic fields. We also indicate how the
Blume- Emery-Griffiths model® can be studied as a
hierarchical model in a staggered field. The
Wilson’ approximate renormalization-group re-
cursion formula is discussed and is shown to be,
as is also the hierarchical model, a special case
of the Wilson- Fisher® generalized approximate re-
normalization-group recursion formula.

In Sec. III, we discuss in some detail the be-
havior of the solutions of the recursion relations
near the critical point. We describe the behavior
at T<T_, where a spontaneous magnetization can oc-
cur, at T=T, where there is convergence to a
fixed-point solution and at T> T, where there is no
spontaneous magnetization and the magnetic sus-
ceptibility is finite. We are able to compute the
curves of the critical exponents y(s/d) and B(c/d).
The quantity ¢ is a parameter [see (2.1)] deter-
mining the behavior of the interaction and d is the
spatial dimension. These results are compared
with the € expansion® and the known results for the
spin-3 Ising model. We compute the susceptibility
and magnetization for o/d =% in order to display the
logarithmic corrections. The apparent results are
at variance with the predictions of Wegner and
Riedel® and we attribute this difference to cor-
rections to the leading-order behavior.

In the last section, we discuss the behavior near
the tricritical point. We find second-order critical
points, a tricritical point, first-order transition
points, and wings bounded by second-order wing cri-
tical points. Allthese are muchas expected. We pre-
sent results foro/d=2%, %, and 7 which show classical
tricritical exponents, classical exponents with loga-
rithmic corrections, and nonclassical exponents, re-
spectively. The plots of magnetization, as a function
of temperature with the other parameters held
fixed, and the magnetization along the first-order
line, show logarithmic corrections which apparent-
ly differ from those predicted. We again attribute
these differences to higher-order corrections.
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II. HIERARCHICAL MODEL

The model we study has been discussed in detail
in Ref. 1. Here, we present a brief review with at-
tention on the effects of the external fields, which
we now incorporate in the model.

We first discuss the model in one dimension.

The model consists of a system of N=2L inter-
acting spins {v j}, described by the Hamiltonian

gL=l-u -L(1+0)\ 2
3c= JZZ‘"" Z sz, JJ( 22__, >;}
+mH'§:( 1)4-1y +mHZ; . (2.1)
where
s Gy ~Sima)
my el T \/7 ’
§m, ml": (San-luu\;;zmm) . (m =1 yerns 2L-2-u)’

(2.2)
S,a=vy(G=1,...,25),

for p=-1,0,1,...,L -2, The first two terms in
the Hamiltonian describe the interaction between
spins according to the hierarchy of spin groupings
as shown in Fig. 1. We see that each spin interacts
with every other spin beginning at some level 7 of
the hierarchy. In terms of this level I we can write
the spin-spin interaction as

o+l
Sty (%—f—) 2.3)
(in the limit L - ), For J>0 we therefore have a
long-range ferromagnetic interaction decaying in a
stair step fashion roughly as 7-!-°.

The remaining terms in the Hamiltonian in-
volving H and H’ represent, respectively, the uni-
form and staggered applied fields which couple to
the spins v, via their magnetic moments m. For
ferromagnetic coupling, J>0, we see that the uni-
form field couples to the order parameter, and

hence the coupling can be written in terms of the
mean spin

r_ﬁHlZ j=mHNY3S, | . (2.4)

The coupling to the staggered field can also be written
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FIG. 1. The spin-grouping hierarchy used for our
one-dimensional model.
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L-2

mH’ t(-l)"‘v =mH’ Ef‘ S (2.5)

The partition function for this system can be
written

z- 1;1( [ dv,U(u,))em, (2.6)

where U(Vj) represents a spin-weight prob-
ability distribution for the v, which can be cho-
sen to interpolate between the continuous-spin,
Gaussian, and fixed-length-spin, Ising models.
The standard form that we use for U(v) is

UW)=e-t@ ™ (4<0, p>0). 2.7)
It is convenient to define the function P(v) by the
relation
N 1 __2-1.(14» o) '
U)=em} -3k ( T:il—> voiPO)|,  (@8)
where K=3J. So,

p(u)=[a_K(_1:1_f';;;L))]u2+bu4. (2.9)

Using the spin transformations of Eq. (2.2), we can
write the partition function, following Ref. 1, as

z= ﬁ [20/2VE1, (0" "™]

®w=0
o

xf exp[BﬁHx 2L/2§1.L_1— 31Q,

<(2K)”2§1.L-1):| 48,1

: (2.10)
QoL /2 90L/2

where @, (x) is determined via the recursion re-
lation

Q.1 (¥) = —2In[1, (2-=0/2x) /I (0)], (2.11)
where
I,(x)= f:dy exp[-y* - 3Q, (x +9) - 3Q, (x- )],
u>0 (2.12)
and
L= [ " dy expley? + BH’ (2/K)M 2y
- 3Qo(x+3) - 2Q,(x -»)] (2.13)

with Q,(y) = P((2K)™/?y). Theterm gmH’(2/K)*/?y in
the equation for I (x) is due to the presence of the
staggered magnetic field, which, as we recall
from Eq. (2.5) above, is coupled to the variables
Sm'o which are integrated out at the first level of
the hierarchy. Note that in contrast to the earlier



16 CRITICAL AND TRICRITICAL BEHAVIOR IN THE... 2083

treatment of Ref. 1 we have incorporated K into the
definition of @, so that it does not appear in the re-
cursion formulas Eqgs. (2.11) and (2.12).

Looking at our expression for the partition func-
tion, Eq. (2.10), we see that it is particularly well
suited for the calculation of thermodynamic func-

—

5(InZ) —\1/2 f_:sl. pexp{- 3 W ((2K)1/2 27°2/38 | )}dS,, ..,
=m

tions associated with the order parameter, as the
order parameter is the last variable remaining to
be integrated, and all H dependence appears ex-
plicitly. We therefore obtain the following simple
expressions for the uniform magnetization M and
uniform susceptibility x

=_ _3—(3—7) = f" , — - , (2.14)
..»exp{- 2 WL((ZK) 12 Olesl. L-1)}dSI|L-1
oM _ f_: (§1»1,.1)29Xp{ -3 WL((ZK)”2 Z'ULIZSL. L-1)}d§1.1,-1
x=—a}T—BM2=m23N ~ , (2.15)
Joexp{ - W@ 2B, | 0Ya8,
where

exp{- L W ((2K)"/2 270L/38, | )}=expimHBN/?S, | - $Q ((2K)"/? 2°L/25, | )}

is seen to represent the order parameter prob-
ability distribution for the N spin system at the
last level of the hierarchy. Thus the critical be-
havior of M and x can be determined quite straight
forwardly.

The calculation of the thermodynamic functions
associated with the staggered order parameter is
more complicated, since the staggered order para-
meter is integrated out at the lowest level of the
hierarchy, and therefore the H’ dependence of Eq.
(2.10) does not appear explicitly, but rather is im-
plicitly contained in the quantities I, (0) and @ (x)
which appear in the expression for Z. A similar
difficulty is encountered in the calculation of the
specific heat. These quantities must therefore be
calculated directly from the expression for the
free energy per spin

F_ -kT(l - l)alnz - kT > 2-1=+1n([I, (0)]
N N & u

kT e
- =1n f _expl- 5 Q(KY /2223, )]

x %ﬁl_ (2.17)
which sums contributions from each level of the
hierarchy. The calculation of these quantities will
not be discussed further here. The remainder of
this paper will be concerned only with the behavior
of the order parameter, which can be studied dir-
ectly via the distribution function W, (x).

Though so far, our discussion has concerned or-
dering of a system with long-range ferromagnetic
interactions, it is useful to observe that our dis-
cussion applies, with the appropriate symmetry
arguments, to a system that orders antiferro-
magneticly. That is, the Hamiltonian will be un-

(2.16)

—

changed if we change the sign of every other spin
(even numbered) and at the same time change
every odd-neighbor interaction (first nearest, third
nearest, etc.) from ferromagnetic to antiferro-
magnetic. This symmetry is further manifest by
the recursion formulas if we define the new trans-
formed set of variables:

tm,u +17 (£2m-1,u = fzm,u)/ﬁ’
(2.18)
Z~m,u+1=' (fzm-l,u +f2n|,u)/ﬁ (m = 1" * "ZL.Z-“)

for p=0,1,...,L - 2 as before, and

tm,o = (V2m-1 + V2m)/‘/§-:
(2.19)
Z.m,0= (V2m-1 - V2m)/\/—2— (m = 1,. .oy 21"1),

which is new. In terms of these new variables we
can write the new Hamiltonian

g ol=1=u . L 1 _ 2-L(1+0) L

—_ -0 1 2

JC—Jl-l:O 2 ’ m=1 tm’“ T J< 1 - 2-1-0 >§Vj
oL=2

+17LH'N1/2ZI’L_1+77¢HZ=; V2it,, (2.20)
m

which has the desired long-range, spin-spin inter-
action (in the thermodynamic limit)

=J(=1)"y v, (209 _2
21{o+1) 204 1 /-

(2.21)

By comparing this Hamiltonian with the ferro-
magnetic Hamiltonian of Egs. (2.1), (2.4), and (2.5),
we see that while the staggered and uniform order
parameters have exchanged roles, the equation for
the partition function with the associated recursion
formulas, Egs. (2.11) and (2.12), is otherwise un-
changed. Thus in each case the renormalization-
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FIG. 2. “H-model”, a
grouping of a two-dimen-
sional lattice of spins which
E is structurally equivalent
i to Fig. 1.

group recursion relations behave identically once
they are defined in terms of the appropriate order
parameter.

All of the above discussion can be easily gen-
eralized to a system of N=2%¢ spins in d di-
mensions according to the arrangement shown in
Fig. 2. If, in the above equations, we make the re-
placements L -~ Ld and o —o/d, we then have the
equations appropriate for describing the spin sys-
tem of Fig. 2 with long-range, spin-spin inter-
action

-Jv,v, ( 20/d+1 _ 9
9l6+d)/ a \ 967d+1 _ 1 .

(2.22)

Thus, if we approximate 7~ 2!/4| we see that we
have a long-range interaction decaying in a stair
step fashion approximately as »-4-°. Following the
discussion above it is again trivial to show the
equivalence of ferroferromagnetic, meta-ferro-
magnetic, and antiferromagnetic systems. Ind di-
mensions, the first d-level equations of the hier-
archy will then differ from the rest. The asym-
ptotic structure remains again the same as in the
ferromagnetic case.

In addition to the H-model extension to higher di-
mensions, Baker! also introduced a different ex-
tension. The two-dimensional version or planar
model is illustrated in Fig. 3. This model is more
difficult to study numerically than the H-model
since it requires a (2¢ - 1)-dimensional integration
at each iteration step rather than a one-dimen-
sional one. So far as we know, it has only been in-
vestigated numerically by Furman,'® and he did the
two-dimensional case. Furman has shown an equiv-
alence relation. If the spins in a fundamental
square of the hierarchy interact as

E=K<a2 -3 )<V1,1 - V1,z)2 +1 (VL,z - "2,2)2

1
+(@%-3 )(Vz,l - Vz,z)2 +% (V1.1 - Vz,l)z

+4 (Vl.,l - V2,2)2 +3 (V1,2 - 2,1)2
- (3+0%) v.ﬁ,) , (2.23)
s d=1

where 3 < @?2<1/V2 , then the formulas for the

planar model are just the same as a double iter-
ation of the H model where a?=2-(1+"/8)/2_ [f the
planar model has universality, then its results
could be inferred from the special case of the H
model. Furman partially checked this hypothesis
and found agreement at the one point he checked.
That is to say, he found y=1.300+ 0.005 for the
planar model versusy =1.2991 for the corresponding
H-model result.

The renormalization-group studies by Riedel and
Wegner of tricritical behavior in the Blume-Emery-
Griffiths® model provide a valuable guide for our
expectations for the hierarchical model. To see
this, we recall that the Wilson approximate re-
normalization-group recursion formula used by
Riedel and Wegner,? in their study, has been shown
by Baker! to be, in some sense, exact for the hier-
archical model. Thus, if the model Hamiltonians
for the two systems can be shown to belong to the
same universality class, we can expect that the
systems will exhibit quantitatively similar critical
behavior. Since, at first glance, the model Ham-
iltonians for the two systems appear quite dis-
similar, it is a useful exercise to demonstrate how
they can become equivalent in a renormalization-
group context.

To study the Blume- Emery-Griffiths model using
Wilson’s approximate renormalization-group re-
cursion formula’ Riedel and Wegner* first trans-
formed the original spin-one Hamiltonian to a
Landau-Ginsburg form

sc=-1<f [FS(x)E- f P(S(x)), (2.24)
x x
where the function P(S (§)) is chosen in order that
exp[ - [, P(S(x))] represents a continuous-spin,
probability distribution which mimics a spin-one
system. This mimicry will be the case if we
choose P(S(x)) to have the form

\g)
3
.

LS
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T

FIG. 3. The spin grouping hierarchy used for our
planar model.
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e‘P (s(x))

six)

FIG. 4. A continuous spin-probability distribution
which mimics a discrete s=1 case.

PE(X)=AIS®P-BIS®]*+CIS®)F (2.25)

with A,B,C>0, in which case exp[-Jy P(S®))] will
have the form shown in Fig. 4. We recall that
after writing P(S (X)) in an appropriately rescaled
form as

Q,(0)=A’y*~B'y*+C'y°
it will transform according to the Wilson- Fisher

generalization® of Wilson’s approximate renormal-
ization group recursion formula’ as

Quu.(y) =-b¢ ln[I“ (b“-dIZ)y)/Iu_ (0)],

where

(2.26)

(2.27)

L= [ dxeml-#-1Q, (40 -3 Q-2
) (2.28)

The parameter b in the above equation is related to
the change in momentum space cutoff accomplished
by the renormalization-group transformation: i.e.,
after pu iterations of the renormalization group the
momentum range for the Fourier transformed ef-
fective Hamiltonian is 0 < |k] <bh=™. We see that if
b is chosen b = 2!/4 then the recursion formula of
Wilson- Fisher is identical to that of the H-con-
figuration hierarchical model with ¢ set equal to 2.
If b =2, then the original Wilson approximate re-
normalization-group recursion formula is obtained.

In the Riedel and Wegner analysis, the nonor-
dering field is coupled to the system described by
Eq. (2.26) via the coefficient A’, which also de-
pends linearly on the temperature. For values of
A’ less than, equal to, or greater than its tri-
critical value A4, the system underwent critical,
tricritical, and first-order transitions, respec-
tively.

In the case of the hierarchical model the nonor-
dering, staggered magnetic field appears first in
Eq. (2.13) for I (x), instead of Q,(x), as in the
Riedel and Wegner analysis. However, after one
iteration of the recursion formula the structure of
the nonordering field dependence becomes the same
in the two models. To show this result, we start

from the standard continuous spin-%, Ising dis-
tribution function

Qo(X) = 7ox® + A %%, (2.29)

and compute @,(x) to second order in A, using Egs.
(2.11) and (2.13). We find, to order A%, for 0=2,

Qy(x) =7 %%+ 0 2%, (2.30)
with
3,
v =22/a[7 + 0 (1+2h?)
1 0" 1+, (
A
ey (04 54 24h“)] . (2.31)
o
A= 2(4-d)ld|:A _ _Xlz’_z(9+ 36h2)] s
1 o 1+

where h=BmH’/[2K(1 +7,) /2. We now see a quali-
tative similarity between this system (after one it-
eration) and the system described by Eq. (2.24), as
now the nonordering field couples directly to the
quadratic and quartic terms. We see, in fact, that
for large enough values of i, the coefficient A, can
become negative, while 7, can become positive,
thereby resulting in a spin probability distribution
e~ of the same form as that in Fig. 4 which was
used in the Riedel-Wegner? analysis of the Blume-
Emery-Griffiths® model. The asymptotic analysis
of the @ functions for large values of the argument
indicates that it becomes large and positive.
Therefore, there must be higher-order terms
present to insure this behavior. Riedel and Wegner
have chosen the simplest such, i.e., an x°® term.
Thus, we may reasonably expect that the hier-
archical model in large enough nonordering stag-
gered field will have the same tricritical behavior
as that of the Blume-Emery-Griffiths model.

The analysis of Wegner and Riedel*® directly pre-
dicts that this model will have a Gaussian critical
point in four dimensions with logarithmic cor-
rections and that the susceptibility will behave as
(t=T,-T)

x< [T |[/2 (2.32)

there, and that the spontaneous magnetization will
behave as

Me< |7[!/2{In|r||*/e (2.33)

which results agree with those obtained by Larkin
and Khmel nitskii'* from diagramatic techniques.
The same results can be obtained directly in the
context of the Callan-Symanzik equation as was
shown by Bre€zin et al.® The Callan-Symanzik
equation is thought to be relevant to the Landau-
Ginzberg Hamiltonian rather than to the Wilson ap-
proximate recursion relations.

In addition, Wegner and Riedel find that the tri-
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critical point for the niodel three dimensions is of
the Gaussian type, but with logarithmic corrections.
Specifically they predict that (t=T,- T)

Xe | 7|, M, o | 7|4 ]| 7| M4, (2.34)

for the temperature near the tricritical tem-
perature, the staggered field fixed at its tri-
critical value and the magnetic field fixed at zero.
For the behavior of the magnetization along the
first-order line near the tricritical point

M, |7 |2 |In|7]| |7/, (2.35)

They, however, emphasize that their analysis ig-
nores correction terms of the order |In|7||-*/2
smaller than the leading order. Since In|7| varies
rather slowly over the experimental range, it is
not especially clear whether the leading log-
arithmic corrections are experimentally acces-
sible or not. An alternative calculation by diagram-
matic methods of the logarithmic corrections has
been given by Stephen et al.!? with a slightly dif-
ferent form of the free energy.

One important property found by Riedel and

J

aF

Wegner is that although the coefficients, and pre-
sumably the corrections to the leading order be-
havior, depend on the parameter b [see Eq. (2.27)],
the critical exponents and the logarithmic cor-
rections do not. Thus, their results should be
equally valid for the Baker hierarchical model and
the Wilson approximate renormalization-group re-
cursion relations.

III. NUMERICAL RESULTS NEAR THE CRITICAL POINTS

In this section, we will discuss how calculational
procedures can be used to derive information about
the behavior of the thermodynamic functions near a
critical point of the hierarchical model. We will
give some of the results we have obtained for both
this model and for Wilson’s approximate renormal-
ization-group recursion relations.”

First we may obtain computationally convenient
expressions for the magnetization and the suscept-
ibility. Using Eq. (2.10) for the partition function
we can write

M= = mN/2 ( f §l' £4-18¥0{ - 3 W (K%, 1 ,.,/20/2 )}d§1'“_1)

X( [ expl = 3 Wi @R 8, g/ 280} 1 ), (3.1)
M RPN .
X=<g = mZBN< f (Sl, Ld-l)zexp{ -3 WLa((zK)llzsl,La-l/Zu /2 )}dsl.,Ld-l>
X( f exp{-3 WLa((ZK)1/2§1, Ld-l/zole)}d§1,Ld-1>-l - BM?, (3.2)
where
exp{ - 3 W ((2K)"/%, 1,.,/2°2/2)} = exp{mHBN'%S, 1., - 3 Q(RK)2S, 1,.,/270 D)} (3.3)
is seen to represent the order parameter (§1‘ 1d-1) If we assume that U, has a minimum at z=2, , and
probability distribution for the N=2Z%4 gpin system can be expanded about that point so that '
at the last level of the hierarchy. If we consider L
the system in the thermodynamic limit L -, we Uy () =U, (20,,) +2 Uj/(2o, )@ = 20, ) 422+ (3.T)

find that for Ld>> £, the correlation length, the dis-
tribution function W,,(x) has a simple limiting be-
havior when transformed back to the original lat-
tice scale.?!? If we write

U,(x)= W, ( (2K)Y/ 22u(¢-a)lzax),

Sy,u-1=2422=N\/?z,

(3.4)

(3.5)
then the equation for the magnetization becomes

M, =171N“<f:~zexp[- %N“Uu(z)]dz)

x(ﬂmem[—%N“Uu(z)]dz>. (3.6)

then, by the saddle-point approximation (3.6)
becomes [N large and U!/(z,) finite]

MuerzN“(f zexp[-%NHU""(ZO'“)(Z—zo.u)z]dz>

X <f‘ exp[- $N, U (2,,,)(z - zo’“)z]dz> -1
=mN,z, ,
= (mN/2VK )2 (=0/d)/ Yo, - (3.8)

Similarly, it is straightforward to compute from
(3.2) that
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X = 2m*8N/UNz, ),
=mINB Y[ TW (, )], (3.9)
where
Yo,u = (2K)1/22u (d-a)/zdzo.u (3.10)

is on the scale of the argument of the @ and W func-
tions.

With these preliminaries we are in a position to
investigate the critical behavior by numerically in-
tegrating the recursion formulas, Egs. (2.11) and
(2.12) for the hierarchical model and Eqgs. (2.27)
and (2.28) with b =2 for Wilson’s equation.

We describe briefly our numerical procedure:
The function @, (x) was calculated on a uniformly
spaced mesh of points over a domain whose size
was allowed to vary so as to include the range
Q,(x)<300. The mesh spacing A was chosen to be
A=10.025 for the studies of ordinary critical points,
and A=0.1 for the studies of tricritical and wing
critical points. Integrals such as Eqs. (2.12) and
(2.13) were calculated using a five-point Newton-
Cotes formula,'* with error term typically of order
A", New values of @, ,,(x) were interpolated, as in
Eq. (2.11), using five-point Lagrange interpo-
lation,'® with an error typically of order 10-2A%,

In the hierarchical model, the spin distribution
of Eq. (2.7) was chosen with a and b fixed, typi-
cally at a=-0.5 and b=0.1. The initial rescaled
distribution function @,(y) then varied with tem-
perature (K=3J) as

1 b
Qo(y)=%[7{a__1_2(w)’d]y2+wy‘l, (3.11)

where we have taken the lim L -« in the first term.
The critical fixed point was found by varying the in-
put value of K and observing the qualitatively dif-
ferent behavior of the iterated function @, (v) de-
pending on whether K was chosen greater than,

Qu (y)

FIG. 5. Qualitative, large p, behavior of the iterated
function @, (y) in the regions K<K., K=K,, and K>K_.
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TABLE I. Iterations for the case 0/d=0.55 and K-K_

=107¢,
n M X
1 1.6297 0.22043

10 0.453179 38.414
20 0.097678 288.37
30 0.024 318 115984

35 0.017276 319005

40 0.016 107 421846

41 0.016 069 427161

42 0.016 049 430209

43 0.016 038 431879

44 0.016 032 432770

45 0.016 029 433235

46 0.016 028 4334173

equal to, or less than K, its critical value (see
Fig. 5). By successively refining the input value,
the critical value of K=K could thus be determined
to the numerical precision of the computer.

Once the critical point was found, the magnet-
ization and susceptibility could be calculated for
noncritical values of K by iterating the recursion
formula until 24/¢ becomes large compared to the

correlation length, at which point the Egs. (3.8) and
(3.9) approach their limiting values for M and x.%!3
An example is illustrated in Table I, where we
have listed values of the magnetization M, and sus-
ceptibility x, calculated from Egs. (3.8) and (3.9)
for values of 2*/¢ exceeding the correlation length.
If we write Eq. (3.9) for x as

W;’L'(yo) - (;;lzN/Jx)zu a/d’

we see that the spin distribution function e*¥u
becomes more and more narrowly peaked about its
maximum value e~¥u(¥%)/ 2, indicating the ex-
ponential decrease of spin fluctuations once the re-
cursionformulas have been iterated beyond the cor-
relation length. This behavior of the function W, (y)
is shown qualitatively in Figs. 6 and 7 for K<K,

(3.12)
(y)/2

QU (y

y

FIG. 6. Qualitative, large u, bahavior of the function
Qu(y) under successive iteration in the region K >K,.
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Qu(yi K> K

— -

FIG. 7. Qualitative, large u, behavior of the function
Q. (y) under successive iteration in the region K >K,.

and K> K, respectively. This particular example
was calculated for the Ising model, o/d=0.55,

K - K=10"°, We see that, as the number of iter-
ations increases, both M and x appear to be con-
verging to their limiting values. Based on the
values in Table I, we estimate the limiting values
tobe M =0.016 02 +0.00001 andx =(4.34+0.01) x 105
This example is typical of all our results.

The recursion relations [Eqs. (2.11) and (2.12)]
were first studied in zero external field to deter-
mine the critical behavior as a function of the ratio
o/d. Since there is no transition in the model for
o/d>1, and the transition becomes Gaussian for
o/d <%, the interesting range of study is 3 <¢/d<1.
Starting with an initial spin probability distribution
corresponding to a=-0.5 and b =0.1 in Eq. (2.7),
the critical values of K, were determined for the
values ¢/d as given in Table II. The magnetization
and susceptibility values were then calculated for a
range of K values, 10"* S K,~K < 1,for eacho/d, from
which the critical exponents 8 and y'(=y) were ob-
tained. Magnetization and susceptibility curves for

TABLE II. Critical-point parameters for the hier-
archical model.

o/d K, Y’ B
0.50 0.299820 37 1.000 0.500
0.55 0.313666 90 1.073 0.439
0.60 0.328 550 54 1.157 0.386
2 0.350 206 40 1.299 0.325
0.72 0.36928144 1.440 0.280
0.77 0.388 91399 1.607 0.240
0.82 0.41074953 1.83 0.201
0.875 0.43845321 2.25 0.161
0.93 0.473102 90 3.20 0.121

InM

6/d=0.72

5 1 1 1 1 1 1
0 2 4 6 8 10 12

In (10%k-K )]

FIG. 8. Logarithm of the magnetization as a func-
tion of the logarithm of [10%(K —K_)] for the two values
of the parameter o/d, 0.55 and 0.72. The lines are
tangent to the curves at the end closest to K.

a couple values of ¢/d are plotted in Figs. 8 and 9.
We see from the figures that the exponents 8 and o’
can be determined quite accurately. The calculated
values are plotted versus ¢/d in Fig. 10. The ex-
ponent 6 =(d+0)/(d - o) is related to 8 and 7’ via
the scaling relation

6=1+v"/8.
The end points of the range ¢/d=1 and ¢/d=3% de-

in (108 (k-K 1]

FIG. 9. Logarithm of the susceptibility as a func-
tion of the logarithm of [10%(K — K )] for the two values
of the parameter o/d, 0.55 and 0.72. The lines are tan-
gent to the curves at the end closest to K.
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30

2.0

L0

0.0
0.5 0.6 0.7 0.8 0.9 10

old
FIG. 10. The solid curves plot the critical indices
v’ and B as a function of the parameter o¢/d for the
hierarchical model. The circled points give the known
values of y for the spin-3 Ising model in 3 and 2 dimen-
sions, respectively. The dashed curve gives the index
vy computed from the € expansion carried to order €°.

serve special mention, as these do not yield typical
renormalization-group fixed-point behavior. As
yet little is known about the case ¢/d=1. Asymp-
totic analysis of the recursion formula for ¢/d<1,
allows the determination of the large y behavior for
the fixed-point function @*(x) to be @*(x)~ x*°.

For ¢/d=1, the exponent is infinite and asymptotic
analysis would seem to indicate that a fixed point
does not exist. It has also been noted in another
context by Wilson and Kogut™!® that, since for o/d
=1 the variable x is no longer rescaled upon each
iteration of the recursion formula,

Qu.1(®)==-21n(1, (x)/1,(0)],

there may possibly no longer be universal behavior
of the system after many iterations. This lack may
result from the fact that the small x behavior of
@, (x) can no longer expand its influence with each
iteration. Thus, the case g/d=1, remains an open
question and will not be discussed further here.

The case 0/d=%, has already received much at-
tention. It is the point of bifurcation of non-Gaus-
sian critical fixed-point solutions for ¢/d>1 from
the line of Gaussian critical fixed-point solutions
for 0<¢/d<%, and its critical behavior is there-
fore characterized by Gaussian critical exponents
modified by logarithmic corrections.

It is about the endpoint of the range ¢/d=1 that
the usual € expansions are made, where €=4-d.
Indeed, from the known series expansion for 7

(3.13)

=2- 0 and ¥y we may write®
o/d=(2-0.018518 518 5¢2— 0.018 689 986¢2

+0.008 328€*+°+*)/(4-€) (3.14)

and

y=1++¢€+0.077 160494¢>— 0.048 970¢% +++ (3.15)
for the n=1, (only one vector component) Landau-
Ginzburg model. It is interesting to compare the
hierarchical model results with those for the above
€ expansion and with those for the d=2 and d=3
Ising model. This comparison is given in Fig. 10.
It is further to be noted that the hierarchical model
and the Wilson recursion relations for the same
values (d=3, o=2) of their parameters do not
yield! the same value of y; thus for the model given
by Eqgs. (2.27) and (2.28) we expect y to depend on
more than the single parameter ¢/d. Fig. 10 thus
illustrates both the divergence of the € expansion
results from the Ising model results and the real
difference between the short-range Ising model re-
sults and the intrinsically long-range hierarchical
model results.

In Fig. 11, we show log-log plots of x and M vs
(K. - K) for ¢/d=%. They clearly indicate a slowly
varying correction to the dominant exponential be-
havior, which for Gaussian critical behavior is sim-
ply

0 2 4 6 8 0 12 u
in (1010 (k-K,)]

FIG. 11. Logarithm of the susceptibility and the
magnetization for o/d =4 plotted vs the logarithm of
(10X —K_)]. The lines have the theoretical asympto-
tic slope and pass through the data point closest to K, .
The scale for the susceptibility is read to the left and
magnetization to the right.
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-10 T T T T T 3.0
12 - 28
14+ Inx+Int - 2.6
-L6 - 24
InM- lz Int
-18 - 2.2
20 1 ! 1 1 1 2.0
2.0 2.2 2.4 2.6 2.8 3.0 32

In [int|
FIG. 12. Hierarchical model: plot of In[rx] and
In[M7~1? for ¢/d=% vs In|lnt|. The lines show the
best |InT| to a power fits of Tx and M7~ 1/2, The quan-
tityT=K —K_,. The susceptibility curve scale is to the
left, and that for magnetization to the right.

X~ IK— Kcl-l’
M~ (K" Kc)llzy

Assuming that the dominant correction is log-
arithmic, we plot in Fig. 12 the quantities
In|(K-K)x| and In|M/|K - K,|'/?| vs. In|In|K

- K,||. Within the indicated error over the range
available, we may approximate the variation by a
straight line. The apparent slopes are 0.56 for the
susceptibility and 0.40 for the magnetization com-
pared with the theoretical predictions of 3 for each
slope. By way of comparison, we have also
studied the log corrections calculated from
Wilson’s recursion formulas (b =2). The results
are plotted in Fig. 13. The apparent slopes near
K - K =10"° have decreased markedly to 0.34 and
0.28 but still do not agree with the leading order

(3.16)
K>K,

10 T T T T T 2.0

-2 - 18
Inx+Int

R InM-%Inr - 16

L6 - 14

18 -1 12

2.0 1 | | 1 1 10

15 17 19 2.1 2.3 2.5

In |Int|
FIG. 13. Wilson’s approximate recursion relation
©=2): plot of In[rx] and In[M7"!/?] for o/d=1% vs
In[ln7|. The lines show the best |Int| to a power fits of
7x and M7~ /2. The quantity r=K —K,. The suscepti-
bility curve scale is to the left and that for magnetization
to the right.
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Inx+In r-% Inln t

2.2

1 1 | 1 L
020 02 02 02 02 03 032 03 0.36

U [Ing) V2

FIG. 14. Variation of the logarithm coefficient of the
leading order term in the susceptibility for o/d=+% (hier-
archical model) plotted vs [InT]~ /2, T=K-K,.

predictions. The range over which our data (Fig.
12) runs is incomparably better than an experi-
mentalist can hope to obtain, ranging from K- K,
=10"1° to 3 X 10~*, We believe that this lack of agre-
ement with theory is caused by the very slowdecay
of the subdominate terms. Since there is no reason
to suppose that the amplitudes of these terms are
in any way universal, the different apparent slopes
become quite reasonable. To illustrate the pos-
sibility of the conformity of the theory with our re-
sults we have plotted in Fig. 14 the behavior of
InG|K- K, | [In|K- K,| /9 vs [ mn[K-K,| |2
Over the range available, there is no problem in
fitting the behavior with corrections of this sort.

In the light of this analysis, it is quite plain that
the experimental verification of |In|/* type cor-
rections is completely vain. That is not to say how-
ever, that a comparison of the full theoretical
curve with relevant experimental data is without in-
terest.

IV. NUMERICAL RESULTS NEAR THE TRICRITICAL POINT

By studying the behavior of the recursion formula
for increasing values of the applied staggered field,

0u ty)

FIG. 15. Initial development of @ »(¥) in the range of
only moderate values of the staggered magnetic field.



16 CRITICAL AND TRICRITICAL BEHAVIOR IN THE... 2091

Qu(y)

Qly Qyply)

l
|
/ ilql(y\

FIG. 16. Further development of @ ,(y) for moderate
values of the staggered magnetic field and K=K _(H").

crossover from a second-order to a first-order
transition could be observed. For moderate values
(i.e., still second order) of the staggered field the
spin distribution function, after one iteration of the
recursion formula, developed the form shown in
Fig. 15. Clearly,Q,(y) now has the form of the con-
tinuous, spin-one, Ising distribution function dis-
cussed above at Eq. (2.24). If K is chosen at its
critical value K (H’), the local maximum in @, (y)
becomes weaker upon successive iterations of the
recursion formula, eventually converging to the
zero-field, critical, fixed-point @*(y) as shown in

Q,, (y Q
v pel /
//
// QU
@ /
K<kl /
H/
y
Q,(y —— |
/ \\ |
/ |
[ o N\ |
® / ¥ \ ,'
K=Ky |/ Qa \j
) "
y
Qu(y) ———

AN
N\
\
©
K>K \/
1 Qu

FIG. 17. Development of @,(y), large u, for larger
values of the staggered magnetic field and (a) K<K,#H'),
the first order transition temperature, (b) K=K,, and
) K>K,.

TABLE II. Tricritical points for the hierarchical
model.

a/d K, V2 M/Jd)H]
3 0.581 946 51 3.306 05
2 0.643 809691 3.42814
3 0.912 326 02 3.90578
Fig. 16.

The dependence of the critical temperature on the
value of the nonordering field was found, for small
fields, to be T (H’) <H’? as expected from Eq.
(2.31). This can be compared with the Riedel-Weg-
ner-Blum- Emery-Griffiths model where the de-
pendence on the nonordering field was found to be
T (A’)xA’, as expected from Eq. (2.26).

As H’ increases, the local maximum becomes
stronger, with an increasing number of iterations
being required before @, () converges back to the
fixed point @*(y). Finally, for H’ sufficiently large,
the local maximum becomes dominant through suc-
cessive iterations of the recursion formula and a
fixed point no longer can be found. Instead a first-
order transition is observed as illustrated in Figs.
17(a), 17(b), 17(c) for K less than, equal to, and
greater than the first-order transition temperature
K, (H’). Thus at the transition temperature, the
spin distribution function e 9!’ acquires a new
maximum corresponding to the appearance of a fin-
ite (rescaled) spontaneous magnetization. The
width of the maximum decreases, as expected,
with successive iterations of the recursionformula,
indicating the vanishing of fluctuations as the sys-
tem size grows beyond the correlation length.

At the boundary between the first- and second-or-
der regions is found the tricritical fixed point, un-
stable in both temperature and nonordering field.
For such doubly unstable fixed points, the bifur-
cation value of ¢/d from Gaussian to non-Gaussian
behavior is ¢/d=%. Thus, we expect to obtain clas-

Qu (y)

/Q“"l
-~

== y

———

FIG. 18. The development of @,(y), u large, for 0
<o/d <% at the tricritical point, K=K,, H'=H}.
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InM

10 1 1 1 1 1 -40
0 2 4 6 8 10

in (1010 (k-]

FIG. 19. Plot of the logarithm of the susceptibility
and the magnetization for 0/d=0.6, H =H} vs the
logarithm of 109K —K,). The scale for the suscepti-
bility curve is to the left and that for the magnetization
to the right.

sical tricritical exponents for 0<¢/d <%, nonclas-
sical tricritical exponents for $<¢/d<1, and clas-
sical exponents modified by logarithmic cor-
rections for ¢/d=%. The cases we have studied are
o/d=%, %, and §, which correspond to the values d
=3%,7=0; d=3,7=0; and d=2,n=1, respectively.
The tricritical values K, and H, for the three
choices of o/d are presented in Table III. For 0
<o/d <%, the qualitative behavior of Q,() at the
tricritical point K=K, H' = H) is illustrated in Fig.
18. We see the function Q,(y) behaves as f(1)Q,(y)
where f() =0 as p~. For o/d=%, f(p)~ptaspu
-, while for 0<¢/d<%,f(1) -0 exponentially fast.
The function @ ,(y) interpolates smoothly between
second- and first-order behavior, and the local
maximum is unstable to either growth or decay.

In Fig. 19, we plot our results for the magnet-

-10 T T T T T T Y 28
22k lan—U2|n1 1256
14l Inx+int 124
-L6F 22
18} 120
2.2k InM-1/4In t 418
-2.4 L L L L L— 16

1
12 14 L6 18 2.0 2.2 2.4 2.6
In lin<|
FIG. 20. Plot of In(M,r~'/?), In(x7) and In(M1~1/4)
for g/d=2% vs In|Inr|. The quantity 7=K-K,. The

scale for the magnetization curves is to the right and
that for the susceptibility curve to the left.

Qc(x)

- N D o

FIG. 21. Critical and tricritical fixed point func-
tions Q. (x) and @ ,(x) for ¢/d=0.875.

ization and susceptibility calculations for ¢/d= %,
H'=H', and 10"°< |K - K,| < 10", We have also com-
puted M,(K,), the spontaneous magnetization along
the first-order line. We can thus also determine
the critical exponent 8, and the crossover exponent
¢=8,/8,. From these curves we determine the tri-
critical exponents v4=1.00,8,=0.250, 3, = 0.500
+0.004, and ¢ =0.502+ 0.006.

For o/d=% we therefore plot In|x |K - K,| |, In
|M,/|K ~K,|*/?|, and In|M/|K - K,|*/*| vs In|ln|
K-K,|| in an attempt to determine the leading log-
arithmic corrections. This is done in Fig. 20.

In accordance with expectations [Eq.(2.34)] we
observe no logarithmic corrections for x. For M,
and M, we see the apparent behavior (1=K - K,)

M, |7|¥2|1n|7||*, x=0.46+0.04,

.1)
M |T|Y4|In|7||*, y=0.37+0.01,

over our range 7=10""° to 10! (except 10® to 10!
for M,) instead of the expected values of x=0.7,
¥=0.25. Again, it is experimentally unfeasible to
determine the exponents x and y in the face of sub-
dominate, nonuniversal corrections which are only
smaller by a factor of |In|7| /2,

For the case ¢/d=7, we have an example of a

FIG. 22. Logarithm
of the susceptibility and
magnetization for H} and
0/d=0.875 vs the logar-
ithm of 108K — k).

2 L 1 1 0.2

in [10° kK]
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Qu(y)

(a) \
H<Hy |\

Qu y)

© |V N
wr, [\ 7\
\

FIG. 23. Development of @ ,(y) with u large for K
=K,@H'), H' >H) and (2) H<H,, (b) H=Hy, and (c) H
>Hy.

non-Gaussian tricritical fixed point. It is com-
pared with the critical fixed point for o/d=% in Fig.
21. In Fig. 22, we plot our results for the magnet-
ization and susceptibility calculated for H’ = H} over
the range 10"°< |K - K,| <1. The resulting non-
Gaussian tricritical exponents are found to be

¥,=1.03£0.02, B,=0.0737+0.0003,
B,=0.20£0.01, ¢,=8,/8,=0.37+ 0.02,

(4.2)

We next turn our attention to an attempt to see
the wings associated with a tricritical point. By
extending our model to the case H#0, we are able

|
\\ /
\ Q /
1 Q. () with p large for a

Ou y)

FIG. 24. Development of

// y wing critical point.

al

in (108 -k )]

FIG. 25. Plot of the logarithm of the susceptibility and
magnetization for o/, =% as a wing critical point is ap-
proached along the wing surface vs the logarithm of
108K - K,).

to study the full thermodynamic behavior in (H,

H', T) space. In particular, we can study the wing
coexistence surfaces, which extend out of the H=0
plane, and determine the nature of the transition at
the critical wing boundaries which extend from the
tricritical point. We considered the case ¢/d= 2.

The wings location was determined in the fol-
lowing manner. We recall that the tricritical point
was located at (H,=0, H},=3.428, K,=0.6438).
First, the first-order transition temperature K,
was determined for H=0,H’ =3.75tobe K, =0.7789.
Then for fixed H’ =3.80 and K=K, (H’ = 3.15), i.e.,

a point, for H=0, between the wing surfaces, the
ordering field H was varied to locate the surface
of the wing. The wing surface could be recognized
by the qualitative behavior of the spin distribution
function W, (x) as a function of u. This is indicated
in Figs. 23(a)-23(c) where we show two successive
iterations of W, (x), u large, for values of H less
than, equal to, and greater than the wing co-
existence value Hy,. We see in Figs. 23(a) and 23(c)
that one or the other of two magnetization maxima
dominate the spin distribution e=t*/2"u*) depending
on whether H is greater than or less than its wing
coexistence value Hy, while in Fig. 23(b) for H=H,,
we see the coexistence of the two magnetization
maxima having equal weight in the distribution
function e=1/2Wu (0,

By varying H and K for fixed H’ =3.80, we could
then move up the surface of the wing until the mag-
netization discontinuity across the surface van-
ished. This point defined a critical point on the
wing boundary for

K,(H'=3.80)=0.73129,

(4.3)
H_(H’=3.80)=0.080679.
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The behavior of the critical function @, (y) for two
successive iterations of u, p large, is shown in
Fig. 24. As a function of y it has the form of the
ordinary critical fixed point function @*(y), but is
displaced along the y axis to correspond to the fin-
ite (rescaled) magnetization that exists at the wing
boundary. This is as expected from universality.

As a final check on the Ising nature of the wing
boundary critical points we calculated x* and M*
along the wing surface (both sides) to determine y*
and 8*. The results are plotted in Fig. 25 from
which we determine

B*=B"=0.322+0.004, y*=9"=1.28+0.02, (4.4)

consistent with the ordinary ¢/d =% critical point
values.
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