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The first effort to construct a theory of uniaxial magnetic anisotropy for an incommensurate spin-density-

wave antiferromagnet like chromium is presented. The theory incorporates the spin-orbit and magnetic dipole-

dipole interactions into a model for the magnetic ground state, using an idealized model band structure. The

magnitude of the result is easily large enough to account for the uniaxial anisotropy of chromium. However,

the temperature dependence of the anisotropy from both mechanisms is that of the antiferromagnetic gap

squared. Therefore, a zero crossing of the anisotropy, as required to explain the spin-flip transition in

chromium, does not occur. This indicates that for chromium the detailed band structure must be taken into

account, or an additional mechanism is operative.

I. INTRODUCTION

Since the work of Brooks' in 1940 there has been
a steady, if not large effort directed at obtaining a
satisfactory theory of magnetic anisotropy for it-
inerant ferromagnets. Although this goal has not
been entirely achieved, there has been demonstra-
ble progress 2 To date, however, there has been
no effort to obtain a theory of magnetic anisotropy
for itinerant antiferromagnets (AF). This is in
spite of the fact that the spin-flip transition in
chromium, elucidated experimentally nearly 15
years ago, ' provides an intriguing challenge for
such a theory.

Below the Neel temperature of 312 K, chromium
displays antiferromagnetic order characterized by
a linear spin-density wave (SDW) with an incomm-
ensurate Q vector. ~ As the temperature is lowered
through the spin-flip temperature, T„=123.5 K,
the polarization of the SDW changes abruptly from
transverse (AF1 phase) to longitudinal (AF2 phase).
That fact that the magnetization, but not the Q vec-
tor, changes direction at T„suggests that in the
single-Q state chromium possesses a uniaxial
magnetic anisotropy with respect to the Q direc-
tion, which lies along one of the cubic axes of the
paramagnetic state. This uniaxial anisotropy is
in addition to a cubic anisotropy of the magnetiza-
tion direction with respect to the crystalline axes,
analogous to the cubic anisotropy found in ferro-
magnets having cubic symmetry in the paramag-
netic state. The uniaxial anisotropy occurs because
Q is incommensurate. If Q is commensurate, as in
chromium alloyed with a small amount of mangan-
ese, a simply body-centered-cubic antiferromag-
net results and this magnetic structure can be de-
scribed equally well as a longitudinal SDW with Q

along the direction of the magnetization or as one
of two transverse SDW's with orthogonal Q vectors
perpendicular to the magnetization. Thus the dis-
tinction between longitudinal and transverse cannot
be made for the commensurate state and there is
no spin-flip transition.

Many features of the spin-flip transition in chro-
mium can be described' phenomenologically by as-
suming a uniaxial anisotropy term in the free en-
ergy

a =K(T)(n ~ g)', (1)

where n and gare unit vectors in the direction of
the magnetization and Q, respectively, and K is the
temperature-dependent anisotropy constant. K(T)
must change from negative to positive as the temp-
erature increases through T„. At T=O, K can be
estimated from various experimental data to be
about -2 x 10' erg/cm'. Equation (1) could be aug-
mented by the cubic anisotropy term, which has
been experimentally demonstrated, ' but it appears
that the dominant anisotropy is the uniaxial one.
Typically uniaxial or cubic anisotropy energies are
the order of 10'-10' erg/cm', so it can also be ob-
served that even the dominant anisotropy of chro-
mium is quite small. The phenomenological anal-
ysis also leads to the following expression for
K(T) in the temperature range 95 K~ T ~ T„:

K(T) = -2.89 x 10'(1 —T/T„) erg/cm'. (2)

The theoretical challenge is thus to demonstrate
a microscopic origin of the uniaxial anisotropy for an
incommensurate SDW having first, the right magni-
tude and second, the proper temperature dependence.
This paper describes the first attempt to accom-
plish these two goals. The procedure used is to
incorporate the two common anisotropy mechan-
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isms, the magnetic dipole-dipole interaction and

spin-orbit coupling, into an idealized model of the
magnetic ground state. The first goal of getting
an adequate magnitude has been achieved, but the
second goal of getting the right temperature de-
pendence has not. The basic difficulty is that the
temperature dependence of the anisotropy due to
both mechanisms is the same, that of the anti-
ferromagnetic gap squared, so that a zero cross-
ing of the anisotropy coefficient does not occur.
Theories of anisotropy for itinerant ferromagnets
have also encountered difficulties in getting agree-
ment with the experimental temperature dependence,
and these difficulties are not yet completely re-
solved. The various suggestions for getting an
improved temperature dependence in the ferro-
magnetic case do not appear to be directly ap-
plicable for chromium, as will be discussed later
in the paper.

Before closing this introduction -it is worth noting
that the anisotropy energy in most magnetic mater-
ials is small compared to the energy of magnetic
ordering. Therefore, the magnetic anisotropy is
usually regarded as a perturbative feature of the
magnetic ground state, and in that sense an ani-
sotropy theory "comes after" a theory of the mag-
netic state. Nonetheless the magnetic anisotropy
provides an important test of the model for the
magnetic state in that the results of an anisotropy
theory depend strongly on the basic model of the
magnetic state. For example, models with local-
ized spins lead generally to the rule that the temp-
erature dependence of an anisotropy term of the
5th order in the direction cosines of the magneti-
zation is that of the —,'l(l+1) power of the magneti-
zation. ' This rule is found to be well obeyed for
most localized-spin magnetic insulators, but is
not obeyed for the transition metals.

The remainder of this paper is organized as
follows. Section II presents the calculation for
the antiferromagnet and Sec. III discusses the re-
sults.

II. ANTIFERROMAGNET ANISOTROPY

and

e'
~ 2(r, —r,)(r, —r,)

m + jk

=5~.D 5„
with an obvious and standard notation. The ideal-
ized band structure adopted for the calculation is
shown in Fig. 1. It is a nesting model as appears
to be appropriate for chromium. The states near
the Fermi level are orbital singlets, consistent
with the findings of chromium band-structure cal-
culations for the nesting states near E~.' For Q
incommensurate, states at k+ Q and k- Q are in-
equivalent so three nesting bands crossing the
Fermi level, ak, b+=bk+Q, andb-=bk- Q mustbe
included. These bands are augmented by excited
states ck, d+=dk+Q, and d-=dk-@to treat 3C„,
since X„is diagonal in k and has vanishing expec-
tation value for orbital singlets. Thus the six-
band model has the minimum complexity for the
situation at hand. The scheme of the calculation
is to determine the six-band Green's function for
the magnetic state, neglecting X„ in the Hartree-
Fock (HF) approximation, and then to calculate
corrections to the free energy due to X„and X«
with the six-band Green's function regarded as
"unperturbed. " Since the chromium anisotropy
energy is small, a perturbative approach to treat-
ing X, has been adopted.

Young and Sokoloff' (YS) have treated in the HF
approximation the model with states a, b+, b-
in their discussion of the incommensurate ground
state. In their calculation, YS define and include
the Coulomb matrix elements of exchange (v)
and direct (U) type, labeled by band indices as

aalu-y & v~y cs and U,~~~. If Coulomb
matrix elements involving the excited states are
limited to vd & ~~, vcy+d-a& vcad~-~ and Ud~o-a, ex-
tensive use can be made of the results of YS, be-
cause the HF equation of motion for the one-elec-
tron Green's function takes the block diagonal
form (&o„ is the frequency variableof atemperature-
dependent Green's function)

The method of the anisotropy calculation, which
is similar to that used for itinerant ferromagnets,
is to model the magnetic state using an idealized
band structure and then to determine the effect of
the explicitly spin-dependent parts of the Hamil-
tonian, which are the one-electron spin-orbit
term X„and the two-electron magnetic dipole-
dipole term 3C«:

where

dIc —0

bk —0 bIc+ 0

(6)

—EF

X„=(1/2m'c')Iq [0'o(rq) x $q]
—= 5q y (4) FIG. 1. ldeal|zed band-structure model.
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with C,' being identical to the three-band 9 ' of
Eq. (10) in YS, and G,' having the same form with
the substitutions a-c, b--d-, and b+-d+. The
zeros of Eq. (6) neglect couplings only between
states with dissimilar energies, but the important
couplings of states of similar energy are included.
There are six equations relating the nonzero off-
diagonal matrix elements in Eq. (6) to matrix ele-
ments of 9, analogous to the three equations of Eq.
(11) in YS.

Since 9"' is block diagonal, it can be inverted to
find 9 exactly as done in YS, and the results in-
serted in the equations for the matrix elements
to yield gap equations. YS found that for Q incom-
mensurate, the ground state has simultaneously
an SDW and CDW (charge-density wave) charact-
erized by gaps denoted g and 6, respectively. In
the present case there are also excited state SDW
and CDW gaps, h and y, and four coupled equa-
tions for g, 5, h, y. If it is assumed that the gap
magnitudes and kT are both much smaller than
the average excited-state-nesting-state energy
difference, to be denoted E, then these equations
reduce to the two for g and 5 given in Eq. (15) of
YS and two which give h and y in terms of g and 6:

h = (v, /v, )g, y = (v,'/v, ')6,

with

aab-b abeb ay

Ivi-vb b b b+-2Ub~+b b

V2 Vcb+d a+Vcad b

v' =v
2 dW-d4b4 d~b b4 '

(8)

&akl V
I
ck) =0"

&hk+g~ V~~.q&=V,
&hk @(v (dk Q&=v'"-.

(9)

Various first- and second-order diagrams that
might contribute to the free energy are shown in

In this approximation the unoccupied excited states
have little influence on the ground state, but are
polarized by the ground state. In YS it is shown
that the gap equations for g and & can be solved
for a specific model band structure. Therefore
g, h, 6, y can be regarded as known and so the
(previously) inverted Eq. (6) gives the six-band
Green's function. It is found that 9'~, 9~, 9c~,
and 9' are proportional to n ~ 5 (SDW), while
9~b and 9~d are proportional to the spin identity
(CDW}.

The perturbative calculation to find the anisotropy
energy due to X„of Eq. (4) is straightforward.
The matrix elements of the V of Eq. (4) are de-
fined by

(a) (b) (c)

(e)

(g) (b)

FIG. 2. Free-energy perturbation diagrams due to
spin-orbit coupling.

Q.,=, gf(k, ~„)[(n V~)(n V")

+ (n ~ VM )(it ~ V")], (10)

where f(k, ~„) also appears in the gap equation for
g which is 1 = —(v, /hT) Zf(k, ~„). Note that Q„ is
proportional to h and would be zero if the excited-
state spin polarization were not included. By ex-
amining the symmetry properties of 0„it is
straightforward to show that for an incommensur-
ate Q in an otherwise cubic crystal Q„has uni-
axial symmetry with respect to the Q direction
and is therefore proportional to (n ~ Q)'. There-
fore, the gap equation for g can be used to define
an average and obtain a compact result that dis-
plays the quantities determining the magnitude of
Q„and the temperature dependence. Using also
Eq. (f) to eliminate h, the result is

"Tv' &V"(V'"+V ))(n 0)'.8O E2v2

As mentioned in Sec. I, the temperature depen-

Fig. 2. The perturbation 0 ~ V is shown as an ex-
ternal field since it is a one-electron operator, and
the trace of the spin operators around a fermion
loop must be computed. The first-order diagram
2(a) is zero because 9 =0 and because
Tr(lc ~ V")=0, and similarly for the second-order
diagram 2(b). Diagram 2(c) is nonzero, but iso-
tropic because Tr[(5 ~ V )l(5 ' V"*)1]-V ~ V

Even though 9 ~ and 9~b show a ground-state
polarization (are nonzero), it is that of a CDW
rather than an SDW, so diagram 2(d) gives an iso-
tropic result. By these considerations the uniaxial
anisotropy comes from diagrams 2(e}-2(h), with
2(e)-2(f) and 2(g)-2(h) being complex-conjugate
pairs, so Q is real. Here the l)'~ of Eq. (9) are
taken to be real, only 2(e) and 2(g) are evaluated,
and each is given a factor of 2. When diagrams
2(e) and 2(g) are evaluated, using again the ap-
proximation that g, h, kT«E», the result can be
manipulated using time-reversal symmetry into
the form
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D(r) = (e'|f2/4m'c')l0(1/
~

r ~), (13)

the matrix element of Eq. (13) in the plane-wave
approximation is

(ak, bk'+ Q ~
D I bk+ Q, ak') = (elf '/4m'c')D(g)gQ

(14)

where, per unit volume,

D(Q) = d're '~" ~ = 4m
(15)

With this approximation, the contribution of dia-
gram 3(b) and its partner is the same as from
3(a), and

dence is that of the gap, g(T), squared.
The size of the anisotropy Q„can be estimated

from Eq. (11}if the values of the various param-
eters are known. For chromium crude estimates
can be made. The optical and magnetic properties
imply g(0) = 10 "erg and v, -=10 "erg cm. The
Coulomb matrix element v, involves more orbitals
that are not identical than does v, and is therefore
expected to be smaller, perhaps ~, =-10-'e, . The
atomic spin-orbit coupling constant for chromium,
and band-structure calculations lead to a rough
estimate that V/E, -=0.03. Putting these values
into Eq. (11) gives Q„(0)= V.2 x 10' erg/cm',
which is somewhat more than an order of magni-
tude greater than the value deduced from the phe-
nomenological analysis. This will be discussed
further in Sec. IG.

The change in the free energy due to X~ of Eq.
(5), denoted Q~, is also dealt with perturbatively.
Because K« is a two-particle operator in spin and
space coordinates, a uniaxial anisotropy arises in
first order, and from matrix elements of the nest-
ing states alone. The excited states need not be
considered. Considerations like those employed
in the discussion of X„serve to eliminate all first-
order diagrams but those of Fig. 3. Two equal but
distinct diagrams are shown for 3(a), and the dia-
grams of 3(b), 3(c), and 3(d) also have equal part-
ners, not shown. Again using the gap equation for
g to define an average the contribution of diagram
3(a) is evaluated to be

Q. =4(g/v, )'&n (ak, bk+Q~D(r-r')
~

xbk+Q, ak'}. n) ~. (12)

As in the case of spin-orbit coupling, the matrix
element of 0 will reflect the uniaxial symmetry
of the antiferromagnetic band structure for Q in-
commensurate. Taking the bands to be plane waves
provides a poor approximation for the magnitude of
the matrix element, but reveals the g dependence
clearly. Noting that D(r) can be written

(a}

bk'+ Q

ak

ak'

bk+ Q

bk' —Q

ak

ak'

bk —Q

FIG. 3. Free-energy perturbation diagrams due to
magnetic dipole-dipole interaction.

Q, + Q, =(g/v, }'D,(n Q)',

where

(16)

III. MSCUSSION

The calculation of Sec. II shows that the spin-
dependent interactions usually associated with
magnetic anisotropy do indeed result in a uniaxial
anisotropy with respect to the Q direction for an
incommensurate SOW. However, the temperature
dependence of the anisotropy due to both mecha-
nisms is the same, that of g(T)'. Thus, it may be
possible to obtain the correct polarization at low
temperatures, but a spin flip will not occur be-
cause g*(T) goes monotonically to zero as T in-
creases to T„.

The passage of an anisotropy constant through

D, -=8ve'tf'/m'c' .

Similarly the contributions from diagrams 3(c) and
3(d) can be evaluated, and Q~ is obtained as

Q =(g/v, )'(D, -D,)(n q}', (18)

where D, is an average involving the gap equation
of the type appearing in Eq. (12),

D, =(Bve'k'~QI'/m'r )(D(k' —k+Q)}

and some isotropie terms independent of n have
been dropped.

The main points to be noted about the result in
Eq. (18) are the uniaxial symmetry and that the
temperature dependence, like that of the spin-
orbit result, is that of the gap squared. Also the
order of magnitude can be estimated using values
given above for g and v„and noting that D, =0.85
x 10 ", to be Q~=-8.5 x 10' erg/cm'. This value
is comparable to that of Q„, but could be much
smaller if substantial cancellation between D, and
D, occurs.
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zero in other materials has usually been accounted
for by a competition between two sources of aniso-
tropy that have similar magnitude, opposite sign,
and a different temperature dependence. One ex-
ample is competition between Q~ and Q„ to explain
the Morin transition in Fe,O, ." In this localized-
spin case it is found that the two mechanisms have
a different T dependence, in sharp and unfortunate
contrast to the results obtained here for an itiner-
ant (spin- —,') system. The reason for this difference
can be traced to the fact that for spin greater than
—,
' it is not necessary to account for the spin polari-
zation of the excited states [recall the dependence
on h in Eq. (10)] to obtain a magnetic anisotropy
from the spin-orbit interaction. There is a single-
ion uniaxial anisotropy simply proportional to S'„
where S, is a single-site spin operator, and the
mean-field temperature dependence is that of (S,')
rather than the (S,) obtained for the two-site dipole-
dipole interaction, "and also obtained for both mecha-
nisms in the itinerant (spin- —,) case discussed here.
For the itinerant system there does not appear to be
any simple single-particle analog to the single-ion
anisotropy of the localized system, because, as
pointed out long ago by Van Vleck,"the algebra of
the Pauli spin operators is such that powers of
them can always be reduced to a linear form and
this is not allowed in the anisotropy energy, which
must involve even powers of the spin operators due
to time reversal symmetry. Therefore, as men-
tioned in Sec. I, the model of the magnetic state,
itinerant in the ease at hand, influences qualita-
tively the result of the anisotropy calculation. The
single-particle spin-orbit interaction must be com-
bined with a two-particle interaction, leading to a
temperature dependence like that of the two-particle
dipole-dipole interaction in the HF approximation.

A second example is competition between the
anisotropy due to orbitally degenerate states at
different parts of the Fermi surface in an itinerant
ferromagnet. ' It is difficult to see how this second
situation could apply directly for chromium for two
reasons. First, the paired states producing anti-
ferromagnetic gaps are orbital singlets, according
to band calculations. Second, the pairing actually

destroys a portion of the Fermi surface by opening

up gaps, so that the paired states do not lie on the
Fermi surface.

One possibility which is excluded by the present
calculation lies in the observation that states which
are not strongly paired are nonetheless spin po-
larized and contribute to the magnetic moment.
While the energies of these states are not much
altered by the SDW, they influence the energies of
the strongly paired states by their contribution to
the internal field responsible for pairing. "' "'
Some of these states will have orbital degeneracy
and may lie on the Fermi surface. A numerical
treatment of the effect of spin-orbit coupling on a
realistic band structure might find a temperature
dependence other than that obtained for the ideal-
ized band structure of Sec. II.

Another possibility is that there is some other
microscopic mechanism not discussed here which
produces an anisotropy of suitable size and a dif-
ferent temperature dependence. Such a mechanism
could compete with the ones discussed here to pro-
duce the T dependence of Eg. (2). The fact that
Q„and Q«are estimated to be larger than the ob-
served anisotropy would be very useful in a model
based on competition if the two temperature de-
pendences are very similar. (In Fe,O, the two
mechanisms must cancel within 2% to obtain the
correct T dependence. ")

In summary, the work described here is the
first effort to give a microscopic theory of mag-
netic anisotropy for an incommensurate SDW ma-
terial like chromium. A uniaxial anisotropy with
respect to the Q direction has been demonstrated,
and estimated to be larger than that observed in
chromium. The method of the calculation could be
readily extended to obtain a cubic anisotropy. The
temperature dependence of the anisotropy is that
of the antiferromagnetic gap squared, and there-
fore the spin-flip transition in chromium is not
accounted for. If the basic itinerant model of the
magnetic state is to be kept, future efforts must
be directed towards examining the effects of a
realistic band structure, or searching for an ad-
ditional microscopic anisotropy mechanism.
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