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Ferromagnets with the number of spin components n y 2 and with power-law interactions r " are studied in

dimensions d = 2+& for small e. The following theorem is proved: Let g» be the value of the critical

exponent q for short-range force (e.g., nearest-neighbor exchange). Then in the presence of the long-range

power-law interaction the critical behavior is the same as for short-range interactions provided that the in-

equality 2 —cr & qs„ is satisfied. In this case the critical exponents depend on d and n but not on o. In the

opposite case, the value of q is g« ——2—o. and the critical exponent v depends on cr in addition to d and n.

I. INTRODUCTION

As is well known, long-range (LH) interactions
between spins can affect the critical behavior of
magnets. In particular, ' if the "exchange" inte-
gral decays according to a power law r ' ', where
r is the distance between spins and d is the dimen-
sionality of the space, the critical exponents and
the scaling functions may depend on p in addition
to d and the number of components of the spin n.
Van der Waals forces in the vapor-liquid transi-
tion problem are an example. Whether the sys-
tem will have a behavior corresponding to short-
range (SH) forces, i.e. , independent of o, or
whether the LR force will have an effect on uni-
versal quantities depends on the value of 0. A
theorem has been conjectured' and proved in 4 —&

dimensions' that the dividing line between LR and
SR behaviors is given by g =2-q,„where qs„ is
the SR value4 of the critical exponent g. LR be-
havior will take place if g &2-gs„, in this region
q =2-g, independent of d and n, whereas the cri-
tical exponent p depends on d, n, and 0.' The
dividing line between the classical and nonclassi-
cal exponents is at d=4 and d =2@ for SR and LR
forces, respectively (see Fig. 2 below).

While the above statements have been yroved
only in the & exyansion near d=4, they may be
valid more generally. For n&2 there exists an
alternative expansion' for dimensions close to
d =2. The purpose of this paper is to prove the
theorem about the dividing line between SR and
LR behavior using the q exyansion around d =2.
The method of the proof is similar to that used
near d=4. ' We set uy a system of renormaliza-
tion-group (HG) recursion relations in the space
of Hamiltonians which contain both SR and LR in-
teractions. We will find two fixed points of the
recursion relations, one corresponding to each
type of the critical behavior. The dividing line
o =2-q» is found as the line dividing the domains
of attraction of these two fixed points. The line

delimiting the region of the existence of the cri-
tical point is (for n &2) d =2 and d =o for SH and

LR forces, respectively. '

II. RECURSION RELATIONS

Let T be the absolute temperature (in energy
units), d = 2 +e and S, (x},i = 1, 2, . . . , n components
of the spin subject to the condition

n

QS,'. (x) =l. , n&2.

The energy functional is given as

n

X=-—= g d xS,.(x) V'S,.(x)
i=1

+ g J
d "xS,.(x) V S, (x) .

i-1

'fbe integrals are cut off at short distances (see
below). We will consider the case when o is close
to 2: 2-o =O(e). The operator v' is defined by
its Fourier transform

v y(x)-=- f fa ' v '8l 'icl''y(v')

Let us eliminate the component S„using E(l. (1}.
The corresponding terms in the energy are non-
linear in the fields S~, ~ = 1, 2, . . . , n —1; with
S'=-P„",'S'„we have

de —,'S'v S'+-,'S'v S'+ . ~ . 4

It will turn out that the expectation value of S' is
of order & and we may neglect all terms in the ex-
pan'sion of the square root except those explicitly
written in (4}.

Going over to the Fourier components we have

15 4344



15 LO%-TEMPERATURE RENORMALIZATION GROUP FOR. . .

s.(k) s.(-k) +— s'(k) s'(-I )

dk d"p ak+bk S(k) () 2(k )
8 I (2v)' (2v)' 7

(5)

where

S'(R)= S'(x) e '" "d'x

), s.(p)s„(k -p).
a =1

After elimination of S„ there appears a Jacobian
in the functional integral for the partition function
which can be thought of as an effective interaction. '
However, to the first order in q to which we are
calculating the Jacobian can be ignored. All the
wave vector integration regions are restricted to
a sphere the radius of which is chosen as a unit
of inverse length.

Next the RG recursion relations' will be derived
for the system described by the Hamiltonian (5).
Let us define a BG transformation by integrating
out the fields with wave vectors in the interval
—,
'

&q & 1, followed by rescaling transformation.
This operation is denoted by Tr':

~&[s'(q)] T & 3'.[s~(q)]
7

where q' =2qa[0, 1] and the fields are rescaled

sr ( ~t) —2-(&+2- p)l2 s ( g)

The critical exponent q in the rescaling factor is
determined (in the linear version of the renormali-
sation group, which we are using) by the condition
that the repeated application of the RG transfor-
mation Tr' leads to a nontrivial fixed point, i.e.,
for some choice of the parameters the Hamiltonian
does not become zero or infinity.

The recursion relations, to first order in q

[a/T and b/T are of order e '; see (8) and (13)
below] for the coefficients a/T and b/T of k' and
k terms in the Hamiltonian are shown in Fig. 1.
The four-point interaction [second term in (5)] is
denoted by a heavy wavy line. There is a factor
(ak +bk')/T associated with this interaction line,
k being the momentum of the line. The solid lines
are spin propagators T/(ak'+bk') = g, . In the first
recursion relation the first diagram vanishes, be-
cause the wavy line carries zero momentum. The
second diagram can be evaluated as follows [2 -o
=O(e)]. For small k, the expression

I d p a(k -p) +b I" p I'
il2&p&1 (2v) ap +bp

depends analytically on k and has an expansion of
the form A(a, d) +B(a,d) k'+ ~ . Knowing this,
and since the diagram is of order 1 (small in

comparison to the leading order e '), we can put

0 =2, d =2 and pick the piece which is proportional
to k'. Thus we get for this diagram the value

(k'/2~) In2.

-', ( [a'kp+' (+kp+)'] +(bk+p'+I k+p I')$

The first diagram in the second recursion relation
has a closed loop which gives the factor (n —1).
The second and third diagrams cancel. The sixth
diagram cancels one-half of the fifth and this com-
bination gives (k'In2)/2w. The fourth and the
seventh diagrams are independent of k because the
factors attached to the wavy lines cancel against
the propagators. There is one more diagram
which is proportional to (ak'+bk')' and has not
been drawn. The analytical form of the recursion
relations is

o'k ~b'k& 2 4 k + —~ k&o ~ b

T' T +

~ 2 b0'k + b'k 2-~ 2& o k ~ &~k
Tl +(n-I)

T k

k

+2 ~=====~ —2
0 0

0

+2
0

k
+.2

0

k k

0

FIG. 1. Diagrams contributing to the recursion rela-
tions in the first order in E =d-2. The rules are ex-
plained in the main text.

The interaction vertex for the sixth power of the
field is denoted by a star with three wavy lines.
One of these lines (drawn heavy) carries a factor
(ak'+bk')/T =G, ', the other iwo (drawn light) have
a factor of unity associated with them. This asym-
metry arises from the way the Hamiltonian (5) is
written. It is possible, but not necessary, to sym-
metrize the diagrammatic technique by replacing
ak2+bk' in the last term of (5) by
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(
1a21ba1kk2+ ka 2-') k + ka+ ln2

T T 4 T 2a T 4 2n

I I
~~2~ ~2 2

a
aa ' b '

2 2 1 a 2 1 b —,'ak +(I/2~) bk' ln2, 2 ln2
k + —k =2 ' " ——k + —k'+(n —1) + —'k

4 T 2' a+5 2n ' 2m

(6)

(7)

The next step is to find the fixed points of the
transformations (6) and (7). There is one fixed
point corresponding to the SR critical behavior'

sistency arises [we have four equations for three
unknowns (a/T)*, (b/T)~, and q]. This last re-
cursion relation leads to

b+=0, (T/a)+ =2m~/(n —2). (6) (T/a) *=2v(2 o)—. (13)

The value of g in this case is

q,„=e/(n —2) . (9)

=2 ' —1+ n-2

From this, and from the definition of p, which is
given by

21/v

we get

p =I/g+0(1),
which agrees with the previous calculations. '

There is another fixed point, which describes
the LR behavior. In this case 5+0. Then the k
coefficients of (6) give immediately

(10)

Equating the coefficients of k of (7) we get

[T/(a +b)]*= 2v(d -g)/(n —1) .

The k' terms of (7) give, after using (11), (10),
and (9),

(b/a)* =[(n —2)/(d —o)] (2 —o —q,„). (12)

To get the exponent p, we take k relations from
(6) and (7) and eliminate q from them. This gives

&+a —1 + n 1

The exponent p is found by comparing this equa-
tion with

To find the value of the critical exponent p, we put
b =0 and eliminate q between (6) and (7):

III. STABILITY OF THE FIXED POINTS

Now we perform the linear stability analysis of
the fixed points. Let us start by assuming that the
critical behavior is determined by the SR fixed
point (8). Insert into the Hamiltonian an infinitesi-
mally small perturbation of the form

r d k
k~S„(k)S~(-k) + ~ ~ ~ .

The coefficient bb/T will be multiplied by some
factor at every step of the RG procedure. If this
factor is less than unity, the SR fixed point is
stable with respect to LR p~turbations. In the
opposite case we have to assume that the critical
behavior of the magnet is determined by the LR
fixed point. To find the renormalizing factor for
bb/T we can use either (6) or (7). It must be ir-
relevant which equation is used. It is easily
checked that the following equation is obtained in
either case:

(bb/T)' =2' ' ~sRbb/T. (14)

Thus, if qs„&2-o =q~R, bb/T returns to zero and
we get SH behavior. For g „&q„„,bb/T grows and
the SR fixed point is unstable. This establishes

On the other hand, elimination of b* from (11) and

(12) also gives (13), so that there are only three
independent relations and the consistency of the
system (6), (7) is established. One could also write
recursion relations for six-point and higher inter-
actions. They would be, however, consequences
of (6) and (7). This follows from the symmetry,
which allows only two coupling constants T/a and

T/b

The result is

=2'
2 —0

SR

SR

class ico I

~ =1/(d —o) +0(1),
which depends on o.

We have not yet used the recursion relation for
the coefficients of k-' in (6) and the question of con-

2

FIG. 2. Regions of stability of the fixed points for
'll &2.
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the theorem formulated at the beginning of this
paper.

The stability of the LR fixed point in LR region
is easily established. Indeed, the stability anal-
ysis similar to that performed above leads to the
recursion relation

(5a/T)' = 2' 5a/T .
Since everywhere in the LR region g &2, 2' '&1
and the deviation from the fixed point converges to
zero as the renormalization progresses.

The situation is summarized in Fig. 2. There
are two classical regions. When g&2 and g&4
the exponents have classical SR values' p =-,', q =0.
For d&2a end o&2, q =2 —o, v = —,

' (Ref. 1). On the
line d =2, g&2 and g =g, g&2 the critical tempera-
ture vanishes. In the region below this line there

is no phase transition at nonzero temperatures.
In SR region, the critical exponents are determined
by the SR fixed point and have nonclassical values,
depending only on P and n. Near the lines d =4 and
/=2 there exist 4-g and d-2 expansions for the
exponents. " In the LR region, the LR fixed point
is stable and expansions in powers of 2g —d and
d —g are available. " The dividing line between
SB and LB regions has been calculated near both
ends. The middle part of this curve is a conjec-
ture. It is very probable that the theorem is valid
for all dimensions between 2 and 4 but the proof
has not yet been found.
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