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The disorder in an amorphous ITI-V semiconductor is described in terms of spatial variation in local density.
The electronic density of states for the amorphous semiconductors are then simulated by a weighted sum of
the crystalline electronic density of states (EDS) with a variation in local density. It is shown that the
amorphous electronic density thus obtained is equivalent to its crystalline counterpart with the energy of each
electronic state broadened by an individual broadening parameter, which is related to the degree of disorder of
the amorphous semiconductor considered and the ‘“‘sensitivity” of the energy of the particular state to
variations in local density. The result of our phenomenological model is similar to that of Kramer’s complex-
band-structure calculation based on Green’s-function formalism. The optical spectra for the corresponding
materials are also calculated using the theoretical EDS, along with the nondirect transition model with an
energy-dependent matrix element. The results are compared with available experimental data.

I. INTRODUCTION

Recent investigations on the physics of amor-
phous materials, particularly semiconductors,
have generally focused on two related questions:
First, how different is the structure of an amor-
phous material as compared with its crystalline
counterpart; and second, how are the electronic
and vibrational properties of an amorphous ma-
terial modified by such structural changes if the
latter do exist? To find possible answers to the
first question, numerous x-ray diffraction ex-
periments! have been performed in order to de-
termine the radial distribution function (RDF),
which up to date provides the major experimental
observable for a semiquantitative description of
the structure of an amorphous semiconductor.

A comparison of the amorphous and crystalline
RDF’s of the same tetrahedrally bonded semicon-
ductor indicates the following:

(i) The RDF’s for both the crystalline and amor-
phous phases are very similar, at least, up to the
second-nearest-neighbor (nn) distance, implying
that, at least the short-range order is preserved
in the amorphous phase.

(ii) The position of the first peak of the amor-
phous RDF appears to shift slightly toward higher
values ( a few percent) as compared with those of
the crystalline peak.

(iii) The first and second peaks of the amorphous
RDF are fairly well defined, and are usually de-
scribed, respectively, as a Gaussian of the form

exp[-(r - 7,,)?/20%,], i=1lor2, 1)

where 7;, and 0,, denote the position and the width,
respectively.

Table I lists the relevant structural parameters
of the amorphous (subscript a) semiconductors
of interest. Corresponding crystalline (subscript
¢) values are also given for comparison. It ap-
pears that in general the width of a peak in the

TABLE 1. Relevant structural parameters for amor-
phous III-V semiconductors.

GaAs GaP GaSb InAs
71c A) 2.45 2.36 2.65 2.63
7qB)®  248:0.03 244101 2.67£0.03 2.69
0.(8) % 0.085 0.015 0.079 0.075
o(B)®  0.085£0.01 0.18+0.01 0.14:0.01 0.090.01
o, d)®  ~0.0 ~0.16 ~0.12 ~0.05
oo (A) 4.0 3.86 4,33 4.3
750 (&) 4.1£0.05 3.9£0.05 4.3x0.05 4.00.05
Ty (A) 0.109 0.1 0.105 0.114
0,A)?  0.3£0.05  0.35:0.05 0.4:0.05 0.3+0.05
0,8)%  ~0.28 ~0.34 ~0.39 ~0.28
Pa/pe
Calce
Egs. (3) 0.92 0.90 0.81 0.77
and (4)
Eq. (5)¢ 0.96 0.89 0.87 0.91
Expt.9  0.96 0.90 0.98 0.93
0,/Pq
Cale.
Eqs. (3) 0.068 0.134 0.11 0.092
and (4)
Eq. (5)¢ 0.077 0.13 0.15 0.099

2 From Ref. 1.

b static spread in the amorphous phase obtained from
Eq. (2).

¢ Fitted to infrared and Raman data (see text).

4 From Ref. 16.
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amorphous RDF is consistently larger than that
in the crystalline phase. This is particularly true
for the second peak of the RDF. The difference,
which presumably may result from the structural
distortions of bond lengths and/or angles, as well
as wrong bond formation, is the static width (or
spread) and is given as

2_~v2 2 .r2 2 ) =
0§4=0%a —035r=03a—=0jc, 1—1,2. (2)

Here it is assumed that the thermal width 0;, of a
peak in the amorphous phase is equal to the width
in the crystalline phase, as the latter does not
have a static width.

It must be pointed out that the RDF may not
uniquely determine the microscopic structure of
an amorphous material. For instance, in the case
of Si and Ge, both the continuous-random-network
model and the microcrytallite model? which con-
sists of a mixture of microcrytallites with various
crystalline structures, are capable of giving RDF’s
in close agreement with the experimental results.
Although the continuous-random-network model for
amorphous Si and Ge seems to be favored, it is
not clear, however, that the same is true for
amorphous III-V compounds.

Because of the loss of the long-range order,
many theoretical works on the electronic and vi-
brational properties of amorphous materials have
stressed the importance of the breakdown of the
k selection rule. This results in the belief that in
the calculation of the electronic® and vibrational*
properties of an amorphous material, use should
be made of the aspects of its structure which is
independent of the k selection rules, and therefore
requires an approach that is distinctly different
from that used for the crystalline phase.

Recently, we have questioned the sole impor-
tance of the breakdown of the k selection rule in
explaining the basic optical properties of amor-
phous semiconductors. We have demonstrated®
that the first-order infrared and Raman spectra
of a tetrahedrally bonded amorphous semicon-
ductor (TBAS) can be interpreted as consisting
primarily of a crystallinelike spectrum, whenever
the optical process concerned is allowed in the
crystalline phase. The residual difference is then
interpreted as that arising from configurations in
which only short-range order is maintained. It is
our contention that the electronic structure of a
TBAS can also be calculated using its crystalline
analog as a starting point, but with certain modi-
fications to take account of the structural dis-
orders.

There are several previous calculations of the
electronic structure of TBAS based on the same
philosophy. Herman and Van Dyke® simulated the
electronic density of states (EDS) of amorphous

Ge by that of a dilated (an overall expansion of the
lattice constant by 10%) Ge crystal. In order to
calculate the imaginary part of the corresponding
dielectric constant, they adopted the nondirect-
transition model with constant matrix elements.
Brust, on the other hand, calculated’ the €, spec-
trum of a crystalline Ge with density equal to that
of the amorphous phase. A substantial red shift
of the spectrum was obtained, in agreement with
the experimental observation.? However, in order

to produce the single-humped structure of the
experimental €, spectrum, a lifetime broadening

of the order of 2 eV had to be used, which is about
ten times as large as the crystalline value., Kra-
mer et al ,® using the Green’s-function formalism,
have developed a method for calculating the elec-
tronic energy spectrum of a disordered system.
By approximating the n-body spatial correlation
function as products of two-body correlation func-
tions, they obtained a complex band structure for
several TBAS. The electronic energy states with
the reduced wave vector K, which in the case of
crystalline solids consist of a set of 0 functions,
are now broadened into damped Lorentzians, the
widths of which depend on K, as well as the two-
body correlation function. The latter, in turn,
reflects the structural disorders in amorphous
solids. According to the complex-band-structure
results, the valence-band density of states (VBDS)
is relatively less disturbed by disorder, and re-
tains most of the features of its crystalline coun-
terpart. The conduction-band density of states
(CBDS), on the other hand, is profoundly changed,
and is devoid of crystalline features.

In a previous paper,'® we obtained the EDS of
amorphous Si and Ge by calculating the weighted
average of the densities of states of the corre-
sponding crystal with slightly different nn dis-
tances. The weighting function is taken to be a
Gaussian. In the present paper, the EDS for sev-
eral amorphous III-V compounds will be calculated
following a similar approach. However, for rea-
sons to become apparent below, the averaging is
taken over local density distributions. The €,
spectrum will also be calculated using the EDS
obtained in this paper, together with the nondirect-
transition model'! with energy-dependent transi-
tion-matrix elements.!?

II. LOCAL DENSITY AND ITS DISTRIBUTION IN AN
AMORPHOUS TBAS

Material inhomogeneity, voids, local strains,
bond length, and bond angle variations'? are known
to exist in most amorphous semiconductor films.
As a consequence, the local density in the mater-
ial is not expected to be uniform. By local density
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we mean the number of atoms per unit volume
averaged over a volume whose linear dimensions
are of the order of several multiples of the bond
length. As mentioned above, the static spread in
the first and second peak of the RDF of a TBAS
may by themselves result in a spatial fluctuation
of the local density. A quantitative analysis of the
spatial variation of local density, including in-
homogeneity, void structure, local strains, as
well as bond length and angle distortions, is a
formidable task. However, if one assumes that
the local density variation results principally from
the spreads of the first and second nn distances
then a distribution in local density can be esti-
mated, in the following way: First, a reasonable
definition!* for local density in terms of the first
and the second nn distances 7, and 7, is made
3_

p(r,,7,)=3(3 )2 <7lf— + c%—_—;%) t+c), (3)
where K =7,,/7,, and C is a weighting factor deter-
mining the relative importance of the second nn’s
in contributing to the local density. The rationale
for such a definition is discussed in detail else-
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FIG. 1. (a) Distribution of local density for various
values of 0y (see text). (b) Distribution of local density
for various values of C (see text).

where.!* In order to calculate the distribution

of the local density, a deviation of 7,(7,) by about
0,(0,) from its mean value 7,(7,,) is considered.
If it is assumed that for these ranges of 7, and 7,,
their respective probability distributions are in-
dependent, then their joint probability distribution
is given by

P(r,,7,)« exp;—0.5[< N ;11’“ )z + (rz ;2,,2!)2] } .
@)

In Eq. (4), o0, and 0, are, respectively, the static
spread of the first and the second peaks in the
amorphous RDF, as given in Table I. From Egs.
(3) and (4), the local density distribution can

be calculated. Figure 1 shows the general
shape of the local density distribution of amor-
phous Ge, and its dependence on 0, and C, re-
spectively. Results for III-V compounds are simi-
lar. It is seen that, except for a slight asym-
metry, the local density distribution is approxi-
mately Gaussian. We point out, however, that
the approach outlined above should be regarded as
only a preliminary attempt to calculate the local
density distribution. It is believed, however, that
although the peak position and width may not be
accurately predicted, as there is no physical
guidance to fix the value of C, the general shape of
the local density distribution may be correct.
Therefore, before a better method for calculating
the local density distribution, including bond and
dihedral angles, becomes available, one may for
practical purposes, take it as a Gaussian of the
following form:

P(p)=exp[-(p-p,fF/202], ()

with the mean p, and the variance o, as adjustable
parameters,

In this work p, and 0, have been obtained in two
different ways. First, P(p) is determined from
Eqgs. (3) and (4) with C =0.375. Second, these two
quantities are used as adjustable parameters in Eq.
(5) in fitting'® the main features of infrared and/or
Raman spectra of TBAS.> The values of p, and 0,
obtained by these two methods along with the ex-
perimental values!® of p, are compared in Table I.
In general the agreement is remarkably good.

HI. CALCULATION OF ELECTRONIC DENSITY OF STATES

In analogy with the point of view adopted for
interpreting the lattice spectra of a TBAS, as dis-
cussed in the last section, we make the following
assumption:

No(B)= [ N(E,p)exp (- %) do, (6)

where N,(E) stands for the electronic density of
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states at energy E of a TBAS. N,(E,p) is the cor-
responding crystalline density of states for the
local density p. The above assumption amounts to
neglecting the contribution arising from highly
disordered structural configurations. Next, if
N.(E, p) is written

NE,p)=2. ; 8(E - Eq x(0)), (1
then
NyB)~ 252 [ O = Epa(o))
(p = pg\
= Ta’ d . 8
xexp< 207 > /ol (8)

In Eqs. (7) and (8), the subscript & should not be
regarded as carrying the usual meaning of wave
vector, which is a good quantum number for an
electronic state in a perfect crystal. Instead, it
is just an index by which electronic states are
enumerated.

In general, we expect the local density distribu-
tion to be sharply peaked around its mean value
p,. Therefore, most contribution to the integral
in Eq. (8) comes from p, for which |p-p,|~0,
< p,; in this range of p, E, .(p) can be expanded
as

Ep2(P)=E, x(Pa) +Yn p(P=pg) +* 9)
where
_ 3[E, 4(p)]
Tan= = gp v (10)

Equation (8) can then be rewritten

Na(E)o:Z 1 exp _@%M , (11)
n,k ‘yn.k 2°u.k

where
On,2="n 0 - (12)

It is seen therefore, that the 6 functions in Eq. (7)
for the crystalline phase are now replaced by a
series of Gaussians. The width of the Gaussian
is given by 0, ,,, which is the product of the density
spread parameter 0,, and v, ,, the derivative of
the electronic energy E, , with respect to the local
density.

To calculate y,,, use can be made of the following
equation:

v o= 2En 1

oF,

= ——k 13
9 lp=p, PaK 9P |p-p,’ s)
provided the pressure (P) coefficient of E, , is
known. In Eq. (13), K is the isothermal compres-
sibility, The problem then reduces to finding

8E, ,/9P. This latter quantity can, in principle,

be estimated from high-pressure data. Unfor-
tunately, most experimental data are related to
the pressure coefficients of a few optical transi-
tions, which actually consists of the relative pres-
sure induced shifts of the energy levels of the ini-
tial and final states. We therefore resort to a
pressure-dependent band-structure calculation.'”
Specifically, the calculation uses only the com-
pressibility and the empirical pseudopotential
form factors appropriate for describing the crys-
talline band structure at normal pressure as input
data. The predicted pressure coefficients at sev-
eral critical-point band gaps are in good agree-
ment with the available experimental data in the
cases of elemental and ITI-V compound semicon-
ductors. In the above-mentioned calculation, it is
assumed, as in most previous calculations,'® that
the energy of the top valence states (I} in the
zinc-blende-type, and I, in the diamond-type
crystals) does not change with pressure, since it
is only the relative shifts of the initial and final
states defining the band gap (optical transition)
that are of interest. We believe that such a meth-
od is also adequate for estimating the pressure
shift of E, ,’s, provided that the pressure coeffi-
cient of the energy, E([};), of the top valence
states is known. The pressure coefficient dE(T};)/
dP, in fact, can be obtained from the appropriate
volume deformation potential, which occurs in the
theory of electron-phonon interaction. Unfor-
tunately, experimental values of dE(T},)/dP are
scarce and somewhat controversial. For example,
Herring and Vogt'® gave a value of -3.6X107°

eV /bar for Ge, based on transport properties of
the crystal. Whereas Bagguley ef al.?° from cyclo-
tron resonance measurement, estimated the value
to be ~+4X107% eV /bar, which agrees, in sign,
with the theoretical prediction of Kleinman? for
Si. To our knowledge, no appropriate values exist
for II-V semiconductors. In the present work, we
shall assume that the shift of the topmost valence
state with pressure is negligible, i.e., dE(L,)/dP
=0, The final results of the calculation, however,
do not depend sensitively on the exact value of
dE(T,,)/dP, as long as its absolute value remains
small, which seems to be the case.

In actual calculation, whenever available, use
has been made of the modified pseudopotential
form factors due to Chelikowsky et al.,?* which
agree well with the energy of the low-lying valence
bands recently determined from x-ray photoemis-
sion data.?®'2* The effect of mean-density defi-
ciency in the amorphous state as compared with its
crystalline counterpart is accounted for in an ap-
proximate way by scaling the pseudopotential form
factors according to density, as was previously
done by Brust.”
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To obtain the EDS, we calculate E, ,(p,) and
¥n,x at 1500 different k values in the Brillouin zone.
A linear interpolation is then used to sample a
finer k mesh of about a quarter million points in
order to suppress the statistical “noise” in the
histogram. The sampling procedure is capable
of generating the crystalline EDS in excellent
agreement in details of fine spectral features with
those obtained recently by Chelikowsky et al.??

The imaginary part of the dielectric constant
€,(w) in the one-electron approximation may be
written

€.~ (1/w?)| M(w)|2 Neony (w) (14)

where |M(w)|? is the amorphous matrix element
and N (w) is the convoluted densities of states

of the valence and conduction bands for which ener-
gy is conserved. |M(w)|2 is obtained from that of
the crystalline phase by smoothing the unklapp
peak,® which often originates from long-range
order.

IV. RESULTS AND DISCUSSIONS

Figure 2(a) shows the crystalline E-k diagram
(full line) along the [100] and [111] directions. The
bars indicate the relative magnitude of y,,. GaP
is taken as an illustrative example. Results for
other materials considered in this paper are simi-
lar, It is observed that the conduction states, in
general, have larger v,,, than the valence states.
This, of course, is expected because the conduc-
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FIG. 2. (a)E -k diagram of crystalline GaP along
the [100] and [111] directions. The vertical bars indicate
the relative magnitude of v, ,. (b) Electronic density
of states of crystalline GaP.
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states for GaP is shown in Fig. 2(b).
Figure 3 shows the calculated EDS for GaP with

various values of the “disorder parameter” o,/p,.

Curve A of Fig. 3 is the least disordered. The
VBDS is essentially the same as its crystalline
counterpart except for some smoothing out of the
fine structures in the upper-most valence band.
The CBDS, on the other hand, has already shown
substantial departure from the crystalline density
of states although the broad profiles remain. For
curves B and C, the values of 0,/p, are 0.13 and
0.20, respectively. The changes in the VBDS and
CBDS with the degree of disorder are clearly
shown by the trend manifested by these curves.
Several points are particularly worth mentioning:
(i) the widths of peaks of the VBDS are very little
affected by disorder except for the tailing of den-
sity of states into the crystalline gaps; (ii) higher
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degrees of disorder produce larger tailings. This
is particularly significant regarding the crystalline
optical gap, as is vividly shown in Fig. 3; (iii) for
higher degrees of disorder, e.g., curves B and C
in Fig. 3, the structures in the crystalline density
of states have all but disappeared, and in its place,
is a single hump followed by a flat plateau. Simi-
lar single-hump CBDS has recently been reported
by Eastman et al.?® for amorphous Ge, which is
significantly different from the totally flat CBDS
previously deduced by Donovan et al.?” from ultra-
violet photoemission data. Although no experi-
mental data on the CBDS of III-V amorphous semi-
conductors are available at the present, such a
one-hump structure for amorphous III-V compounds
is highly possible, because of the similarity of
their electronic structures to that of Ge. Figure

4 shows the EDS for the other amorphous solids
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FIG. 5. Imaginary part of the dielectric constant versus photon energy for amorphous III-V compounds. (a) GaP:
Curve 1—experimental (Ref. 16); curve 2—calculated by Kramer et al. (Ref. 9); curve 3—calculated in this paper using
EDS with op/pa =0.13; curve 4 —calculated in this paper using EDS with op/p, =0.20; curve 5—calculated using EDS
with o, /P4 =0.13 and with constant matrix element. (b) GaAs: Curve 1—experimental (Ref. 16); curve 2—calculated in
this paper using the EDS of Fig. 4; curve 3—calculated by Kramer et al. (Ref. 9); curve 4—the same as curve 2 except
for the use of constant matrix element. (c) GaSb: for legends, see (b). (d) InAs: for legends, see (b). Inserts to (a)—(d):
curve 1—ecrystalline |M (w)|2; curve 2—amorphous |M(w)| 2 used in the present calculation.
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considered in the present paper. In all cases, the
changes due to disorder in the VBDS are much less
significant as compared with the corresponding
changes in the CBDS. The VBDS for several crys-
talline®*2* and amorphous?® III-V and II-VI semi-
conductors have been determined by Shevchik et al.
from x-ray photoemission experiment. They con-
cluded that the VBDS of an amorphous compound

is essentially a broadened version of its crystalline
counterpart. The results of the present calculation
indicate the same, although the extent of broaden-
ing is not significant except in the tailing parts of
VBDS. However, we would like to point out that in
the experimental results of Shevchik et al., the
crystalline VBDS themselves are also greatly
broadened when compared with theoretically cal-
culated VBDS. We feel that since the amorphous
VBDS are determined by the same experimental
setup, a significant part of their broadening might
have the same origin as their crystal counterpart
and therefore does not result from the effects of
disorder.

The imaginary part of the dielectric constant
€,(w) for the amorphous II-V compounds as ob-
tained from the present calculated density of
states are compared in Figs. 5(a)-5(d) with those
of Kramer et al.? and experimental data.!® The
energy dependence of the matrix elements [shown
as inserts in Figs. 5(a)-5(d)] gives better agree-
ment. The agreement between the calculated and
experimental €,(w) is quite good for GaAs, GaP,
and InAs. For GaSb, the calculated result is less
satisfactory, in that the predicted peak position of
€,(w) is shifted from that of experimental data by
more than 1 eV. The shape of €,(w) curve, how-
ever, is fairly well predicted. Presumably the
calculated peak position can be shifted to coincide
with the experimental one by using a different
energy-dependent matrix element or by using a
significantly different value of p,, which would
reduce the “pseudo”-optical band gap, so as to
cause stronger absorption at lower energies, i.e.,
a red shift of the absorption peak to lower ener-
gies.
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