
PHYSICAL REUIE% 8 UOLUME 15, N UMBER 6 15 MARCH 1977

Optical properties of CrSb, MnSb, NiSb, anti NiAs
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The room-temperature optical reflectivity of metallic CrSb, MnSb, NiSb, and NiAs has been measured

between 0.05 and 5.0 eV, and the optical constants have been deduced by a Kramers-Kronig analysis. The
nickel compounds have a 1ow~ergy region of intraband character while CrSb and MnSb show strong
interband transitions to the lowest energy measured. This is interpreted as supporting a band model in which

there are 3d states at the Fermi level for MnSb and CrSb, but not for nickel compounds. The departures of
the intraband optical properties of the nickel compounds from Drude behavior are described by a generalized
Drude analysis in terms of a complex energyMependent lifetime, the real part of which has an approximate
co dependence.

I. INTRODUCTION

This paper reports measurements of the room-
temperature optical reflectivityof CrSb, MnSb, ¹isb,
and NiAs in the energy range 0.05-5 eV, and the
optical constants derived from the data by a Kra-
mers-Kronig analysis. These results are inter-
preted as supporting a metallic-energy-level model
proposed previously" and described briefly below.
In addition, a quantitative analysis of the intraband
optical constants of NiSb and NiAs is given, using
an extension of a method suggested by Hopfield. '

In making energy-level models for transition
metals and their compounds, it is often uncertain
whether the 3d electrons should be regarded as
localized or itinerant and whether the occupied Sd
states are energetically isolated or overlapping
with other states. Vfithin this framework there are
four general possibilities: (a) isolated-localized,
(b) isolated-itinerant, (c) overlapping-localized,
and (d) overlapping-itinerant. For Mott insulators
like Cr,O„(a) appears to be appropriate with "lo-
calized" understood in the Mott-Hubbard sense,
and the 3d states energetically isolated in a bond-
ing-antibonding gap between filled anion p states
and empty metal 4s states. 4' For paramagnetic,
metallic 7,0, the occupied Sd states are thought
to be isolated as in Cr,Q„but bandlike as in mod-
el (b)." For the transition metals there is ener-
getic overlay of 3d states and 4s bands, and there
has been debate' as to whether (c) or (d) or some
hybrid model' is appropriate.

Obtaining definitive experimental evidence favor-
ing one model or the other has been difficult (pos-
sibly because each model lacks some essentia1. fea-
tures). Efforts at distinguishing models have tended
to focus on the question of "localized" or "itiner-
ant, " and this subject is discussed at length by
Herring, ' Goodenough, 4 and others. In contrast,
the issue of "overlapping" or "isolated" has not
arisen so often and is not much discussed. But it

is an important question in picking an energy-level
model for the transition-metal pnictides in general
and antimonides in particular.

The compounds discussed in this paper all have
the NiAs structure and are metallic. CrSb orders
antiferromagnetically, MnSb orders ferromagneti-
cally, and NiSb and NiAs are either diamagnetic
or very weakly paramagnetic. In an ionic-bonding
model the anion would have filled p states, the 3d
states would be occupied with a number of electrons
corresponding to a metal 3 ion, and the Fermi
level would intersect only 3d states. Since the ma-
terials are metals, model (b) would be implied. A
transition to models of type (c) or (d) occurs if the
bonding is imagined to be less ionic and more me-
tallic to the extent that the 3d states overlap the
anion p states with the Fermi level lying in the
overlap region. Then the anion p states are only
partly filled and the Sd states have an occupancy
greater than that corresponding to a metal 3+ ion.
Although an itinerant picture for the Sd electrons
is no longer required by the metallic conductivity,
since the Fermi level intersects anion p states,
it is strongly suggested by the noninteger magnetic
moments observed and is here assumed to be ap-
propriate. Thus, it is desired to distinguish be-
tween models of type (b) and (d). At present, band
theory often does poorly in predicting the relative
positions of the anion and cation states, so it is
important to settle the question experimentally.
Although photoemission experiments presently pro-
vide the most-direct experimental information,
there remain some uncertainties in their interpre-
tation, and so it is worthwhile a1.so to use other
methods such as optical spectroscopy. In the para-
graphs below, it is argued that the differences in
the ref lectivity of the various compounds can be
used to test a model.

The metallic model resembles the one commonly
accepted for transition metals in having the Fermi
level fall in a region where narrow d bands inter-
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sect and hybridize with broader bands. This model

was proposed for MnSb, motivated by a great sim-
ilarity of its experimental properties to those of
magnetic transition metals. ' The existence of p-d
overlap at the Fermi level appears to be confirmed
by recent x-ray photoemission experiments. ' The
model has been extended to other transition-metal
antimonides by assuming that, as with the transi-
tion metals, the 3d bands decrease in energy and
become narrower in the sequence from Ti to Ni.
This picture works quite well in providing a quali-
tative interpretation of the properties of the anti-
monides. ' For example, the Sd states should be
very nearly filled in NiSb (and NiAs), which is
quite consistent with the fact that these compounds
are weakly magnetic.

In the case of the optical properties, a similar-
ity of MnSb to a transition metal was found in
that the ref lectivity falls from 100& immediately
as the energy increases from zero in the infrared,
and decreases more slowly with very little struc-
ture on through the visible, producing a somewhat
dull silvery appearance. This behavior contrasts
with that of silver where the ref lectivity is near
100% throughout the infrared and visible. For the
transition metals the low-energy fall of the re-
flectivity is generally ascribed to the influence of
numerous low-energy interband transitions which
occur because of the high density of 3d states at
the Fermi level. ' Such processes do not occur for
silver until 4 eV because the 3d states are filled
and located that amount of energy below the Fermi
level. Similarly, copper derives its color from a
ref lectivity edge at 2 eV due to Sd states 2 eV be-
low the Fermi level. Thus the model of the pre-
ceding paragraph implies that another magnetic
antimonide like CrSb will have a dull silvery ap-
pearance, and that the nickel compounds could be
colored metals if their d states are filled. Pre-
paring the compounds showed this to be the case.
CrSb is dull silver, NiAs is yellow, and NiSb is
light pink. However, measuring the ref lectivity
showed the color of the nickel compounds to be due
to a second ref lectivity edge, the first occurring
at about 0.5 eV. The first edge is taken to indicate
that the 3d states in NiSb and NiAs are only slightly
below the Fermi level.

The qualitative picture of the preceding para-
graphs has been presented briefly elsewhere. "
Section II of this paper gives a more complete
presentation of the experimental results for the
antimonides, including those for NiAs, which have
not been presented before. Section III gives as de-
tailed an interpretation of the data as is presently
possible. This includes a quantitative discussion
of departures of the intraband results for NiSb and
NiAs from Drude behavior. The intraband analysis

utilizes an extension of a method given by Hopfield'
and the extension is described in the Appendix.
Section IV provides some perspective on the inter-
pretation.
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FIG. 1. Unpolarized room-temperature optical re-
Qectivity of CrSb, MnSb, and NiSb.

II. EXPERIMENTAL

The samples of CrSb, NiSb, and NiAs were pre-
pared by a vertical Bridgman-Stockbarger method,
and samples of Mn, , „Sb, obtained from Chen, were
grown by Czochralski pulling from an Sb-rich
melt. ' Sample faces were exposed by cutting with

a diamond saw and were mechanically polished.
The ref lectivity measurements were made at room
temperature. In the energy range 0.05-0.5 eV, the
ref lectivity was measured with a Perkin-Elmer
180 spectrometer. Between 0.5 and 5 eV, data
were taken point by point using an experimental
system which consisted of a ref lectometer with an

optical design similar to that described by Fein-
leib and Feldman, "a Spex 1302 monochromator,
a cooled PbS detector, a cooled RCA C31034A
photomultiplier tube, a water-cooled tungsten-
halogen lamp, and a deuterium lamp. For all the
data reported here, the sample faces were not or-
iented and the light was unpolarized. One oriented
MnSb sample was prepared so that cr and m spectra
could be taken and no significant difference between
the two spectra was found in the energy range
0.05-0.5 eV. The data from the two systems gen-
erally showed a mismatch at 0.5 eV of (1-4)% and
the 0.5-5-eV data were scaled to the 0.05-0.5-eV
data to produce a smooth composite spectrum. The
data thus obtained for the four compounds are
shown in Figs. 1 and 2. For Mn, .„Sb, four samples
with 0.013&x & 0.15 were studied. The data were
nearly independent of x for the four samples and
only the data for the most stoichiometric sample
are shown.

A Kramers-Kronig analysis was used to obtain
optical constants from the ref lectivity data. In the
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FIG. 2. Unpolarized room-temperature optical re-
Qectivity of NiSb and NiAs.
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range 0.05-0 eV, the data were extrapolated by
hand smoothly to a ref lectivity of 1.0. Above 180
eV, the ref lectivity was set to zero. Between 5
and 180 eV several extrapolations were tested.
These included setting the reflectivity to zero at
5 eV, and also using R(e) = R(5 eV)(5&)" for various
n between -4 and the unphysical value 2. The net
effect of all the different schemes is to float the
optical constant spectra up and down by factors of
2 or 3, but not to change the spectral structure.
For the purposes of this paper, the uncertainty in
the actual values of the optical constants is unim-
portant. The computer program employed for the
analysis is essentially identical to the one used by
Bauer e)f,'col." The optical conductivities and di-
electric constants thus obtained are shown in Figs.
3-6.

A modest effort was made to apply the oscillator
fit method in analyzing the ref lectivity data using
an extensive set of established computer pro-
grams. " The rather featureless character of much
of the data made it difficult to fit with small num-
bers of oscillators, and this method did not appear
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FIG. 4. Optical conductivity of NiSb and NiAs.

especially advantageous relative to the Kramers-
Kronig analysis for the data at hand.
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III. DATA INTERPRETATION

A. Intraband region

As mentioned in Sec. I, there is a qualitative dif-
ference between the nickel compounds and the two
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FIG. 3. Optical conductivity of Crab, Mn8b, and Nisb. FIG. 5. Dielectric constant of CrSb, Mnsb, and Nisb.
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FIG. 6. Dielectric constant of NiSb and NiAs.

other materials. This difference can be seen by
comparing the various optical conductivity curves
of Figs. 3 and 4. Figure 3 gives a plot of the Drude
intraband conductivity from Eq. (1) [see Eq. (A1)]:

compounds from simple Drude behavior can be

partly ascribed to a smooth continuation of inter-
band processes below 0.5 eV, but the size of this
tail is not large enough to account for all the dif-
ferences. It is generally appreciated that depar-
tures from Drude behavior are expected for metals
with d states at or near the Fermi level because
the scattering processes are too complex to be de-
scribed by the simple relaxation-time ansatz lead-
ing to the Drude formula.

It might be thought that these departures could be
accounted for by letting r in Eq. (1) be frequency
dependent to fit the data, and in fact the data of Fig.
Fig. 4 can be described fairly well by letting 1/v
=a+ bx'. But the discussion in the Appendix shows
that this is not a correct procedure and that both

v and +~ must be given a frequency dependence, as
defined by Eqs. (A2) and (A3), to keep the Drude
form and have & be causal. It is also shown that
both frequency dependences arise simultaneously,
and can be given in terms of 8 and I, the real and

imaginary parts, respectively, of a causal function

G, which characterizes scattering in the collision
term of the Boltzmann equation.

Figures 7 and 8 show 1/7', «and ur', « for NiAs and

NiSb. The quantities are plotted versus (d', mo-
tivated by the discussion centered around Eq. (All).
For both, but more clearly for NiAs, in the range
from the intraband cutoff down to about 0.1 eV
+2« is roughly constant and 1/7,«has a very ap
proximate &' dependence. But below 0.1 eV, es-
pecially for NiSb, the slope of 1/r, «ch gaenasnd

)
(dE2 (0~7'/4w

4v 1+(E7/k)'

for o, = &o~v/4v = 10" sec ' and r = 6.6 x 10 M sec. On
a log-log plot like Fig. 3, Drude curves for other
values of 0, and r are obtained by vertical and hori-
zontal translations of the curve shown. It is evi-
dent that up to 0.5 eV the nickel compounds's con-
ductivities have a low-energy region of definite
intraband character, although they will not be fit
by the simple Drude expression of Eq. (1). For
MnSb and CrSb, however, it is clearly not mean-
ingful to describe any portion of the spectrum as
intraband in character. This is here interpreted
as implying that these two compounds have numer-
ous low-energy interband transitions which are ab-
sent in the nickel compounds until the rather sharp
cutoff of intraband character at about 0.5 eV. As
pointed out in 3ec. I this difference is very much
consistent with the energy-band model described
there.

The departure of the conductivities of the nickel
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FIG. 7. 1/v&& for NiSb and NiAs.
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&u',«decreases sharply. Figure 9 shows R/~~2,
computed using Eq. (A11}. The approximate &o'-

dependence is qualitatively better for R than for
1/r, «and the low-energy tailing off is reduced.
This shows that the effects of l(~) and R(ar) should
be separated. It is well to remember that the
shapes in the energy range 0.05-0.10 eV' may be
sensitive to the low-energy extrapolation used in
the ref lectivity, and are therefore less significant.
This is particularly true since &, and &, have very
large magnitudes and change very rapidly with en-
ergy in this range. In view of this, it seems fair
to state that an approximate &u' dependence of R(ur)
has been found.

lf it is assumed for the moment that (1 I/&o} is-
approximately 0.5 to 1, then &',«gives an estimate
of (c)&. For NiAs, using Fig. 8, ~&2 is about 0.5
x 10" sec ', so the plasma energy is about 4.7 eV.
From Fig. 9, it then follows that for NiAs R(&u) is
approximately

R(~) =—0.5x 10~4+ 5 x 10 ~~~'

The result for NiSb is very similar. If l(u&) has a
magnitude comparable to the frequency-dependent
part of Rthe a,ssumption about (1 I/&u) above will-
be met. The coefficient of ~' in R(&o), called 5 by
Hopfield, has the order of magnitude estimated by
Hopfield for several mechanisms, one being elec-

ttron-electron scattering. It is interesting to note
that this is about 100 times larger than the esti-

mate of Gurzhi, as discussed by Theye, '4 for elec-
tron-electron scattering.

The final point of this subsection is to note that
the dc conductivity of Mn„„Sb decreases by more
than a factor of 2 as x changes from 0.013 to
0.152,' and that this change is not displayed at all
in the infrared reflectivity. If the optical conduc-
tivity in the energy range measured is due pri-
marily to interband transitions, rather than intra-
band transitions, as suggested here, then this not
surprising. Another consideration is that the scat-
tering mechanism introduced by the interstitial
manganese atoms may be more important for states
very near the Fermi surface than for states probed
in the optical measurement.

8. Interband region

Figures 3 and 4 show that the interband transi-
tions of NiSb and NiAs are similar, but that other-
wise there is little correlation in the spectra of the
different compounds. In the absence of a band-
structure calculation, it is difficult to be very de-
tailed in assigning the optical structure. It seems
likely that transitions to and from d states will
dominate since the density of d states is the lar-
gest. There is some correlation of the peak posi-
tions for the nickel compounds and CrSb with those
of tht. elemental metals. "

For the nickel compounds, with the band model
of this paper, the structure could reflect the den-
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sity of d states downward from the Fermi level,
implying a total d-band width of about 5 eV. It
might be anticipated that this density of states
would be basically bimodal due to the cubic crystal
field (as in the cubic transition metals), with some
additional structure because the crystal is uniaxi-
al and has two formula units per unit cell. This
picture is generally consistent with the structure
observed. The interband threshold for NiAs occurs
at a slightly lower energy than in NiSb, implying
the d states are closer to the Fermi level in NiAs.

For MnSb, the lack of structure permits only the
observation that of all the transition metals, man-
ganese has the least optical structure" and is much
like MnSb. CrSb contrasts with MnSb in having
more spectral structure. The structure is differ-
ent from the nickel compounds and this is expected
since the d-state filling is much different. The ac-
tua, l shape will depend in detail on the antiferro-
magnetic band structure of CrSb.

Figures 5 and 6 show the very strong interplay
of interband and intraband transitions in these ma-
terials. The slope of &, is quite steep at the initial
zero crossing, especially for CrSb, and this is be-
cause the positive contribution of interband transi-
tions to &, causes the zero crossings to occur at
lower energies than would be the case with only the
intraband transitions. The lack of very-low-ener-
gy interband transitions in the nickel compounds,
as compared to MnSb and CrSb is also very ap-
parent, and allows the zero crossing of q, for the
nickel compounds to occur at higher energies.

IV. DISCUSSION

This paper has interpreted the optica, l properties
of four transition-metal compounds from the view-
point of a particular qualitative band-structure
model. It would be naive at this stage of under-
standing of these materials to expect that no other
interpretation could be given. As mentioned in the
introduction, an alternative picture for these ma-
terials is that the anion p states are filled and that
the d state occupation is similar to that of metal
3' ion. It would then be argued that the nickel com-
pounds are weakly magnetic because their d bands
are too broad to support magnetic moments. A
possible example of a compound that fits this de-
scription is LaNiQ, ."'" Then it might be consis-
tent with the optical data presented here to argue
that the breadth of the d states is such that the in-
terband threshold occurs at a high enough energy
to permit an intraband region. It would be very
interesting to compare the intraband optical con-
stants of LaNiO, with those reported here for NiAs
and NiSb, but unfortunately, LaNiQ, has not been
measured.

It is relevant in this connection to note that there
is some evidence that magnetic transition metals
(with unfilled d states) do have interband thresholds
in the energy range 0.1-0.5 eV,"as do the nickel
compounds discussed here. However, the inter-
band thresholds do not vary in a systematic way
across the transition metal sequence, even though
the d-band widths do, and no qualitative difference
occurs until copper, with its filled d states, is
reached. For the magnetic antimonides, the in-
terband thresholds occur at much lower energies
than for the magnetic transition metals, and there
is a distinct qualitative difference for the nickel
compounds. Thus, in the interpretation of this pa-
per, it is the change in the interband threshold
from compound to compound, rather than the a.c-
tual value, that is regarded as significant.

To summarize, this paper has presented the first
optical data on NiAs, NiSb, MnSb, and CrSb. The
data have been interpreted as supporting a metal-
lic-energy-band model characterized by d-state
occupations close to those of a transition metal.
In addition, the departures of the intraband optical
constants of NiSb and NiAs from Drude behavior
have been analyzed quantitatively using a general-
ized Drude analysis, and an approximate co' de-
pendence for the real part of the complex lifetime
has been demonstrated.
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APPENDIX: GENERALIZED DRUDE ANALYSIS

In Sec. II, the interpretation of the data in the in-
traband region is discussed. As a basis for the
discussion it is convenient to make some useful
general observations which have not appeared ex-
plicitly elsewhere.

Modest departures of the intraband optical prop-
erties of metals from the Drude dielectric-con-
stant formula

2—(d~

(o((u+ i/r)

(Al)

are often accounted for by the plausible scheme of
ascribing a frequency dependence to the lifetime ~.
There have been two approaches to this. One, used
by Thhye, "is to choose ~(u&) to make the imaginary
part of Eq. (A1) fit the experimental e, . Another,
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suggested by Hopfield, ' is to observe that Eq. (Al)
implies the relation (neglecting e }

ty and dielectric constant. For cubic symmetry i
is given by

I/~ = -~~,/a, (A2) e((o) = (o-J~[&o+iG((o], (AV)

and to use Eq. (A2) as a definition of v,«= r(&u), to
be evaluated for an experimental ~, and &2. These
two procedures are not generally equivalent. This
is because Eq. (A1) with I/v = 1/r(&o) has poles in
the upper-half complex & plane, as well as the
lower-half, and thus is not causal, even for such
a gentle &v dependence as 1/7 = a+ b~'. Therefore,
an experimental &, and f2 which satisfy the Kra-
mers-Kronig relations, cannot be fit by the real
and imaginary parts of Eq. (Al) with the same r,«.
To obtain a causal i with the Drude form, it is
necessary to let z', be frequency dependent also.
If Eq. (A2) defines v,«, then the real part of Eq.
(Al) leads to a definition of an effective &o':

+'„,= (-gx)(u'+ 1/v„,). (As)

The frequency dependence of z',«removes non-
causal poles introduced by 7,« into Z.

The frequency dependence of &~ and v arise si-
multaneously on the microscopic level. This can
be seen most easily, if not most rigorously, by
considering how a Drude conductivity with fre-
quency-dependent r might arise from the Boltz-
mann equation. The linearized Boltzmann equation
for the departure g ~ of the distribution function
of the state fc,f;, from its equilibrium value f'; due
to an applied electric field E is"

where, as usual,

g2
(OP= 3 2~ 5 dS~ (A8)

G((o) = '~ 9( x)e'"*d x=-R(&o) +il((o)
m Cg

(A9)

G(~) appears in place of 1/~ and will, in general
be complex, with its real and imaginary parts sat-
isfying Kramers-Kronig relations because 9(x) =. 0
for x&0. Therefore, i wil1. also be causal, as it
should. The form of Eq. (AV) is like that discussed
by Mori, in his very general work on transport
coefficients, which suggests that the form has va-
lidity more general than the Boltzmann-equation
approach used here to obtain it. This form has
also been obtained by Allen" in an explicit
treatment of electron-phonon scattering. Since 9(x)
is real, 8 is even in ~, and I is odd in co.
Therefore, for small enough ~, and analytic
9(~}, R will be quadratic in e and I will be linear
in a&. The simple Drude case is recovered if 9(x)
=(I/r) 6(x), for then G(&a) = 1/7', constant and real

The quantities v,«and &o',«of equations (A2) and
(A3) can be found from Eq. (AV), in terms of the
real and imaginary parts of G(co) = R(u&) +iI(~), the
result being

ef' sf-„eg,eE 'v~
8e at, i et (A4)

To obtain a frequency-dependent v, the collision
term can be generalized from the relaxation-time
ansatz

1 R
eiC

2

eff ] I/~

(A10a)

(A10b)

(A5}

to the form

sf t
9(t —t')gi(t') dt'

&t

The physical meaning of Eq. (A6) is that for E=O,
a nonzero g will not have an exponential decay, as
it does with Eq. (5), but a more complicated one.
The actual form of 9 entails a microscopic calcu-
lation, which is well beyond the present discussion,
but it is worth noting that microscopic quantum
transport calculations often do lead to Boltzmann-
type equations. Here the Bo1tzmann equation is a
simple means to obtain a generalized Drude form
of & which will be causal.

For E = Roe '"' it is straightforward to solve for
g„, and compute the current to find the conductivi-

Thus, &~2 acquires a frequency dependence associa-
ted with the same microscopic processes that ren-
der v frequency dependent. If I/~ is small or con-
stant in the frequency range of interest, ~~ is con-
stant, and then the two methods of finding v,«men-
tioned at the outset of the discussion are approxi-
mately the same, amounting to finding R(&o). [The
possibility of a constant I/&o is fairly good, since
I must be odd in (d, and hence will be linear in &
for small u&, and 9(~) analytic. ] But in general,
fitting 7 to e2 for constant ~~2 is inappropriate, and
Eq. (A2) must be augmented by Eq. (A3}. Also the
quantities R and I are more closely related to mi-
croscopic theory and should be deduced from data
in preference to 7,«and (d',«. The spectral shape
of R can be obtained from the relation

R(a))/&v~2 = (1/7,«)(1/uP, «}. (A11}

The value of (d~2 cannot separately be deduced, since
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it is mixed with f(&u) in &o2«at all frequencies.
The quantity R(&g) is related to, although not ex-

actly the same as, the relaxation rate W' of an
electron at energy S~ above the Fermi energy. By
examining W for a number of processes, Hopfield'
has shown that R might often have the form

g-„= Ce'&'+ De'2',

with

(A17a)

s, ,= ,'( -(n-+ G,) a [(n+ G,)' —4(G, + G,)]'~')

equation for the decay of g~, which is satisfied by

R((o) = s+ buP (A12}
(A17b)

9(x) = G,6(Q+ G,e 'g(x),

then

G((o) = Go+ G~/(a —j&y}.

(A13)

(A14)

Putting Eq. (A14} into Eq. (AV}, it is found that j
takes the form of a sum of two Drude terms

2 2

+
-(dye —COpi

(d((d + f/T&) (d ((d + l/T2)'
(A15)

The ~' dependence in Eq. (A12) arises from den-
sity-of-states effects.

Contact can also be made between the form of
Eq. (AV} and schemes for fitting intraband data
with an i composed of sums of Drude terms and/or
oscillators. For any G(u&) the poles of e can be
found (in principle) and a partial fraction expan-
sion of & can be made, or inversely, for any &,
G(&o) can be found. As an example, if

Thus, the two-carrier model of Eq. (A15) can be
regarded as arising from a double-relaxation pro-
cess of g.„(two different scattering mechanisms),
rather than two sets of carriers. The interpreta-
tion to be applied must be derived from the situa-
tion at hand. There probably are cases where Eq.
(A15) genuinely arises from two sets of carriers. "
In Ref. 22 it is pointed out that if certain inequali-
ties hold among ~p, (dp, w„v„ the two-carrier

l
model of Eq. (A15) leals to an &o' dependent of
1/v, «. In the present treatment, Eq. (A14) shows

that for the single condition &uln « I, R(&u) has an
{d' dependence:

aG,R(+) Go+ 2[1 2/ 2]

if (dp Go G] and Q are chosen as

2= 2(Op= (dp + (Op y

Go+ —+ 3 (d . (A16)

((o~,/~, ) + ((a~2,/r, )
(dII + I'd)

(A16)

&u2~, &u~»(1/-r, —1/r, )'

(~2 + ~2 )2
pg

Putting 9 from Eq. (A13) into Eq. (A6), and com-
bining with Eq. (A4) for E = 0, gives an integral

The values of (dp2, n, G„and G, can be chosen
other than as in Eq. (A16), so that s, , of Eq.
(A17b) can be complex, yielding oscillating decay
of gg and an i which can no longer be written as
two Drude terms. Other forms of 9(x) lead to a
more complicated E. As a warning, it is clear
that the form of & in Eq. (AV) is so general that it
can be inappropriately used to describe processes,
such as interband transitions, that are completely
outside the context in which Eq. (AV) wa.s obtained.
Therefore, this scheme must be used with discre-
tion.
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