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Phenomenological models of dynamic tricritical and A-line behavior, with an emphasis on *He-*He mixtures,
are found to deviate from mean-field theory below d = 4 and are studied to first order in € = 4—d. At the
tricritical point in the mixtures, the mass diffusion coefficient D varies as k*, where x = (1/3)e + O(€?), in
disagreement with previous mode-coupling theories. The dynamic crossover scaling functions are determined,
and are found to exhibit three distinct varieties of critical behavior. Although these results are consistent with
present experiments, our model suffers from ambiguities similar to those discussed by Halperin, Hohenberg,
and Ma for their model C. The dynamic properties of magnetic systems with tricritical points, such as FeCl,,
are also treated to order e. Ambiguities inherent in the calculations for *He-*He mixtures are not present in

this case.
I. INTRODUCTION

The tricritical points which occur in *He-*He
mixtures and in Ising antiferromagnets have come
under intense theoretical and experimental scru-
tiny in recent years. The static properties of
these isolated multicritical points are now under-
stood in terms of phenomenological scalings laws?
and renormalization-group theory.? The most
recent experiments, both in *He-*He mixtures,®™’
and in FeCl,,*® and dyprosium aluminum garnet,'°
appear to be in reasonable agreement with these
theories. It has also become possible to calculate
the universal crossover scaling functions associ-
ated with tricritical phenomena.!*'? Again, the
available experimental evidence'®'!* seems to be
consistent'® with the theory.

Dynamic properties at the tricritical point and
along the A line in 3He-*He mixtures have been
investigated by several authors!'¢:'” ysing mode-
coupling theories. The bulk of this paper will
describe an analysis of a phenomenological model
for the dynamics of *He-*He mixtures by renor-
malization-group methods. Although we find agree-
ment with earlier theoretical work in the vicinity
of the A line, our results disagree at the tricri-
tical point.'* We have also determined (to first
order in € =4 —d) the scaling functions for the
transport coefficients, which describe the change
over from tricritical to A-line behavior. These
functions are quite complicated and display over
an intermediate region a new variety of critical
behavior distinct from that found on either the
A line or at the tricritical point.

The discrepancy between our work and previous
analysis should not be attributed to the mode-
coupling calculational scheme itself, but to the in-
correct assumption that the static fluctuations

described by the free energy are Gaussian and
hence uncoupled. We will demonstrate in Sec. IV
that the tricritical fixed point studied previously
in the mode-coupling approximation is unstable
with respect to the dissipative mode couplings in-
duced when the correct free energy is used.

Although this coupling leads to new and quite in-
triguing tricritical behavior, it also leads to
problems. Both the mode-coupling theories!® and
the present work predict that a certain ratio of
transport coefficients approaches unity, both along
the A line and at the tricritical point. A conse-
quence is that the thermal conductivity remains
finite in agreement with the experiments of Ahlers!®
near the A line.?® However, an additional conse-
quence is that one of the diffusive modes relaxes
more slowly than the order parameter. The ex-
istence of this mode, together with a dissipative
mode coupling present for o >0, makes the model
for *He-*He mixtures resemble a dynamical system
discussed by Halperin, Hohenberg, and Ma®'—
their “model C” with 2<n <4,

This resemblance is disturbing, since the anal-
ysis of model C is plagued by ambiguities.?*
Similar difficulties appeared when we attempted
to analyze the O(e®) corrections to the results
presented here. These corrections are not ob-
viously small, and may change our O(€) results
qualitatively. An optimistic view is that the naive
exponents and scaling functions obtained in Sec. IV
for *He-*He mixtures may be correct for transport
coefficients evaluated at zero frequency and wave
number, but might not describe the finite k and w
properties correctly. A more pessimistic view is
that, although previous mode-coupling work is
likely to be incorrect at the tricritical point, our
results may also be in error even to O(e).

These difficulties are disturbing because the

1427



1428 ERIC D. SIGGIA AND DAVID R. NELSON 15

conservation laws and “Poisson-bracket rela-
tions”?? which control the dynamics of *He-"He
mixtures are presumably well understood and
this system has been and can be extensively in-
vestigated by experiment. To the extent that the
problems encountered here are more than formal,
whatever new effects they lead to are expected to
be larger in helium mixtures than in systems
described by model C.

We have also studied the dynamics generated
by models of magnetic tricritical behavior. The
ordered phases of these systems are Ising-like,
and the propagating modes which characterize
the superfluid phase of *He-*He mixtures are ab-
sent. Not surprisingly, the tricritical dynamics
is significantly different® than that found for the
mixtures.

Conservation of magnetization and energy in
these systems can only be approximate, because
of spin-lattice interactions.?® Thus it is difficult
to determine the precise model applicable to a
given substance in the temperature range of inter-
est. The analysis of Sec. V suggests that most
systems will be described by either model A or
model C of Ref. 21.

Fortunately at the tricritical point it should be
possible to decide if a system has model A or
model C dynamics experimentally because the
two models are expected to have quite different
exponents. The critical exponent z describing the
critical slowing down of the order parameter at
the tricritical point is®*

z=2, model A
(1.1)

z2=2+a,/v,=3, model C.

The dynamic tricritical crossover scaling func-
tions for both models A and C are discussed in
Sec. V. None of the Ising-like (2 =1) models we
have congsidered suffer from the difficulties in-
herent in the analysis of *He-*He mixtures.

The organization of this paper is as follows.
In Sec. II, we describe our model of *He-"He
mixtures in detail. The underlying static recur-
sion relations and scaling functions are sum-
marized in Sec. III. The dynamic recursion rela-
tions for the model are studied in Sec. IV. The
appropriate dynamic crossover scaling functions
are determined as well. Section V is devoted to
magnetic tricritical systems. Section VI gives
the experimental implications of the O(e) results
of Sec. IV and explains why they must be incorrect
when higher-order terms are considered.

II. PHENOMENOLOGICAL MODEL
Although the phenomenological Langevin equa-
tions that are used here to describe *He-‘He mix-
tures around the tricritical point could be written

down immediately in analogy with earlier work on
pure helium and binary fluids,*®”27 it is necessary
to make contact with thermodynamics and linear-
ized hydrodynamics in order to compare with ex-
periment. To accomplish this, we first use
thermodynamic relations to determine linear
combinations of the conserved densities whose
equilibrium long-wavelength fluctuations are in-
dependent and Gaussian. Various susceptibilities
which appear in our model can then be identified
as thermodynamic derivatives. Next, we establish
the form of the Josephson coupling between the
order parameter and the conserved densities by
comparison with linearized hydrodynamics below
T.. Finally, a comparison with linearized hydro-
dynamics above T, will allow an identification of
the three independent transport coefficients that
characterize 3He-*He mixtures. The complete
nonlinear equations which define the model can
then be written down, and all experimentally ac-
cessible parameters identified.

The thermodynamic state of *He-*He mixtures in
the normal phase can be specified in terms of the
pressure p, the entropy per unit mass o, and the
mass concentration ¢, where we have used the
conventions of Khalatnikov.?® We consider a
thermodynamic potential W, such that the probabil-
ity of fluctuations in equilibrium is proportional
to e™, and

dW=p~tdp+Tdo+udc. (2.1)

The chemical potential u, conjugate to ¢, was de-
noted by Z/p in Ref. 28. The hydrodynamic equa-
tions near T, imply that fluctuations in the pres-
sure relax at the first sound frequency, which
makes them irrelevant to the critical dynamics.
The conserved densities o and ¢ relax much more
slowly at long wavelengths, permitting us to work
at constant pressure, dp=0. We have not in-
cluded the conserved transverse momentum den-
sity, because its coupling to the other modes is
irrelevant in the critical region.

The probability of small fluctuations about equilib-
rium can be found from (2.1) by expanding T and
p about their equilibrium values, where ¢ and ¢
are intended to represent deviations from the
equilibrium entropy and concentration. On defin-
ing

q(x)Epoo(x)+p0-gg:l c(x), (2.2)
c.,p

and allowing for spatially dependent fluctuations we
obtain a contribution to the fluctuating part of W,

1 - 9T }
WI:-Z-fddx<pola—<}— PCZ(X)) .
T,

(2.3)

ou
ac

q*(x) + Po.

c,b




15 TRICRITICAL DYNAMICS NEAR FOUR DIMENSIONS 1429

The equilibrium values of quantities such as p, o,
and ¢ will be denoted p,, 0,, etc. Energy is mea-
sured in units of k;T,. We note that the fluctua-
tions of T(x) and u(x) can be obtained from (2.3)
by functional differentiation®:

W, eu| oW

pix)=pgt ) + oT |, » 5qx)’ (2.4a)
oW,
T(x)= 67(75 . (2.4b)

Higher-order terms in ¢(x) and c(x) as well as
their gradients in (2.3) turn out to be irrelevant
variables near the superfluid transition. We have
not yet introduced the part of W which describes
the order parameter.

The form of the coupling between g(x, t) and
¢(x,t) and the order parameter in the equations of
motion will now be determined below T, where it
is a consequence of the linearized hydrodynamics.2®
From Khalatnikov’s equations®® (24.65) we can
construct the slow mode that responds at the second
sound frequency, and verify that the pressure
does indeed relax at the frequency of first sound.
Although we shall avoid the simplifying assumption
C,/Cv= 1, the analysis is rather straightforward,
since in the critical regime we need only work to
lowest nontrivial order in the small parameter
ps/Po- Neglecting dissipation, the hydrodynamic
equations are

62
7=V (2.52)
¢l e
5g-=oopsv-vs , (2.5b)
oc = .
e (cops/P)V T, (2.5¢)
%VT‘ =CoViL + 0T, (2.5d)
where
o0
Ty=0,~Co— , (2.6)
0 0 Oac b

and ¥V, is the superfluid velocity. The eigenmodes
of (2.5) which correspond to first and second
sound are readily constructed by expanding p, u,
and T in the deviations from equilibrium p(x, t),
q(x,t), and c(x, ) and looking for excitations
which vary as ef* “®=T9_ When u=u,, the ampli-
tude of p is a factor p, smaller than either g or c.
To lowest order, this slow mode only involves

q, ¢, and V.. When «=u,, the amplitudes of g and
¢ are now a factor of p, smaller than p, although
there is a component of the fast mode proportional
to (C,/Cy,—1)v,. The crucial point is that the
pressure is decoupled from second sound to lowest

order, and relaxes instead at the first sound fre-
quency.

As a result of the rapid relaxation of the pres-
sure to its equilibrium value, we can neglect Eq.
(2.5a) and work at constant pressure. The remain-
ing equations in (2.5) can be written more symmet-
rically in terms of a potential,

1
Wo= Wity f d*xpgvgl?. (2.7)

Equations (2.5b)—(2.5d) now take the form

9 _-3, W,

5t =G,V 5%, (2.8a)
ic ¢y = W

—= = 2.8
at  p, v ov, (2.8D)
v = O0W, ¢, = 0W

Vs 5922 Cog W,

51 o,V 52 +poV S (2.8¢)

where (2.4) was used to eliminate u and 7. The
couplings which appear in (2.8) will determine
the form of the nondissipative couplings in our
phenomenological model. The second sound veloc-
ity which results from (2.8) agrees with Khalat-
nikov’s expression® to O(p,/p,).

We now consider the diffusive hydrodynamics of
q and ¢ above T,. Three independent transport
coefficients appear, as is the case quite generally
for binary mixtures.?® Keeping with the notation
of Ref. 30, the hydrodynamic equations read

% _ 8¢ -1 g2 W, 2 9W,

Y o mpo v 5e +k DV oq (2.9a)

9q _ 2 B > 2 W, 2 W,

ot <KT,+poDkT oc | 1, v 5q +kp DV e
(2.9b)

where the thermal conductivity «,, was denoted by
k in Refs. 27 and 30. (We wish to reserve « to
designate the inverse correlation length.) Again,
the form of Eq. (2.9) will guide our construction
of a phenomenological model. We note that the
eigenfrequencies of (2.9) agree with Eq. (15) of
the paper by Griffin,3!

A complete phenomenological model of He-*He
mixtures near the X transition must include the
correct free~-energy functional,? all dissipative
terms permitted by symmetry, and the nondissi-
pative couplings implied by the “Poisson-bracket”
relations.?*® One must then verify that no rele-
vant operators have been overlooked. The model
we propose is

W= [ a5 Groll 5[50+ 7, Jyl
+3Xe €2+ Yol |92+ 3C51P) (2.10a)

W g W oW oW
Y 21"0611)* ng,o‘Péq g, o 6C+§, (2.10b)
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ac oW oW 34

A U v R A 227 *

oF oV 5c + LoV o0 +2g2,01m(1p 6¢*>+9,
(2.10¢)

00 2 OW oW i1

at—KOV 5q+L0V 50 +2g, oIm "oyt +@ .
(2.10d)

The noise sources ¢(x,t), 6(x,t), and @(x,t)
satisfy

(c(1)g*(1") = 4ReT,5(1 - 17) (2.11a)
(6(1)6(17)y = =22, v25(1 - 1), (2.11b)
(@(1)6(1")) = 2L, v25(1 = 1), (2.11¢)
(p(1)p(17)) = —=2K,v26(1 = 17), (2.11d)

while all other noise correlations vanish. The
superfluid transition is described by a complex
order parameter ¢, and we will make the usual
identification®® of the gradient of the phase of 3
with the superfluid velocity V.3 A term propor-
tional to [¢|® should in principle be added to
(2.10a),* but this is not needed to describe the tri-
critical behavior for u,>0.'' The nonlinear cou-
pling y, has been added to make the fluctuations
in ¢ diverge near four dimensions. If the param-
eter ¢ in (2.10a) is identified with (2.2), thermo-
dynamic considerations imply that its fluctuations
are finite except at isolated points, e.g., ¢,=0.%
By integrating out ¢ and g it is easy to verify that
(2.10a) reproduces the correct static critical be-
havior of ¥ with the bare Landau-Ginzburg-Wilson

vertex®;

Uy =Tty — 3XoYe - (2.12)

If only the quadratic terms were retained in
(2.10a), we believe that (2.10) would be equivalent
to the model of Refs. 16 and 17.

By applying a renormalization-group trans-
formation to (2.10), one can integrate the equations
of motion out of the critical regime to obtain the
physical or renormalized susceptibilities and
transport coefficients (see Secs. III and IV). Re-
normalized quantities can always be written as
a “bare” quantity, i.e., one that explicitly appears
in (2.10) after [ iterations, plus all diagrams.

The diagrams decrease in importance relative to
the “bare” quantities, »(I), A(l), etc., as one
iterates the recursion relations. The renormalized
quantities are the only ones that are measurable
experimentally and by definition do not change with
iteration except for factors which compensate for
the length, time, and field rescalings. Such
quantities will be denoted by a subscript R to
emphasize that they are functions of parameters
or coupling constants that need not be themselves
experimentally accessible. In Refs. 26 and 27

physical susceptibilities and transport coefficients
analogous to what we term “renormalized” were
denoted without a subscript R but were typically
functions of only temperature.

At this point one can identify the renormalized
susceptibilities by comparing with (2.3):

Xr =P 2—; s’ (2.13)
Co=Co=poz]| . (2.14)
8T [op
Comparison with (2.9) gives the diffusion constants:
D=2:/%g s (2.15)
kp=Lgy/D, (2.16)
Kr=Kg =L/ (2.17)

The renormalized Kinetic coefficient I';, can be
complex, but we require ReI'y>0. No additional
kinetic coefficients can appear in the equation for
P above T, by symmetry. We identify the couplings
g1, and g, o by comparison with (2.8) below T, by
allowing only fluctuations in the phase of ¥= y,e'?.
Near d=4, p,=kyT,m2JZ/n*, where m, is the mass
of a “He atom, and

oOF i/ 7\ =
K | = — ——— 2.,=_ —_— U
Im< 5211*) ps(m§>V¢ ps<m4>V V.

Comparing with (2.8) we obtain

&10= kT, O/T0, (2.18)

82,07 RpT. Co/Po¥t (2.19)

where g, , and g, , are unrenormalized coupling
constants. A more complete derivation of the
nondissipative couplings is given in Ref. 26.

III. STATIC RECURSION RELATIONS AND SCALING
FUNCTIONS

A. Recursion relations

The static recursion formulas relevant to our
model of SHe-*He mixtures were determined in
Ref. 21. The variable g(x, t) was not considered,
but it does not affect the previous analysis be-
cause it is decoupled from the static order param-
eter and concentration fluctuations.

It is convenient to cast the recursion relations
derived by Halperin et al.?* into differential form.
With this in mind, we consider the usual renor-
malization-group transformation and eliminate
degrees of freedom with momenta in the range
e '< |q|<1. We have fixed the cut off A at unity
for convenience. In addition, we make a scale
transformation on the basic variables:

x=x"=etx, (3.1a)
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w-w/:exp<f 2)ar) o, (3.1b)
zp-—xp'=exp<_o/1 awyar )y, (3.1c)
c-—c’=exp<[t c(l')dl’> . (3.1d)
q-q'=exp<[e(l')dz'> a. (3.1e)

The scale factor c¢(I) should not be confused with
the fluctuating concentration c(x,t). If z(1), a(l),
¢(l), and e(l) are constants independent of I, (3.1)
is just the transformation of Ref. 21, with b=¢’.
However, there are advantages in allowing for this
more general possibility.

With this rescaling, differential recursion rela-
tions follow immediately from the results of Ref.
21 on setting b~ 1+ 6 and expanding in §:

dr(D)/dl=[d - 2a()r(l)+ 4@ + 2)K u(1)/[1+ ()],

(3.2a)
du(l)/dl=[d - 4a(D) (D) - 40+ 8)K u2(1),  (3.2b)
dx(D)/di=x(D[2c(l) —=d + 2nK . (Dx ()],  (3.2¢)

dy(1)/di=v(1)[d - 2a(l) = c(1) - 4(n + 2)K (1)

- 2nK,*(Dx(D)],
dc(1)/dl=C(1)[2e(l) -d] .

(3.2d)
(3.2e)

The equations quoted here apply to a general n-
component order parameter. We have included
an equation describing the trivial renormalization
of the q(x, t) field, and have defined a constant
geometrical factor,

K,=1/87°. (3.3)

The recursion formula for the coefficient of the
gradient coupling in (2.10a) has not been shown,
but it will remain fixed at unity provided we take

a(l)=3[d -2+n@)] . (3.4)

The function n(l) is zero to O(¢), and reduces to
the critical exponent n at a fixed point. To further
simplify the analysis, we choose c(l) and e(l) to
keep x(I) and C(1) fixed at their initial values:

e(l)=3d . (3.6)

The frequency rescaling factor z(I) does not appear
in the static recursion relations. Only three equa-
tions now remain, namely those for »(I), u(i),

and

v(l) =K, (Dx (D) . (3.7)
They are

dr(l)/dl=2r(l)+ 4+ 2)Ku@)/[1+7(D)], (3.8a)

du(l)/dl=eu(l) — 4(n + 8)K u*(1), (3.8b)

dv(l)/dl=ev(l) - 80 + 2)K,v(Du(l) - 2nv3(l) .
(3.8¢c)

With n = 2, these equations control both critical
and tricritical behavior in *He-*He mixtures.
Upon setting n =1, they will be important in our
discussion of magnetic tricritical behavior.

To calculate static and dynamic scaling func-
tions, it is necessary to solve the system (3.8).
The solution of (3.8b) is immediate:

u(l) =u,e? /), (3.9a)
Q) =1+4(n+8)K,u,(e -1)/¢. (3.9b)

Equation (3.8a) has been discussed at length
previously,'** but its full solution will not be
needed here. The solution of (3.8c) is obtained
in Appendix A, with the result

4K, (4 —n)vu,e®
200,Q(1) + [4K,(4 —n)u, — 210, | Q)"+ Dn+8) -

(3.10)

Nelson and Fisher® have also considered the
system (3.8) for n=1, which arose in an analysis
of metamagnetic tricritical behavior. Flows
similar to theirs are found when we plot tra-
jectories obtained from (3.9) and (3.10) in the u-v
subspace. These are shown in Fig. 1 forn=2.%7
Fixed points B and C lead to n =2 static critical

v(l)=

0.0 A L | | 1 _B I

00 02 04 06 08 10 12
40K 4 u/e

FIG. 1. Hamiltonian flows in the u-v subspace gen-
erated by (3.8b) and (3.8¢c) with n=2. Fixed points A
and D are Gaussian, while B and C lead to XY critical
exponents. Crossovers from tricritical to A-line be-
havior are dominated by the bold trajectory joining D
to C.
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exponents, while A and D lead to Gaussian critical
behavior.

According to the hypothesis of Riedel and
Wegner,” the change over from tricritical to A-
line properties is accompanied by crossover
Hamiltonian flow from a Gaussian to the critical
fixed point. It is clear from Fig. 1 that the stable
tricritical and critical fixed points are D and C,
respectively. The asymptotic trajectory of physi-
cal interest is thus the bold line joining D to C.

As emphasized by Halperin ef al.,? the eigen-
value controlling the growth of perturbations
about fixed point B in the direction of C is ex-
pected quite generally to be a/v, where o and v
are the usual A-line critical exponents. To first
order in €, o -0 asn ~4, and the fixed point C
merges with B at » =4, becoming unphysical for
n>4. Since «a is known to be slightly negative for
n =2 in three dimensions,*® we expect that only
fixed points A, B, and D will appear in this case.
Nevertheless, the relevant trajectory controlling
crossover from critical to A-line behavior would
be a curve joining D to B, and nof a curve from A
to B.

B. A static crossover scaling function

Experimentally measured decay rates are
determined by the ratio of a transport or Onsager
kinetic coefficient to a static susceptibility.?* Thus
the mass diffusion constant D in *He-*He mixtures
is

D=2/xz » (3.11)

where A, is a renormalized transport coefficient,
and y, is the concentration susceptibility,
Xz Efdi(c(:’(, 0)c(5,0)) . (3.12)
Here, ( ) denotes the usual static thermodynamic
ensemble average.
Although the thermodynamic functions relevant
to tricritical phenomena have been calculated to
O(e) elsewhere,!*® we will sketch an illustrative
calculation of the concentration susceptibility.
This will be the only static quantity needed in the
present work, and will serve as a model for the
dynamic scaling function calculations in Sec. IV.
Thermodynamic functions can be calculated by
integrating recursion relations until the resulting
Hamiltonian is noncritical. Renormalization theory
can be used to relate the quantity of interest to
that same quantity calculated with the noncritical
Hamiltonian. If we integrate until the “renormal-
ized mass” #(I*) is of order unity, a Landau
theory with only small fluctuation corrections
should be sufficient. As demonstrated in detail

in Ref. 35, this condition will be satisfied, pro-
vided we choose I=1[* such that

HIx) =4,e2 ™/ Q(rr)mr 2 nse) 1 (3.13)
The parameter [, is given by
bo=7o+ 2K, (n+ 2)u, , (3.14)

and is zero on the A line and at the tricritical
point.**3®* To a leading approximation, the solu-

tion of (3.13) is simply
=y, (3.15)

The concentration susceptibilities calculated
with renormalized and unrenormalized Hamil-
tonians are related by a scale transformation. On
transforming (3.12) as indicated by (3.1), a homo-
geneity law is readily derived, namely,

xR(to,uo,v0)=exp<dl—2fl c(l’)dl’)
X x (D), u(l), v(1))
=exp<2n fl 'U(l')dl'>

X x D), u(l), v(1).

Evaluating the right-hand side at [ =1*, x (t(I*),
u(1*), v(1*)) can be replaced by its bare value,
namely x(I*) =y, to first order in €. Evaluating
the prefactor analytically (see Appendix A), we
obtain finally
Xz (Los %o, Vo) = XO[Z’ZUOQ(I*)(4—")/("+8)

+4K,(4 —-n)u, - 2nv,)/4K,(4 -n)u,,

(3.17)

(3.16)

where
QU*) =1+4K,(n+ 8y (t7¢/® -1)/¢. (3.18)

A universal scaling function is obtained by taking
the limit £, <1, u,<<¢€, at fixed v, of order e:

VT Xo
Xr(to, %o» o) 2K, (4 —n)u,

X{{1+4K4(n+ 8>u0t55/2/€](4—n)/(n+8) _1} .

(3.19)
This can be written in scaling form,
X~ 1 2oty %) (3.20)
where
Px) = (4 =n) T (14 x)ET D) _q ) (3.21)

We have suppressed certain nonuniversal pre-
factors, and have chosen a convenient rescaling
of the argument of the scaling function,

Uty €/ = euyty /2 /AK (n + 8) . (3.22)
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1t follows from (3.20) and (3.21) that y, diverges
as t;¢/? on approaching the tricritical point with
u,=0, but eventually behaves as ;% for u,# 0.
Here, « is the A-line specific-heat index to first
order in €,

1 (4-n)
2=y n+8 ©

(3.23)

Similar crossover behavior will be displayed by
the renormalized kinetic coefficients.

IV. DYNAMIC RECURSION RELATIONS AND SCALING
FUNCTIONS

A. Recursion relations

It remains to determine recursion relations for
the dynamic parameters I', A, K, L, g,, and g,
appearing in our model by “thinning” the degrees
of freedom in (2.10).%* This may be accomplished
by a number of diagrammatic formalisms.3°%°
The relevant Feynman diagrams are summarized
in Appendix B. Here, we will pass immediately
to the results.

It is convenient to display the recursion relations

J

A ={w!()
= 4v(Dw,(D[1+w,(D)]

and
B()=[1+w,(D][1+w,1)] -w3(). (4.3b)

The kinetic coefficient I'(), and hence w;(l), will
in general be complex with real and imaginary
parts, wi(l) and w(l), respectively. The rescal-
ings (3.4)—(3.6) chosen in Sec. III have been used,
with, of course, n=2. The scale function z(l) is
still unspecified, but could be used to fix either
ReI'(I), M1), K(I), or L(I) at its initial value. The
simplicity of the equations for g,(I) and g,(I) is a
consequence of gauge invariance, and holds to all
orders in €.%

The recursion relations (4.2) can be used to con-
struct equations for the f;(I) and w;(I):

df,(0)/dl=f,(D{e -%/,() = Re[w,(DA Q) /B(Dw!(D]},

(4.4a)
df,(1)/di=f,(D{e = 3£,(1) = Re[w,(DA()/B(w;(D)]},

(4.4b)
dw,(1)/d1=w, (D[ A(1)/B(l) —ifl(m, (4.4c)
dw,(1)/dl=w,(D[AD)/B1) -3/, +4v(D)],  (4.4d)
dw,(1)/dl=3f,(Df,(D]"? —éws(l)[fl(l) +/,0)] .

(4.4e)

Jw (DRSO +w,(D)]+ (D[ 1+w (D] -

in differential form, keeping in mind the rescal-
ings (3.1). In terms of the reduced parameters

() =K,g%(1)/K(l)Rel'(1), (4.1a)
f(D) =K,g5(D)/MDReT'(7) (4.1b)
w (D) =w| (D) +iw] () =T()CW)/KQ), (4.1¢c)
wo(1) =wi(1) +iwy () =T O)x(D/MD), (4.1d)
wy(l) = L()/N2OKM (1), (4.1e)

the dynamic recursion formulas are

dr(l)/di=T@)[z(1) - 2+A1)/B{1)], (4.2a)

dAx(1)/dl=MD[z(1) - 2 = 4v(D) + 1£,(D)], (4.2D)

dKW)/dl=K(D[z() - 2+3f,(D], (4.2¢)
Nz(1) = 2 = 20()

+ A0/ 2wy(],  (4.2d)

dg,(0)/dl=g, D[z (1) -d], (4.2€)

dg,(1)/dl=g, (D)2 (1) - 3d - 2v(D)]. (4.2f)

dL(l)/dl=L(1

Two auxiliary functions appear in (4.2a), namely,

213D £ (Dw, (l)}
—4i[ £, (DML +w, ()] + 4L f,(DvDwh (D) ] 2w,(1) (4.32)

-
Fortunately, the rather formidable complexity of
these five coupled differential equations [with
complex w,(l) and w,(1)] simplifies considerably

in the limit of large I where one can work within a
subspace characterized by

(D)= 10=f1), (4.5)
wy(l)=e , (4.6)
wy(l)=1, (4.7)

with w, () real. The first relation is established
by taking the ratio of (4.4a) and (4.4b). Equations
(4.4c) and (4.4d) imply that w, grows more rapidly
than w, and one can show that (4.6) is the only
stable possibility. Equation (4.7) is a consequence
of (4.5). These conclusions have been verified by
numerically integrating (4.4) from arbitrarily
chosen initial conditions. Exponents and cross-
over functions can be analyzed within the subspace
of (4.5)—(4.7) but the corrections to scaling require
(4.4). Relatively simple differential equations
describe the evolution of the remaining parameters
S(1) and

w()=wiQ), (4.8)

namely,
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df)/di=ef()+ 4o f() =2 *(1) -/ *0)/[1+w(D)],
(4.9)

dw(1)/dl= = 5fDw(l) = 4v@Dw (D) + fDw(D)/[1+w(D)].
(4.10)

B. Homogeneity relations and critical exponents

The critical exponents and scaling functions
which will follow from (4.9) and (4.10) can be sum-
marized in terms of homogeneity relations. These
can be derived for the physical transport coeffi-
cients by integrating the recursion relations out
of the critical region, and then comparing the re-
sulting “dressed” equations of motion with lin-
earized hydrodynamics.*' Denoting the physical
transport coefficients at zero momentum and fre-
quency by I'p, A;, K, Ly, we readily deduce the
relations

1
gt 4o, Vo) = exp<2l —j z(l')dl ’>

0

X TR @), u(l), v(D)), (4.11a)

: 1
AR(tO,uo,vo):exp<2l—f z(l’)dl’+4f v(l')dl’>
0 0

X At (D), u(l), v(D), (4.11b)

]
KR(to,uo,uo)=exp<ZZ - z(l’)dl’)

]

X K(t(D), u(l), v(D), (4.11c)

1 1
Ly (ty, ug, u0)=exp<2l -f z()dl + 2] v(l’)dl'>
¢} 0

X Lp(t (D), u(l), v(1)). (4.114d)

To make further progress, we will evaluate the
right-hand side at [=[* such that the correlation
length £(I*) is of order unity. As discussed in Sec.
III for the statics, the appropriate cho ce is
I*~ —3lnt,, which will allow us to replace quanti-
ties like T (¢(1*), u(1*), v(I*)) by their “bare”
values, in this case simply I'(I*). The fluctuation
corrections to this approximation are small and
nonsingular and can be neglected to first order in
e. The “bare” quantities I'(I*), A(l*), K(I*), and
L(I*) are related to T'y, A,, K,, and L, by the
recursion relations. Within the subspace deter-
mined by the restriction (4.5)—-(4.7), these are

dr(1)/di=T@){z(1) - 2 - 4v(l) + F()/[1 +w (D]},

(4.12a)
dM1)/dl=xD[z(1) - 2 = 40(l)+5/(1)], (4.12b)
dK(1)/dl=K@|z(1) -2+ 3f(D)], (4.12c)
dL()/dl=L)[z(1) -2 =20(D) +3/(D)]. (4.12d)

Equation (4.12) is readily integrated, and on
substitution in (4.11) gives finally

Tg(to, 4o, v0)=roexp<—4[1*v(l)dl+ fl*lj;(lzj;?zl)> ,

(4.13a)
Mg (o, oy Vo) = Xy €XP (% fl f(l)dl> s (4.13b)
K (to, o, Vo) = K, exP(';" l f(l)dl> s (4.13c)
Lig(toy tos Vo) = Ly eXp<% l S dl) . (4.13d)

The equations (4.13) are fundamental to our dis-
cussion of exponents and scaling functions: The
integrals in the exponentials will be dominated by
fixed points of the recursion relations for f(I) and
w(l). The stable fixed point of (4.9) and (4.10)
when v(l*) is at its critical value (fixed point C of
Fig. 1, u,#0) is

fr=€, w¥=%; v*=€/20. (4.14)
Consequently, as ¢ -0 for fixed u,#0

Dom e /2~ =92 (4.15)

Mg~ A€ 2~ el (4.16)

with equations for K and L, similar to (4.16).
Here k is the inverse correlation length,

K= ET L, (4.17)
and we have made use of the requirement
E(1x)=et e~ 1, (4.18)

which is equivalent to (3.13). Equation (4.16) ap-
pears to be in accord with mode coupling predic-
tions for the A line in *He-'He mixtures.!®"® Equa-
tions (4.15) and (4. 16) hold to all orders in € as for
pure *He but note that there are no factors of
k®/? even near four dimensions in accordance
with dynamic scaling.?

The stable fixed point of (4.9) and (4.10) when
o(l) is at its fricritical value (fixed point D in
Fig. 1, u,=0) is

f*=4€/3, w*=0; v*=¢/4. (4.19)

The corresponding predictions for the renormal-
ized kinetic and transport coefficients are

Tp~k" (4.20)

Ao ~Kp~Lgp~K 2%, (4.21)
If we were able to assert that our recursion rela-
tions were nonsingular to all orders in € it would
follow that TpAp ~T K, ~T L.~ k™€ exactly. Equa-
tion (4.21) does not agree with previous work,¢7!8
which predicts, e.g., A,~ k™2 at the tricritical
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point. Results in agreement with the mode-cou-
pling analysis are obtained if we (incorrectly) set
v(l) to zero from the start. Then (4.9) and (4.10)
drive f(I) and w(l) to a fixed point with f*=¢,
w*=1, and we obtain

TRp~Ag~ Kp~Lp~k™9%, (4.22)

both at the tricritical point and on the A line. We

emphasize that the tricritical behavior implied by
(4.22) does not correspond to a stable fixed point

of the recursion relations.

It is worth stressing that the inverse correlation
length which enters (4.15), (4.16), (4.20), (4.21),
and (4.22) behaves very differently on the A-line
and at the tricritical point. Indeed, the correla-
tion length & = £(¢,,u,) exhibits complicated cross-
over behavior in its own right. Specifically, we
expect'® that £~¢,", where

(4.23a)
(4.23b)

v=%+ €+.e-z%, uo#O ()\line),

5~

V=

[ M

, 4o =0 (tricritical point).

The scaling function which describes &(t,, %,) in the
vicinity of the tricritical point is defined by the
relation

E(toy o) = 154 2e0(uy/ 1572 (4.24)

where the function ¢(x) is*?
@x)=(1+x)"° (4.25)

to first order in e. We have normalized ¢(x) to
be unity at x=0, and have rescaled its argument
according to (3.22).

C. Crossover scaling functions and “intermediate”’
A-line behavior

The homogeneity or “matching” relations (4.13)
can be used to obtain the physical transport coef-
ficients themselves, in addition to the dynamic
critical exponents. Onf need only determine
quantities like exp(éfol f()dl), which can be cal-
culated numerically, if necessary.

A plot of the function f(I), obtained by integrating
(4.9) and (4.10), is shown in Fig. 2. The initial
conditions were chosen to be close to the stable
dynamic tricritical fixed point. Although f(l) re-
mains initially at its tricritical value f*=%¢,
and ultimately crosses over to its critical value
f*=¢, there is a large flat intermediate region
where f(I) remains fixed at f()~%e! Since the
transport coefficients Ay, K., and Ly are deter-
mined by the integral of f(I) from /=0 to I=1[*
= —3Int,, it appears that they will display thvee
distinct varieties of critical behavior. Interposed
between the asymptotic tricritical and critical
regimes is critical behavior controlled by a third
fixed point:

14k
NS
x
e
1ok
o8l
T 1 ! 1

50 100 150
£

FIG. 2. Plot of the dynamic parameter f(I) vs I for
initial conditions close to the stable tricritical fixed
point: fy=1.3333, wy=10"", v,=0.2499, and %, =107,
Although f(1) remains initially close to its tricritical
value 4¢/3, and eventually locks into its A-line value
€ at large I, there is a large intermediate region where
f(l)=~4e/5. The region between [~ 30 and 7 ~90 is
dominated by a third fixed point, which controls “in-
termediate” A-line behavior.

fr=%e¢, w*=0; v*=¢/20. (4.26)

Although this fixed point is unstable, trajectories
connecting the tricritical and critical fixed points
approach it arbitrarily closely as u,~0. In the
regime dominated by this fixed point we find effec-
tive exponents;

T~ k3¢5, (4.27)

(4.28)

Our predictions for the dynamic critical ex-
ponents near the tricritical point in He-*He mix-
tures are summarized in Fig. 3. This shows the
basic tricritical phase diagram in the (r,,u,)
plane. The A line is given by the condition ¢,= 7,
+4K,(n+ 2)uy=0 to first order in €. The dashed
lines separate regions of different dynamical be-
havior: In region I, the transport coefficients
behave as in Eq. (4.21), while in region II they
appear to diverge according to (4.28). As t,~0
for fixed u,, one ultimately enters region III,
where the behavior of the transport coefficients
is given by (4.16). The boundary between regions
I and II is given asymptotically by

~ ~ ~ 2605
Ap~Kp~Lgp~K 25,

uy/t? = const . (4.29)

The boundary between regions II and III is given by
a relation of the form

1/t = const (4.30)

where it appears that § < e.

Static quantities, such as the concentration
susceptibility and the correlation length, exhibit
tricritical exponents in region I, and critical line
exponents in regions II and IIL.***> There is an in-
termediate regime only for dynamic quantities.
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FIG. 3. Phase diagram for *He-‘He mixtures in the
7y~ plane. To first order in €, the A line is given by
the straight line #,=0, and terminates at the tricritical
point (#y,u%,)=(0,0). A six point coupling |18 is neces-
sary to describe the bold first-order line in the region
1< 0, which is not treated here. According to the
theory to O(€), three distinct varieties of dynamic be-
havior should be encountered in regions I, II, and III
in the normal phase. Interposed between the tricritical
region (I) and the A-line region (III) is a new variety of
dynamic critical behavior (region II).

The prediction @ <3e was obtained by studying
plots of f(I) with different initial conditions. As
u, -0, the point at which f(I) crossesoverfrom 5 €
to % € moves to the right, but the width of the flat
region where f(I)= 0.8¢ grows more rapidly. If
@ were equal to 3¢, the flat region would be of
fixed width. It thus appears that the dynamic
scaling functions will cross over first from tri-
critical to “intermediate” A-line behavior and only
asymptotically attain their A-line limit. The true
A-line properties will not appear in the universal
scaling functions, i.e., in the limit u, {,~0;
uoty ©/? tinite.

The scaling functions for the first crossover can
be determined analytically, because w(l)=0
throughout the changeover from tricritical to
“intermediate” A-line behavior. Equation (4.9)
for f(I) now simplifies:

df()/dl=ef(1)+ 40 f(1) - 2 °Q) . (4.31)

The solution of this equation, as well as the
quantity exp(3 fol "f(l)dl*) is determined analytically
in Appendix A. Analysis, similar to that shown
explicitly in Sec. III B for the concentration sus-
ceptibility, then leads straightforwardly to a pre-
diction for the transport coefficients in the limit

Lo, g~ 0:

Ao~ Kp~Lp=ty¥3®u,/t?), (4.32)
where

®(x)=x"2 3 —x+ E[(L+x)8° 1]} 12, (4.33)
The analogous equations for I'p are

Tty (u,/t?), (4.34)
and
W) ={—x+ £ [(1+x)8° = 1]} /{x3[-1+ (1 +x)°]} .

(4.35)

Equations (4.33) and (4.35) are valid for all x,
0<sx<oo, to first order in €. As usual, overall
prefactors in the scaling functions have been sur-
pressed, and the arguments of ®(x) and ¥(x) have
been rescaled according to (3.22).

V. MAGNETIC TRICRITICAL POINTS

Fortunately, the dynamics of Ising antiferromag-
nets in a magnetic field are, in principle, simpler
that the dynamics of *He-*He mixtures. Propagat-
ing modes are not expected to appear in the or-
dered phases of these systems.

A free-energy functional appropriate to these
systems, which can exhibit tricritical points in
strong enough magnetic fields,’ has been derived
by Nelson and Fisher.*® This functional is identi-
cal to that used by Halperin et al.? for their mod-
els C and D, and also resembles the functional W
used here. The field y now represents a one-
component staggered magnetization, and ¢ corres-
ponds to a uniform magnetization. The coupling
Y, was found to be proportional to the magnetic
field, which was assumed to drive the effective
four point coupling u, =%, - 3%,7Z to zero at the tri-
critical point.*® An additional energy field can be
easily incorporated into the analysis of Ref. 36.
The resulting static recursion relations are just
those discussed in Sec. III, evaluated withn=1.

Dynamics at these magnetic tricritical points of
course depends crucially on the conservation laws.
If the conservation of magnetization and energy is
strongly broken by a large spin-lattice interaction,
model A of Ref. 21 should be an appropriate de-
scription. Additional nonconserved modes have
no effect on the order parameter relaxation.?
Near the critical line, the renormalized kinetic
coefficient I'y is expected to go slowly to zero as
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T —~T,.*' To first order in €,I', is actually finite.*
Repeating the analysis of Ref. 21 with »,=0 one
finds immediately that I" should be finite and non-
zero at the tricritical point to all orders in €.
Thus ¥ should obey the conventional theory®? of
critical slowing down at the tricritical point, in
agreement with recent Monte Carlo studies on a
kinetic Ising model by Miiller-Krumbhaar and
Landau.*?

If either magnetization or energy is conserved,
it can be shown that the remaining fast mode has
no effect on the critical dynamics.?'*® The appro-
priate dynamic model is then model C with n=1.
We remind the reader that difficulties encountered
in our model of *He-*He mixtures only occur in
model C for 2<n <4.

Huber?® has constructed a hydrodynamic theory
of FeCl, assuming that both energy and magnetiza-
tion are conserved. Our model of He-*He mix-
tures should be an appropriate description of this
possibility, provided we take g,=g,=0 and set
n=1. The corresponding recursion relations are
just given by (4.2), where the factors —4v(l) and
—29(1) in Egs. (4.2b) and (4.2d) must be replaced
by —2v(l) and -v(l), respectively. Of course, we
also set f,(1) = f,(1)= 0 and evaluate the function
v(l) from (3.10) with z=1. The analysis of the
resulting recursion relations is straightforward.
Although the discussion is complicated by the ex-
istence of a redundant marginal operator, this
operator has no effect on the dynamics. The criti-
cal and tricritical behavior is just that appropriate
to model C.

Apparently, the dynamics of most Ising anti-
ferromagnets in a magnetic field can be described
by either model A or model C. As discussed in
Ref. 21, it is difficult to distinguish the critical
dynamics of model A and model C experimentally.
In the former case, the exponent z which describes
the slowing down of the order parameter is z=2
+0(e?), while in the latter, z =2+ «a/v. Because
a/v is rather small, it is difficult to distinguish
these predictions.

Fortunately, the situation at the {ricritical
point of these models is rather different because
of the large tricritical exponent a=4€. As we have
seen, model A is rather uninteresting at the tri-
critical point. To lowest order, the crossover
scaling function which describes the renormaliza-
tion of I" is just a constant. Tricritical cross-
over in model C can be studied with the aid of a
scaling relation for the renormalized kinetic coef-
ficient I'y, similar to those derived here for
SHe-*He mixtures:

1%
T i (tos o, V) = TgeXp — 2_[ v(l)dl . (5.1)
0

As usual, the upper limit of the integral is to be
evaluated with I*~ - 3In¢,. Equation (5.1) follows
immediately, upon recasting the results of Ref.
21 in differential form. With the aid of Appendix
A, (5.1) is readily evaluated:

6K uy
6K Uy — Vg + U, @UI¥)2

T (b, thg, Vo) = T,. (5.2)

We are led to a scaling prediction in the limit of
small ¢, and u, with fixed v, of order e:

T g(to, g, Vo) = 15720 (uo/t5'%) (5.3)
where
T)=x/[(L+x)3-1]. (5.4)

An overall (nonuniversal) v,-dependent prefactor
has been surpressed in (5.3), and the argument of
T(x) has been rescaled as in (3.22).

According to (5.3) and (5.4), I'y goes to zero
rather rapidly, I',~{5t, at the tricritical point,
but varies more slowly near the critical line—the
controlling exponent here is the Ising cvitical speci-
fic-heat index,** @ = +¢ + O(¢®). One might hope that
the rather large effect at the tricritical point could be
observed experimentally. At the very least, the
large differences in the predicted tricritical dy-
namics of models A and C, as summarized in Eq.
(1.1), should allow these possibilities to be dis-
tinguished experimentally.

VI. 3He-*He MIXTURES IN THREE DIMENSIONS

A. Relation to model C

The experimental relevance of our results for
magnetic tricritical phenomena is adequately de-
scribed in the Introduction and Sec. V so we will
concentrate here on the helium mixtures. Unfor-
tunately, the implications of our O(e) analysis in
Sec. IV may be seriously modified by effects ap-
pearing at O(e?). These difficulties were first
noted by Halperin, Hohenberg, and Ma in an anal-
ysis of model C in which a conserved energy mode
is coupled to a nonconserved order parmeter.?!
For 2<n <4 they found that on a scale correspond-
ing to the nominal characteristic frequency of the
order parameter, the energy relaxed more slowly
yet the two modes, remained coupled. This sug-
gests a violation of dynamic scaling in which the
order parameter correlations do not scale with a
single characteristic frequency. Formally, the
existence of a mode thatis slower thanand coupled
to the order parameter is manifested by nonana-
lytic recursion relations and a Feynman graph
expansion that fails to exponentiate. These diffi-
culties have not been fully resolved.

Our model is more complicated than model C in
that there are two conserved densities and pro-
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pagating modes below T,, but the same difficulties
are expected to appear. The results of Sec. IV
can be used to calculate the eigenfrequencies of
the response matrix of ¢ and g. The transport co-
efficients are the sum of a regular and singular
part:

)\R’ LR
(LR, KR> =A+x7B, (6.1)
where Det(E): 0 because wy =1. The eigenfrequen-
cies of
ARXR' s LRCI_21> )
9': <LRX1;1: KRC;?.I k (8.2)

scale for k=« as k***? and k*"¥, while the order
parameter relaxes as k*"¢*¥ with y=€/2 on the A
line and v = 2¢/3 at the tricritical point. In the
latter region, the order parameter is a factor

k*¥3 faster than the slowest diffusion mode. This
is a large effect in contrast to model C at an ordin-~
ary critical point where the corresponding fre-
quencies differ by at most «*/” or k". If there turn
out to be experimental manifestations of the break-
down of dynamic scaling in model C like systems
(2<m <4), they should be most evident at the tri-
critical point. For analogous reasons, our O(e)
results are more likely to be incorrect at the tri-
critical point than elsewhere. Along the A line

the order parameter is again faster than the
slowest diffusion mode but in three dimensions

the two are decoupled because o <0 implies v*=0.
Our results may prove more reliable along the A
line but one must artificially set v(l) to zero ignor-
ing the fact that « is positive to first order in €.

B. Experimental consequences

With these reservations, we will present the
implications of our O(e¢) calculations for the three
experimentally accessible transport coefficients
above T, D, k,, and k. in the hope they will re-
main valid when the difficulties with model C are
resolved. This may mean that one considers only
transport coefficients measured at zero frequency
or alternately only those defined by a moment of
a correlation function with no obvious equivalence
between the two definitions. Correlation functions
may differ significantly from a Lorentzian.

Our predictions for the diffusion coefficient take
the form, D~ «*, where

x=3€+0(e?) tricritical (region I), (6.3a)
x=-¢/5+0(e?) intermediate (region II), (6.3b)
X=—€/2+8/v

=—2€+0(e?) A line (region III), (6.3c)

and
&=max(0, ).

The three regions are pictured in Fig. 3 and the
boundary lines are given by (4.29) and (4.30).
Static quantities do not vary differently in regions
II and III.

Equation (6.3a) should be contrasted with the
predictions of mode-coupling theory,'¢™® x=¢/2,
that we believe to be incorrect due to the assump-
tion that the fluctuations of ¢ and y are Gaussian
and independent. The exponent o measures this
coupling and is clearly important at the tricritical
point. For similar reasons, model F is required
to describe the transition in pure He near four
dimensions when o >0.% The first equality in
(6.3c) holds to all orders in €.

It should also be emphasized that the crossover
of D from (6.3a) to (6.3c) can in no sense be ex-
pressed in terms of static correlation functions.
Equations (4.9) and (4.10) possess their own char-
acteristic flows and in particular exhibit an un-
stable intermediate fixed point, even though they
are driven by a static parameter v from one as-
ymptotic regime to another. The complete cross-
over from the tricritical regime to the A line was
computed from (4.9), (4.10) and (4.13) numerically
to see the importance of the intermediate regime.
In Fig. 4 we have plotted an effective exponent for
Ap(to, o) = X5 (£o, to)D defined as

Yetr = 9(InAg)/a(Int,) (6.4)
05 usl0™
. -
s
0.4 ’
/ yzlo™4 ’
03} -
=10~}
Yess uz10 /,’
-
0.2F Yosf - ug|0"l///
Olgft_ — — - -
Ol Fogz=""
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FIG. 4. Effective critical exponents for the static
concentration susceptibility Xz (dashed curves) and the
renormalized transport coefficient A (solid curves).
The plots are shown for two distinct values of the para-
meter u,. For uy=10"", the plot of the effective ex-
ponent for Ap dips slightly towards its “intermediate”
A-line value 0.2 before settling in at its true A-line value
0.25. For uy=10"%, this dip is amplified into a genuine
crossover from tricritical to “intermediate” behavior.
The A-line behavior does not appear. Because {; is
raised to an O(e) power, » may be replaced by 3
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for two values of u,. The concentration suscep-
tibility x5 is known experimentally. The inter-
mediate region (II) appears only as a slight dip
for u,=107" but dominates the small ¢, regime for
#,=10"% For u,<107% the analytic expressions
in (4.32) and (4.33) should be adequate for the ex-
perimentally accessible range of {,. Unfortunately,
the difference between the A line and intermediate
exponents is only €/10 in (6.3), (0.25 vs 0.20 in
Fig. 4). The effective exponent of the concentra-
tion susceptibility from (3.20),

Oepp = a(ln XR)/a(ln to) » (65)

has been plotted in Fig. 4 to first order in € with
e€=1 for comparison.

In Fig. 5 we have plotted D vs t, for small values
of u, as obtained from (4.32) and (4.33). The diffu-
sion coefficient initially decreases with a slope of
+ [Eq. (6.3a) with e=1] and then diverges in the
intermediate region with an exponent 4 (6.3b).
[Since the exponents in (6.3) are already of O(e),
we have replaced v by 3]. If our graphs had ex-
tended to smaller ¢, or included larger u,, the
slope would steepen a second time corresponding
to the A-line exponent of &. There will of course
be significant correction terms to D along the A
line coming from the slow approach of v to its
fixed point value 0, corresponding to @ <0 in three
dimensions.?

There are no universal amplitudes along the A
line that involve only D, k., kK, and static quan-

(8 -6 -4 -2 -0 -8 -6 -4 -2
Ioglot0

FIG. 5. Plot of the mass-diffusion constant D vs
logy ¢y for a variety of different values of %, from (3.20)
and (4.32). Although D initially tends to zero, it even-
tually diverges as the A line is approached. The asymp-
totic slopes represent results to first order in €, where
the slope 0.1 actually corresponds to “intermediate”
A-line behavior. These plots correspond roughly to an
experiment in which the chemical potential difference
H=ug—py is varied at fixed temperature. In real ex-
periments, however, the temperature is usually varied
at fixed concentration. The eighteen decades in ¢, dis-
played here would correspond to “only” nine decades in
temperature in such a realistic experiment.

tities. The analog of R, in Ref. 26 does not exist
because w, -~ (4.6).

Roughly speaking, the parameter ¢, which ap-
pears in Figs. 3, 4, and 5 represents the devia-
tion of the chemical potential difference p=p;—p,
from its tricritical value, while u, is essentially
a temperature variable. Most experiments are
done by varying the temperature at fixed concen-
tration. One consequence is that the eighteen
decades in the variable ¢, shown in Fig. 5 would
correspond to “merely” nine decades of tempera-
ture in a real experiment!

Ahlers and Pobell have measured D along the A
line at several concentrations.* They found an ef-
fective exponent similar to Eq. (6.3c) but with some
concentration dependence that may be due to cor-
rection terms. The diffusion constant D has re-
cently been determined in the tricritical region by
ultrasonic attenuation and appears to agree with
the order € result in (6.3a).%°

The thermal diffusion ratio %k, is a measure of
the coupling between the concentration and diffu-
sion modes. From (2.16) and (4.13) we find that.

kp~g~8Y
in agreement with the mode-coupling calcula-
tions,!®"*® and in qualitative accord with recent
experiments.*

The thermal conductivity is given by (2.17) or,

Ky =Kp(l=w3 ). (6.6)

Although K, diverges, (4.13c), w3 p = L%/2:Ky
tends to 1 and (6.6) is indeterminate. The correct
answer is obtained by retaining the corrections to
the leading singularities of K and w, implied by
(4.4). To O(e) one finds

Kpp =€+ CoK*
x=2€/3 tricritical, (6.7)
x=¢/2 lambda line.

Note that ¢, and ¢, are constants independent of
the singular thermodynamic susceptibility,
(8¢/8u) 1 in contrast to pure He, where ky, in-
volves C, and correction terms ~8InC,/8Int,. The
constants diverge as the concentration of He tends
to zero and the model represented by (2.10) is no
longer adequate because (o o/aT)Ic » was assumed
to be constant. A cusp in ki, is clearly visible in
the data of Ref. 19. The original mode-coupling
calculations of *He-*He mixtures also predicted
that k;, remains finite at the transition.'® The de-
tails of the derivation of (6.7) are given at the end
of Appendix A.

In conclusion, we remind the reader that our
results for *He-*He mixtures must be viewed with
some suspicion near the tricritical point because
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of the resemblance of our model to model C

of Ref. 21. It is quite intriguing that these diffi-
culties appear in such an extensively investigated
system. Dynamic tricritical phenomena apparent-
ly still contains some mysteries although tricriti-
cal statistics is believed to be well understood.
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APPENDIX A SOLUTIONS OF DIFFERENTIAL
EQUATIONS

We first solve Eq. (3.8c), which we write in the
form

dv(l)
di

A=4K,(n+2), (A1)

=ev(l) - 2A0(Du(l) - 2nv¥(1),

where the function u(I) is known,

u e

1+ Buy(e® -

u(l) = 1)/6 Euoeel/Q(l) b}

B=4K,n+8). (A2)

The terms linear in v(l) can be combined with
dv(l)/dl to give

di [exp( el+ 2Af (I")at’ ) ()}
=-2nexp<—el+ 2Af u(l’)dl’) v3(l). (A3)
On defining,
1
5(Z)Eexp(— €l+ 2Af u(l')dl'>v(l)
0
= HQUM (), (a9)
and,
dx=e9 Q1) 24/ q] (A5)
Eq. (A3) becomes
dv/dx = - 2n7?, (A6)

which can be integrated immediately:

T(x) =5(0)/[1 + 2nT(0)x] . (AT)

foe®[( = vo/2K u,) + (vy/ 2K u)Q(1)°]

Equation (A5) can also be integrated,
x()=[QU)'"EAP) - 1]/u,(B - 24). (A8)
On combining (A7), (A4), and (A8) we obtain,

(B = 2Amve
2n0,Q(1) + [uy(B - 24) - 2nv,]Q(1)?47B ° (A9)

which is (3.10).

To calculate quantities like exp(foz v(l’)dl’), one
can integrate (A9) directly, or instead simply re-
write (Al) in the form

%[ e~ Q)48 exp<2n[z v(l')dl'> v(l)] -
(A10)

v(l) =

It follows that
exp <2n [ ' v(l’)dl'> =0, QUTE p(l). (A1)
Equation (4.31),
O - 1)+ 4010 - 3520), (a12)

can be solved in much the same way. Here v(l) is
given by (A9) with »=2. On rewriting (A12),

13
JCH exp<—ez-4[ v(l')dl’> f(l)} = - 3730, (A13)
we are led to define,
)= exp< €z-4f nar f(l)>
= e Q)Y [w(1) /v, (D), (A14)
and,
1
dy= exp <el+4f v(l')dl’> dl

= e Q)™ [vy/v(D)]dl , (A15)

where we have made use of (A1l). Equation (A13)
becomes

df- 3Fe

E——zf ) (A16)
and thus,

F)=70)/[1+ 570)y(D)] . (A17)

The function y(I) follows from (A15) and (A9):
y()=(1 =v,/2K u,)(e -=1)/¢
+ (0o/ 96K Q° —1] . (A18)

Equations (A17), (A18), and (A14) then determine
our final result,

(A19)

S0=17 3o = 0o/ 2K u) (e = 1)/ e+ (v,/96K2uZ)[ Q)*° - 1]}
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To determine exp(fl f(l)dl), we rewrite (A12),
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from the relaxation of the five parameters ¢;(l)
of (4.4) to their fixed-point values ¢} when

4 exp el~4 ndar +— f @ar)ra) l@; o —@¥|<@¥. The relevant equations become
ar
(A20) dLfD) = FD)/di= = 5710 = £,0)]
and obtain finally dwy(D)/dl==[f,(1) = f,(D]?/161*
£+ 1,0) :
exp< f f{) dl> foexp(el+4f dl’> /f(l) —( n > [w,(2) = 1]. (A22)
(A21) Their solutions are
Equation (6.7) for kp, follows once the cor- O =1 0= L o= Fa), (A23)
rections to (4.7) are known. They are computed and
wi® ~1= (g =1~ - hasloal Y ey 2 [ (r@0 e pnar, (a24)
The integration of (4.20) is immediate [see (4.13¢)],
~K(I¥)[1 —w2(1¥)] "‘exp[% : f —f2)J [2+ e~ 20y, =1)] . (A25)

The inhomogeneous term in (A24) is negligible in
comparison with the integral in (A25) since the
latter has a term o« (f, , - f, ;). Equation (6.7)
follows with ¢, < (w, o —1) or (f, o = f2.0)-

APPENDIX B: PERTURBATION THEORY AND DYNAMIC
RECURSION RELATIONS

The dynamic recursion relation method has been
explained in detail elsewhere.?" %6279 The calcu-
lations for He-*He mixtures, although rather in-
volved, are very similar to those described in
Ref. 26 for pure *He (model F). The salient fea-

)

r
tures will be sketched in this Appendix.

We consider the Fourier transformed equations
of motion (2.10), neglecting for the moment the
four point coupling %,. On defining the bare pro-

pagators,
Gol(k, w)= —iw+Ty(ry+ k) = —iw+ Ty(k) (B1)
and
Wt K CO Loy k?
Do (k, ‘”):< LCoR? —iw+hoxglk2> (B2

these can be written as coupled integral equations,

w(kaw):Go(k: w)g(k,w)_igl,o(:;lco(k’w)lﬂ lP(P,Q)CI(k—P,W-Q)-igz,ox;lGo(k, w)f ZP(IJ;Q)C(k—P,W—Q)

=185 0YGolk, w) f
b1 Q1 Ybs 1 Q0

—2y0rOG0(k’ w)[g) KP(P,Q)C(k-P,w—Q),

ol w) ) “Do D\, ) ) 770D ‘“)< )

= X¥ok*Dy(k, w( >f P(p, )Yk - p, w-9Q),

where the equations for ¢(k, w) and c(k, w) have
been arranged in a convenient vector form. Quan-

tities such as y(k, w) and c(k, w) are Fourier trans-

forms of the same objects in real space and time,

and fm means

lp(pl? Sz’l)lp*(p27 QZ

PQ

)‘P(k _pl "'[)2’ w —'Ql "‘Qz)

(B3)

[ 16 = =P, 2000k = p, w0 =)

PQ

r

[

dp -
Ipl<a (2m)e '/:-oo

Henceforth, we take the cutoff A to be unity.
Denoting the matrix diffusion propagator _Qo(k, w)
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by a wavy line, and the order-parameter propaga-
tor G,(k, w) by a straight line, one readily con-
structs a graphical series which formally solves

these equations. The graphs which appear are
in one-to-one correspondence with those in Appen-
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To obtain recursion relations, we need the
lowest-order self-energies from (B3) and (B4).
Writing the renormalized order parameter propa-
gator in the form

-1 —-1 — 5.
dix B of Ref. 26, and can be derived either by gk, @) =Go(k, @) =23y (k, ), (B5)
iterating the equations of motion and averaging surpressing subscripts on quantities such as
over the noise sources, or by using the formalism To(@)=Ty(ro+¢%), Ay, Lo, etc., and defining
of Martin, Siggia, and Rose.*® s 1T s
The four point coupling #, is of course necessary Alk, g, w) =[~tw+ I(g) + KC™H(k — )]
in (B3) and (B4) to reproduce the correct static X [—iw+ T (q) + Ax "Mk -§)?
recursion relations. Otherwise, however, this o =11 a4
coupling has no effect on the dynamic recursion -Lxc (k-9 (B6)
relations to lowest order. we find
J
e - k-9)°
N —(— 1 274
Zjy(k, w) = (—iw)2ig,C Lyf P YN )
o —i b — g2l = T2 "0~ YTk )
+22g2yf )+ Mk -9)2] [ zw+1“(;1)+KC (k-q)?]-L¥%*C"(k-9§)
(r+a*)a(k, g, w)
Ay - -AY R 2 Nt Vo bt VA r-A Y
+41"fo [T(@)+ 2~k =4)*] ~iw+ T(g)+ KC™ (k- §)*] ~ L 'C (R -F)
r+q°)a(k, g, w)
_ - ~tw+T(q)+ AX—I(E—H)Z _ - . f —iw+T(q)+KC™(k -7)?
gk )[ (r+ a*)alk, g, w) X+ k) (r+a)alk, ¢, w)
(E -9 f (k-g)°
. c 2 1 2
+2g,8, LY 'C  r+ k )f IR YN R -2iTyg,C ' L(r + k%) RN
. —iw+T(q)+ KC ' (k -§)? . 1
+2iT v+ k? f -2 f ——s B7
R R I (R &) o) (B7)

where

[=] &

The last “Hartree” graph serves to cancel a portion of the second term in (B7),

and we have surpressed a

Hartree term proportional to %, which contributes only to the statics.

Defining self-energies for the diffusion propagator,

(—iw+KOCO'1k2—Haq(k,w) Lox 5 k% =g, (k, w) >
-1 —
Dy (k, w) = L,Cy'k? =Ty (R, w) —tw+ Ao R =Tlg (R, w) /"’ (B8)
and again surpressing subscripts, we find
_ [¢*~(q+ k)]
Iy (k, )= = g7C” f <(r+q [r+(q+k)2][—iw+F(q+k)+P*(q)]>’ (BY)
) -1 14 = (q+R)°T >
Mo (k, @)= = gix f <(7+qz)['r+(q+k)2][—z’w+I‘(q+k)+I‘*(q)]
1 1 T+I*
2R*\y?
2 [ (v ) (rarw ) (B10)
e -1 [¢*—(g+R) >
Hoe= =818:C [((7’+q2)[7+(q+k)2][—iw+1“(q+k)+1"*(q)] ’ (B11)
- 1 1 T+ T* )
= Cv™ll. 27 .2
2= OX " oo+ 2K°LY j (7+ q° T (k+ q)? ><—iw+1"(q+ k)+T*(q) (B12)
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Both the notation used, and the precise meaning
of expressions like Z g, (k, w) and II;.(k, w) should
be clear from the discussion in Appendix B of
Ref. 26.

Dynamic recursion relations can now be con-
structed in the usual way,?!:%¢-2"3° by taking (B7)
and (B9)-(B12) and restricting the momentum inte-
grals to a shell e™'< [§|<1. The parameters enter-
ing the self-energies must now be interpreted as
T(q; 1) =T()(#(D) + ¢?), g.(D), XD, etc., and one must
also take account of the rescalings (3.1). These

self-energies (defined as integrals over a shell)
can be combined with the bare propagators to give
new equations of motion. ‘“Partially dressed”
parameters such as K(I), I'(J), etc., replace the
bare parameters. On taking the limit e’ =b -1,
we obtain the differential recursion relations
displayed in Eq. (4.2). Appendix B of Ref. 26
should be consulted for details. The rescaling
parameter A has been omitted here since
it does not affect the lowest-order recur-
sion relations.
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