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Specific-heat jump of superconducting lamellas with pair-breaking boundary conditions
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Specific-heat measurements are reported for aluminum foils and tin films near their superconductive transition
point. Surface pair-breaking effects were induced by three different means: the implantation of gadolinium
impurities, the superimposition of the stray fields from iron deposits, and the proximity effect with chromium.
The specific-heat jump reduction and the shift in the critical temperature are analyzed within the framework
of Fulde and Moormann calculations on the thermodynamical properties of superconducting contacts. On the
whole a fair agreement between experiment and theory is observed, but some limitations of the theoretical
treatment and some difficulties in the experimental situation are discussed.

I. INTRODUCTION

It is well known that the temperature-dependent
coherence length, which gives the scale of varia-
tion of the pair potential h(x) in a superconductor,
diverges at T„,the transition temperature in zero
field. Any particular boundary condition, such as
one prescribed by proximity effects, induces a
change in the spatial variation of &, which is con-
sequently of comparatively long range around T„.
Then a modification in the bulk thermodynamical
properties of the superconductor is expected near
the transition point, even for specimen thickness-
es very much greater than the zero-temperature
value $, of the coherence length.

The problem has been theoretically investigated
by Fulde and Moorman (FM). ' For a rather thick
superconducting film, limited by the planes x= 0
and x= d, and subjected to the boundary conditions
[&(x)]„„=0(strong pair-breaking effect) and

Ida(x)/dx]„„=0 (free surface), the main predic-
tions of FM theory are the following.

(a) The specific-heat jump b C at T, is reduced
by a factor —,

' as compared with the jump &C, ob-
served at T„with an unperturbed sample.

(b) The transition point T, is shifted below the
unperturbed value T„according to the formula:

ln(t, ) = —(mA(t, )/2d, ]' with t, = T,/T, o

0.88 y,
- -' lA'(t, ) —'

g,t —,'; + 0—

1 1 088x $ — g —+
2 2 l

where l is the electron mean free path and g(x) is
the di-y function. The junfp in the specific heat at
T, is thus a much more sensitive measure of the

pair-breaking boundary condition than the associ-
ated shift of T,.

(c) Below T, the specific-heat jump is followed
by a further increase of the difference &C(T) be-
tween the specific heats of the superconducting
and normal states; &C(T) tends more and more
rapidly towards the behavior representative of an
unperturbed sample as the slabs grow thicker and
thicker. There are numerical computations by FM
which give the thermal dependence of the reduced
specific-heat difference AC(t) = &C(t)/&C, vs
t= T/T„for different values of d,/A(t, ) or t, .
However, it must be remembered that these re-
sults have been derived under the usual assump-
tions of the generalized Ginzburg-Landau equa-
tions, with an expansion in terms of the order
parameter up to the fourth order only. Such an
approximation is known to yield the correct value
of the specific-heat jump right at T„buthigher-
order terms must be taken into account if the spe-
cific heat is to be obtained in any finite tempera-
ture interval. ' Thus, below T„only a qualitative
agreement can be expected between experiment
and FM theory.

Nevertheless, FM computations lead to valuable
predictions concerning the magnitude of d, which
are of practical interest. The validity of FM theo-
ry is subjected to the condition 1 —t, «1 which ap-
proximately requires d, /A(t, ) )10. On the other
hand, with very thick films the specific-heat curve
below T, will be too close to the bulk curve for any
deviation to be accurately resolved by experiment:
for a fair observation of the effect one would need
approximately d,/A(t, ) (70. Thus the suitable
thickness for experimental investigation appears
to be rather critical.

Attempts to measure the modifications of the
specific-heat jump induced by the proximity effect
have been previously carried out on lamellar Pb-Sn
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eutectic alloys. ' Such systems do not permit a
sensitive check of theory, first because the widths
of the lamellas and the electron mean free paths
within them cannot be accuxately determined, sec-
ond because the substantial broadening of the tran-
sition breadths which results from the strains, the
inhomogeneous impurity concentrations, and the
variations of layer thicknesses, makes the defini-
tion of the specific-heat jump xather uncertain.

The present work ls 3 attempt to obtain more
tractable experimental data by using samples
which were, as far as possibl, geometrically and
physically better defined. The investigations have
been carried out on single superconducting layers.
Quite apart from the problems concerning the mea-
surements of the exceedingly small heat capacities
involved, some experimental complications still
remain the influence of stresses on the supercon-
ductive parameters, and the achievement of some
well-deflQed pRlx'-bl'eRklng boundRry condition.

Since it h3s been previously demonstrated that
the ac calorimetry technique is capable of yielding
accurate measurements on thin films, ~ only the
basic features of the experimental setup will be
reported in Sec. II. In Sec. III a set of experiments
on aluminum slabs will be presented and discussed:
the characteristics of the samples used excluded
the possibility that pair-breaking effects could be
conveniently achieved by the proximity effect, and
more complicated methods have been worked out,
such as the implantation of gadolinium impurities
and the application of stray fieMs from deposits
of iron. On the other hand, the pair-breaking ef-
fect resulting from the proximity effect of chro-
mium has been investigated in the case of tin films
and Sec. IV will be devoted to the desex'iption and
discussion of the results. Section V will be de-
voted to the conclusions which can be drawn con-
cerning the limitations of the present investigation
and of FM theory.

sapphire (0.3 mm thick) on one side of which the
samples were glued or evaporated. A silver heat-
er was evapoxated on the opposite side and a tem-
pexature sensor was glued on. The sapphire sub-
strate was fastened to the heat sink by four thin
silvered Mylar stx'ips, with the thickness of the
silver chosen so as to give a sample-to-bath ther-
mal relaxation time of approximately 1 sec. These
strips ensured simultaneously the electrical con-
nections of the heater and of the temperature sen-
sox'. Extx'R evRporRtlon of sllvex' spots m'Rs mRde
to provide the necessary electrical contacts. The
whole assembly wBs surrounded by a copper shield
fastened to the heat sink. Its reduced temperature
was controlled within 10 '. The eaxth's magnetic
field was shielded to a residual value of less than
5 ~ 10"' Oe by a p, metal sheet at room temperature
and a superconducting lead cylindex" in the helium
bath. Magnetic fields, up to 70 kGe if necessary,
could be supplied by a superconducting coil.

The temperature sensors were carbon lamellas
obtained by gx'inding down Allen Bradeley resis-
tors to a thickness of approximately 20 p. m. For
the measurements on aluminum the temperature
range of interest was 0.8-1.4 K and 10-Q, —,-W
resistors were used. In the case of tin the tem-
pex'ature range was 2.5-4 K and 33 Q, —,'-% resis-
tors were used. The measuring powex level in the
sensors was kept sufficiently low so that tempera-
ture gradients could be safely ignored. It was
kept between 10 "and 5 & 10 "% in the range
0.8-1.4 K, and between 5 ~ 10 'o and 1.5 x 10 9 %
in the range 2.5-4 K. For each run the sensors
were calibrated against a reference germanium
thex"mometer on the heat sink. Typically 15 cali-
bration points were taken in the temperature range
of interest. The resistance temperature charac-
tex'istics were fitted to a smooth curve of the form

II. CALORIMETRY

The basic features of the steady-state ac calo-
ximetry method are now sufficiently mell known
for any additional report to be unnecessary. ' Our
experimental setup was designed a few years Rgo
in order to measure heat capacities from 0.3 up
to about 10 K with an absolute accuracy better than
2%. The cryostat and the electronic instrumenta-
tion have been described previously. ' However,
for the present work a new lock-in amplifier with
Rn improved Qolse flgux'e was used yleldlng heRt-
capacity measurements with a scatter less than a
few 10~. The data were directly processed by a
desk computer interconnected with a digital plottex.

The sample holder consisted of a thin slab of

by a least-square routine. The errors of this fit-
ting function from the CRllbl ation dRtR m'ex'e less
than 10 ' in reduced temperature. We used three
different standards for the calibration of the ref-
erence germanium thermometer'. the vapor pres-
sure of 'He, the paramagnetic susceptibility of
cex"ium magnesium nitrate, and a calibrated gex-
manium thermometer' for the high-temperature
side of the measurements.

The experimental accux'acy in the heat-capacity
measurements by the ac method rests on the re-
quixement that the sample assembly be in thermal
equilibrium on a time scale much shorter than the
period of the temperatuxe oscillations. Following
Sullivan and Seidel, ' a procedure has been com-
monly used by several workers in which two kinds
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of limiting factors are considered separately. On
one hand, the finite thermal conductivity of the
sample is taken into account by means of an inter-
nal relaxation time which is calculated under the
assumption of a one-dimensional heat flow. The
diffusion effect in the conductance linking the sam-
ple to the heat sink can be considered similarly. '
Qn the other hand, the finite conductances inter-
connecting the various coxnponents of the sample
assembly are taken into aeeount while the internal
thermal conductivities of these components are
assumed to be infinite. This procedure results in
a set of time constants. All of them mere kept
shorter than a few times 10 ' see in our system.
But, in view of the approximations involved in such
a model, we performed a complete numerical
treatment of the heat diffusion problem in our sam-
ple assembly. A detailed description of this work
has been given elsewhere. " The result is that, in
the worst case, the relative inaeeuracy introduced
by the thermal diffusion effect is less than 10 '
when the fx'equency of the ac temperature modula-
tlor ls 24 Hz.

jump ean be achieved. Second, the critical tem-
perature is rather low so that the jump contributes
for quite an appreciable change in the total heat
capacity (typically 50% in the present experi-
ments). Third, the coherence length is compara-
tively large (with a zero-temperature value $,
=1.6 pm), and it follows from the foregoing dis-
cussion of FM theory that the thicknesses of prac-
tical interest are of the order of a few times 10
p m, so that the heat capacities involved are not
vanishingly small. However, if a sample with
such a thickness was to be obtained by the usual
vacuum evaporation techniques, the adherence of
the metal to the substrate mould be very poor and
would result, sooner ox' later, in peeling of the
film. Consequently we used a laminated foil of
aluminum which was glued on the sapphire sub-
strate with an epoxy cement heat-cured at a tem-
perature of the order of 130'C. The foil was 25
p m thick and had a stated purity of 99.995% and
R IDeRsux'ed resistivity ratio of 100+ 1. From these
data we deduced f =4 y, m, A(t, ) = 1.04 p, m, and
d,/A(f, ) = 24.

ln, EXrERmENTS ON AI.UMINUM

AlUIDlnuID px'esents three main RdvRntRges fox'

an experimental investigation of the effect of R

pai. r-breaking boundary condition on the specific-
heat jump. First, the transition width of pure
samples is quite narrow (typically 10 ' K) so
that a fairly good definition of the specific-heat

4.0 .

3.0
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FIG. l. Ham data for the heat capacity of sample Al
(j.) (pure aluminum foil. ) vrith sample hoMer. Crosses
(+) are experimental points in the superconducting
state, circles (O) are normal-state data. Points in the
transition have not been reproduced, with the exception
of one point at the very peak which has been l.eft to indi-
cate the order of magnitude of the effect of the residual
magnetic field.

A first set of data was taken on R slab weighing
31.5 ~ 10 '

g w'hich had been cut out of the raw alu-
minum foil without any surface treatment. Here-
after these data will be refex'red to as the unper-
turbed state data, or Al(l) data. The total heat ca-
ps.city of the assembly C*, including Al(1) and the
sample holder, was successively measured in a
nearly zex'o field and in a field of about 300 Qe.
The results appear in Fi,g. 1. The quantities of in-
terest for the present investigation, i.e., the zero-
field transition point T, o and the specific-heat
jump &Co, were both dix'ectly obtained from these
x'Rm' dRtR Rs w'lll be explRlned latex'. Buty fox' R

further comparison of our expeximents with ex-
isting data, we measured the heat capacity of the
sample holder in a separate run, and thus we de-
duced for Al(1) the normal-state electronic spe-
cific-heat coefficient y= 1.42 mZ/mole K' and the
ratio [(C„-y&)/y&]r =1.32. T,o and ~Co were
determined in the following way.

Upon heating through the eritieal region, the spe-
cific heat was observed to go through a narrow
peak and then to abruptly reeovex' the normal- state
value. Such a behaviox —which was observed on
the othel RluminUID specimens Rs w'ell —can be
easily understood as being due to the incomplete
shielding of the surrounding magnetic field which
induces a first-order transition. Since the peak
was shaxp and quite xeprodueible, the temperature
at which it occurred was taken as T„,yielding the
value T,o=1.183+0.001 K. Qn the other hand, the
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experimental data points represent an averaged
value of the heat capacity over the narrow temper-
ature range 6T=6x10' K which was covered by
the induced thermal oscillations. It may then be
inferred that the measurements performed in the
interval (T„—5T, T„+5T)are not really signifi-
cant for determining the specific-heat jump.
Therefore 4C, was calculated by fitting the data
points obtained outside the critical interval to a
power-series expansion in terms of the tempera-
ture and by extrapolation to T = T„.This pro-
cedure gives &C, = 2.21+0.02 mJ/mole K.

All these results are in quite satisfactory agree-
ment with previous results on bulk aluminum sam-
ples. " Furthermore, our measurements yield a
straightforwaxd determination of the difference
bC(T) = C,(T) —C„(T)between the superconducting
and normal- state specific heats of Al(1), and the
observed value for the slope of the reduced speci-
fic-heat difference [d&C(t)/dt], ,=2.5+0.2 is in
fair agreement with the theoretical value 2.63 of
Ref. 2. However, it is worth noting that the latter
is at variance withthe FMprediction: [db C(f)/d&l, =,
= 4 (Fig. 2). As pointed out in the foregoing dis-
cussion the discrepancy results from the appxox-
imation made in FM theory where the free energy
was expanded in terms of the order parameter up
to the fourth order only.

say 10'0 dyn/cm'. Since the aluminum slab is
bonded to the 0.3-mm-thick sapphire substrate
strongly enough to suppress slippage, the resulting
stress in the bulk of the sample may be estimated
to be less than 10' dyn/cm'. Such a stress is
known to have negligibly small effects on the
supercondueting properties of aluminum. " Thus
the stress in the bulk of the aluminum is expected
to be unchanged for the two specimens.

On the other hand, the conditions prevailing with-
in the implanted layer are not simple. However,
if the layer gives any contribution by itself to the
specific-heat difference of the whole sample, this
contribution is vanishingly small considering the
thickness ratio which is about 10 '. Then the pre-
dominant effect of the implanted layer comes from
the effective pair-breaking condition which is ac-
tually achieved: [&(x)]„,may be different from
zero, but such a situation is still relevant to the
FM theory.

A new set of data, the perturbed state data, were
taken on sample Al(2). The results are repre-

1.0-

B. Gadolinium-implanted sample [Al{2)]

Once the unperturbed parameters had been ob-
tained, the next experimental task was to set up
a pair-breaking boundary condition over one face
of the sample, with everything else unchanged.
However, because of the weQ-known effect of
strains, two different specimens were not ex-
pected to exhibit rigorously the same supercon-
ducting characteristics, though they were cut out
of the same foil and glued on the substrate under
conditions which outwardly looked identical.
Therefore the actual specimen used for the unper-
turbed state measurements was subsequently
treated without being detached from the substrate.
In this way the effect of the stresses resulting
from the handling and mounting of the foil was the
same in the two eases. On the other hand, one

could not adequately get rid of the oxide layer on
the surface of the slab. Consequently sample Al(l)
was transformed into Al(2) by implanting on its
free surface a dose of around 10"gadolinium ions/
cm' at a total energy of 80 keV. This corresponds
to a mean penetration depth of 300 A.

Then the question arises of the influence of
stresses induced by the implantation itself. The
stress within the 300 A thick implanted layer does
not exceed the tensile strength of the material,
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FIG. 2. Reduced differences between the specific heats
of the superconducting and normal states. h, C =BC/ACO,
as a function of the reduced temperature t =7/T«, with
2 Co ——2.2& mJ/mol. e K and T«——1.183 K. Circ1.es (0) are
experimental points from measurements on sample Al(1)
{pure aluminum foil). Crosses {+)are experimental
data on sample Al(2) (the same sample as before after it
has been implanted with gadolinium ions). Curve IV is
calculated from FM theory for an unperturbed sample
and curve V is calculated for a perturbed sample with
d, /A (t, ) =24 and 6{0)=0.
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sented in Fig. 2 and yield the following conclu-
sions: (a) At the lowest temperatures there is no

measurable difference between the perturbed and
unperturbed state values of the reduced specific-
heat difference &C(t), and the FM theoretical de-
viation is qualitatively reproduced near the criti-
cal point. (b) The observed shift in the reduced
transition temperature, 1- t, = (4.2s1.7) && 10 ',
agrees with the value of 4.3 & 10 ' which is calcu-
lated from theory. However, the experimental
accuracy is not sufficient to provide a definitive
check of theory on this point. (c) On the other
hand, the experimental value of the reduced spe-
cific-heat jump &C(t,) =0.81+0.02 appears to be
definitely greater than the theoretical prediction
nc(t, ) = 0.666.

This result suggests that the pair-breaking ef-
fect at the boundary is not strong enough to fully
cancel the order parameter. Since the boundary
is undoubtedly not clean, the scattering of elec-
trons by lattice defects and by gadolinium impuri-
ties is likely to allow a steep variation of the pair
potential within the implanted layer" and [&(x)]„,
is not strictly zero. According to the FM hypoth-
esis, when small deviations from the boundary
condition occur, we can write &(0)/&(d, ) = a, where
a is assumed to be temperature independent near
T,. Then the critical temperature and the reduced
specific-heat jump are given by'4

lnt, = —[a'A (t,)/2d, ]'

piece of aluminum foil was glued on the sample
holder and then polished with diamond powder in
order to obtain surface defects with typical di-
mensions of a few times 10' A. After a SiO film
had been interposed, iron was evaporated over the
slab to a thickness of about 200 A. Two samples
were prepared by this method: Al(3) with an evap-
orated 4.300-A-thick SiO film and Al(4) with a
600-A-thick one. In either case an examination of
the evaporated films under the microscope re-
vealed no obvious difference in the defects which
were formed on them. As previously discussed
in the case of sample Al(2), the sample-substrate
bond is strong enough to rule out the occurrence
of strong mechanical stresses produced by the
SiO and Fe deposits. In addition, polishing has
certainly not a drastic effect on samples which,
in any case, have been cold worked before. But
it must be outlined that the two samples were pre-
pared separately and, consequently, the stresses
produced by handling and mounting are likely to
differ in the two cases. Then the unperturbed
states for samples Al(3) and Al(4) are not expected
either to be identical or to be very accurately rep-
resented by sample Al(1) data.

The temperature dependence of the difference be-
tween the superconducting and normal-state speci-
fic heat &C(T) is given for samples Al(3) and Al(4)

25

3+ (4 sina')/a'+ (sin2a')/2a'
2[1+ (sina')/a'J'

2
.r'

+

where a'=v —2 sin 'a. From &C(t,)=0.81 we ob-
tain a = 0.30 and 1 —t, = 2.8 & 10 ', a value which is
still compatible with the experimental one. In this
respect a stronger pair-breaking effect at x= 0 is
expected to improve the agreement between ex-
periment and theory.

C. Samples submitted to stray fields from an iron film

Another way of providing the boundary condition

[n(x)]„,= 0 is to impose a magnetic field which is
lower than the critical field and which is confined
to a thin layer near the face x= 0. This situation
may be approximately achieved by the fields as-
sociated with a surface distribution of magnetic
pol.es. A thin deposit of iron was used, in the hope
that the stray fields would produce the local pair
breaking. Since we wanted the magnetic field to be
present only within a very thin layer of the alumi-
num slab, the iron to aluminum distance was var-
ied in order to estimate the range of the fields.

Practically we operated in the following way. A

I.5
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I(J
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0.5

0.0
0.9 &2 T(K)

FIG. 3. Difference between the specific heats of the
superconducting and normal states, 2 C(T), as a function
of temperature, for samples Al. (3) and Al(4). Circles
(O) are experimental points from measurements on
sarnpl. e Al(3) (aluminum foil plus 4.300-A SiO film plus
iron deposit), and crosses (+) are data on sampl. e AI(4)
(aluminum foil plus 600-A SiO film plus iron deposit).
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in Fig. 3, where reduced coordinates have not been
used since T„and4C, wexe not exactly known.
The shape of the curve for sample Al(2) is essen-
tially the same as that obtained with sample Al(1).
Only slight differences appear from a quantitative
point of view. We observe T, = 1.219+ 0.001 K in-
stead of T„=1.183+0.001 K, but 4C=&C, within
experimental accuracy. From these results two
conclusions can be drawn. First, the magnetic
fields of the iron deposit do not appreciebly affect
the specific-heat difference of aluminum, even in
the vicinity of T„sothe field can be estimated. to «

have a range shorter than 5.000 A. Second, the
stresses produced by handling and mounting of the
samples are presumably responsible for the shift
observed in the transition point, but, in any case,
they do not affect the shape of the transition, and
no measux'able smearing occurs at the specific-
heat jump. The curve for sample Al(4), however,
exhibits a drastically different shape. It can be in-
ferred that the stray fields are now operative, and,
according to the foregoing estimation, their range
is less than 2/o of the aluminum thickness. The
observed value of the trans&tron point T,= 1.178
+ 0.002 K is not more signifi. cant than before, but
the specific-heat jump &C=1.55+0.02 mJ/mole K
is considerably depressed. As the temperature is
lowered below T„the specific-heat difference
rises rapidly and goes through a bump with a max-
imum near T = 1.125 K, and then smoothly re-
covers the typical variation of the unperturbed
state. This behavior is consistent with the as-
sumption of stray fields being confined to a thin
layer near the face x= 0. At the lowest tempera-
tures the superconducting state is not appreciably
disturbed throughout the sample, but, as tempera-
ture is increased the fields gradually destroy the
superconducting state within the layer in which
they are present, giving rise to a smeared-out
fixst-order transition. Then the boundary condi-
tion [A(x)],= 0 can be considered to prevail, and
the experimental situation should correspond to
that of the FM model right at T,. If that is the case
we can reasonably assume furthex that the magni-
tude of the specific-heat jump corresponding to the
unperturbed state of sample Al(4) should be rather
closely approximated by the value &C, which has
been observed in sample Al(1) and in sample Al(2)
as well. Then we obtain for Al(4) a reduced spe-
cific-heat jump of 0.V, which is in fairly good
agreement with the theoretical prediction.

IV. EXPERIMENTS ON TIN FILMS

The proximity effect gives a straightforward
method of providing a pair-breaking boundary con-
dition, but, in the case of aluminum, it was hard

to prepare specimens with the required physical
characteristics and therefore more indirect meth-
ods wex'e used. In pure tin the zex'o-temperature
coherence length is shorter (&,=0.23 pm) so that
the thicknesses of the layers of interest for the
px'esent study are in the range of a few microns.
Such specimens can be conveniently obtained by
vacuum deposition, without any subsequent com-
plications concerning the adhesion between the
film and the substrate. However, when dealing
with the preparation of the specimens, it must be
kept in mind that the superconducting pxoperties
are strongly influenced by the deposition param-
etex's and by stress arising in the films, and that
the proximity effect is very sensitive to the elec-
tx'on transmission at the boundary. Gn the other
hand, when considering the specific-he3t mea-
sux'ements it must be stx'essed that because the
samples are much smaller and the transition tem-
perature higher than they were in the foregoing
experiments, higher resolution is required.

A. Sample preparation and description

The samples were prepared by vacuum deposi-
ti.on from a resistively heated molybdenum cru-
cible. During the evaporation the residual pres-
sure was less than 10 ' Torr and the deposition
rate about 100 A/sec. The films were deposited
on single-crystal sapphixe substrates at room
temperature since, in the present state of the ex-
perimental arrangement, it was unavoidable to ex-
pose the specimens to atmosphexe before com-
pleting the experiments. These cix'cumstances
ruled out the possibility of studying successively
the unperturbed and perturbed states of tin on the
same film, so different films were required to
achieve the two situations. A complication then
arises from the well-known fact that the transition
temperatures of tin films change significantly from
specimen to specimen even when all known deposi-
tion parameters are reproduced. "'" In order to
minimize this effect the samples to be compared
were prepared during the same evaporetion run:
after several tin films had been simultaneously
evaporated, a magnetic film was superimposed
over some of them. The superimposition was
achieved within a time interval shorter than a few
seconds in order that the interface would be as
clean as possible.

The evaporated magnetic material was chromi-
um, The solid solubility of chromium in tin is
negligible" which is a safeguard against inter-
diffusion effects. In fact it would be expected that
a ferromagnetic material would pxoduce a stronger
pair-breaking effect than chromium, "but the anti-
ferromagnetic properties of the latter ensure that
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TABLZ I. Some data concerning the Sn and Sn-In specimens.

Specimen
label

Palr-
breaking
boundary
condition

Weight of the
superconducting
layer iV (10 3 g)

Thictmess of the
superconducting

layer d, ()(fm)

AC T
(a&/'g K) aC t,

Sn(1)
Sn(2)
Sn(3)
Sn(4)
Sn-In(1)
Sn-In(2)

yes
no
yes

yes

0.89
1.24
1.74
2.10
1.42
1.48

1.13
1.59
2.23
2.69
1.82
1.89

97 3.863
77.5 3.770
93.5 3.871
80 3.835
92.5 3.752
60.5 3.740

1.02 0.999
0.8 1 0.975
0.98 1.001
0.84 0.992
1.00 1.000
0.65 0.997

the penetration of stray fieMs from the magnetic
film into the superconductor is negligible whatever
the interface roughness may be.

To minimize further the effect of irregularities
at the interface on the pair-breaking condition it
is valuable to shorten the electron mean free path
ln the superconductlng IDRterlRl. This was
achieved by additional experiments where
Sn-4-mt%-In alloys mere used instead of pure tin.

Finally four pure tin films were evaporated at
the same time and a 300-A-thick chromium film
was superimposed over two of them. These were:
samples Sn(1) and Sn(3) without chromium (unper-
turbed state), Sn(2) and Sn(4) with chromium (per-
turbed state). In another evaporating run two
Sn-4-wt% In films were prepared with a 300-A-
thick chromium film superimposed over one of
them. These were: sample Sn-In(1) (unperturbed
state) and Sn-In(2) (perturbed state). The weights
8' and the thicknesses d, of the superconducting
films in the six samples are given in Table I. The
8"s mere determined with an accuracy of 2 x 10"' g.

In order to measure the electron mean free path
I tmo resistivity probes were evaporated simul-
taneously with the specific-heat specimens. For
pure tin we obtained I(Sn) = 10.000 A, hence:
A(t, )= 1560 A, a value whichis very near the
clean limit value 1690 A. In the dirty limit we
found a value which is in good agreement with pre-
vious results on bulk specimens": l(Sn-In)
=560 A, hence A(f, )= 810 A.

a few 10 "J/K which is enough for &C~(T) to be
estimated with good precision. This is clearly
demonstrated by Fig. 5 where &C*/T has been
plotted versus T, &C*(T) being obtained in the
following may: the normal-state data were fitted
to the expression C„*(T)=aT+bT'+cT' by a least-
square routine, and then substracted from the
superconducting state data. However, it must be
noted that the size of the texnperature oscillations
induced some rounding of the heat-capacity curve
near the transition point.

In order to get a good localization of T„asmell
as a clear determination of the heat-capacity dis-

0.5

B. Heat-caparity measurements

Figure 4 presents typical results obtained in the
heat-capacity measurements and shows clearly
that the difference between the supercondueting
and normal-state heat capacities, 4C~(T)
= C,*(T) C~(T), is an order of magnitude smaller
than the background contribution. However, with
an amplitude of 10 ' K for the measuring thermal
oscillations, the limit of resolution in the heat-
CRpRelty meRsureIQents could be made Rs low Rs

FIG. 4. Raw data for the heat capacity of sample Sn(2)
with sample holder, in the superconducting state (), and
in the normal state ( ). Sn(2) is a 1.59-pm-thick pure
tin film with a 300 A thick chromium film superimposed.



C. Critical temperature results
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FIG, 5. Differences between the heat capacities of the
superconductirg and normal states for samples Sn(2)
(curve A) and Sn-In(2) (curve 8). Sn(2) is a 1.59-p»»f-
thick tin film, with a 300 A thick chromium film super-
imposed. Sn-In(2) is a 1.48-pm-thick film of Sn-4-wt. %-
In a11oy, with a 300 A. thick chxomium film supexim-
posed. Behavior of curve A is typical of those obtained
for all, the Sn and Sn-In samp1es„with the exception of
Sn-In(2). In 8, the dotted lines mark the ways
the experimenta1 curve could be extrapol, ated in the trans-
itional. region, yielding approximate l.ixnits for DC*.

continuity at T„wehave constructed an ideal be-
havior, exhibiting an infinitely steep transition
and fulfilling the two requirements that, outside
the critical x'egion, both the heat capacity and en-
tx'opy d1ffex'6Qces between the superconducting Rnd
normal states were identically equal to the experi-
mentally observed values. The curve of 4C*/T
vs T» just Rs lt w'Rs glveQ by experiment below the
critical region, was extrapolated to highex' tem-
peratures and assumed to fa,ll abruptly to zero at
a point which was localized so as to ensuxe that
the areas under the ideal and the experimental
cux've %'ere equRl. Th18 po1nt was tRken Rs the
tx'Rnsltlon point, and the extrapolated value of +C+
at this point wa.s taken as the heat-capacity jump.
The proceduxe was quite Straightforward for all
the samples, if one excepts sample Sn-In{2) for
which the curvature of &C*/T vs T below the tran-
sition made the extrapolation a little uncertain (see
Fig. 5). However lf the critical temperature ln
this case could be estimated independently of the
heat-capacity measurements, then the above pro-
cedure would yield the heat-capacity jump with the
same accuxacy as befoxe. The specific-heat data
were deduced from these xesults. Owing to the
various sources of errors, the values of the spe-
cific-heat difference 4C were estimated to carry
an uncertainty of 2.5k and the x'educed values &C
an uncertainty of 5%.

As alx'eady mentioned there is a considerable
scatter in the critical temperatux'e of puxe tin
films, even when they are evaporated under con-
ditions which outwardly look identical. It has been
shown that the critical temperatures depend upon
the stress in the film and vary accoxding to the
orientation of the crystallites. " Smce the ox'ienta-
tloQ 1Q Rny one film IQRy va, x'y froIQ R16R to area»
the tx'Rnsition is likely to be spread over an ap-
preciable intex'val of tempex'atuxe. Actually the
effective transition widths which have been ob-
served in xather thick films are typically of the
order of I0"2 K. Prom these results it may be ex-
pected that the critical temperatures of films such
as oux"8 which were siDlultaneously evRpox'Rted
range within 10 ' K. This is confirmed by our re-
sults on the pure tin films [samples Sn(l) and
Sn(3)] where the critical temperatures actually
differ by 3 x 10 ' K (see Table I). Hence the un-
perturbed-state tx'ansition point T„is not known
to bettex' than 10"' K: T, = 3.867 + 0.010 K. Never-
theless, this uncertainty is definitely smaller than
the shifts observed for samples Sn{2) and Sn(4)
{perturbed state). The reduced critical tempera-
tures for the series of tin samples which appeax'
in Table I have been calculated with this value of
T„which is slightly greater than the value of
3.722 K previously reported fox' bulk tin. 'o

2. Sn-Ia ulloys

Smith et cE."have measured the critical temper-
Rtures fox' R serxes Gf SQ-IQ Rlloys spanning the
range of composition from 0 to 6-wt% In. For the
Sn-4-wt%-In alloy the critical temperature was
observed to be 0.1 K lowex' than in pure tin. This
x'esult 18 iQ satisfactory Rgx'eeIQent with the pres-
ent experiments where a shift of 0.115 K was ob-
served since it must be kept in mind that our data
concex'Q films which wex'6 evaporated sepRrRtely.

3'. Comparison with FN theory

In Fig. 6 the changes in the reduced tempex"a, -
tures have been plotted versus a = [vA(f, )/2d, ]'
fox' all the samples which are representative of
the perturbed state of the supex'collductox'» that 18
samples Al(2), Sn(2), Sn(4), and Sn-In(2). For
compax'i. son PM px'edictions have been plotted too,
first in the case of Rn extremely stx'ong paj.r-
breaking effect at the boundary I.e. A(0) = 0 and
second, in the case of a weaker effect, i.e. , r3(0)
=a&(d,) with a=0.30. For small values of the crit-
ical temperature shifts [samples Al(2) and
Sn-In(2)] it cannot be decided whether the boundary
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FIG. 6. Shifts in the critical temperature (1-t~) as a
function of n = [7)A(t,)/2d ) for sampl. e Al(2) (+), Sn(2)
(0), Sn(4) (x), Sn-In(2) (0). Solid lines are calculated
from FM theory with 6 (0) = 0 and ~ (0)/~ (d, ) = 0.3, re-
spectively.
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condition &(0) = 0 actually holds or not, but the re-
sults on samples Sn(2) and Sn(4) are more con-
clusive in this respect. This situation results
partly from the experimental difficulty in obtain-
ing reproducible results on the transition temper-
ature of evaporated films, but, above all, it il-
lustrates the fact already emphasized by FM that
the change in transition temperature is not a sen-
sitive measure of the proximity effect especially
in the case of rather thick films.

D. Specific-heat jump results

1. Unperturbed samples

The unperturbed samples of pure tin [samples
Sn(l) and Sn(3)] yield two values for the specific-
heat jump in the unperturbed state which are con-
sistent with one another within the experimental
accuracy, so that AC, =95+2.5 p, J/gK. This value
is larger than that obtained with bulk tin samples:
88.9 l1, J/g K." This is to be compared with the en-
hancement in the transition point which has been
pointed out before. Such a behavior may be at-
tributed to thin-film effects.

For the dirty specimen Sn-ln(l), on the other
hand, the specific-heat jump 4C, =92.5
+2.5 p. J/gK, and the transition point are reduced
by a few percent as compared to the values of the
pure tin films. This is exactly what one would
have expected for impure tin samples.

These values of 4C„and those for T„quoted
before, have been used to calculate the reduced
quantities &C and t which are plotted in Fig. 7 and
8 for pure tin specimens and dirty specimens, re-
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FIG. 8. Reduced differences between the specific heats
of the superconductinI, and normal states as a function of
temperature for the Sn-4-wt. /0-In alloys: unperturbed
sample Sn-In(1) (~), perturbed sample Sn-In(2) (0).
Curve (a) is calculated from FM theory for a perturbed
sample with d, /A (t,) =34 and L(0) =0.

FIG. 7. Reduced differences between the specific heats
of the superconducting and normal states as a function of
temperature for the series of pure tin samples: Sn(1) (0),
Sn(2) (g), Sn(3) (+), and Sn(4) (x). QC =BC/DCO,
t =T/Tco LCD=95 p4/gK and Tco= 3.867 K. Dotted lines
were chosen as the best representation of the data for
the unperturbed samples [Sn(1) and Sn(3)j and the solid
lines for the perturbed sampl. es [Sn(2) and Sn(4)l .
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spectively. It may be noted that the observed slope
in the reduced specific-heat differences for the un-
perturbed samples near their critical points is
(d&C/dt), , =2.5+0.3 in good agreement with the

C

previous results on pure aluminum and the theo-
retical value of 2.63 which is predicted by an ac-
curate Landau-Ginzburg theory. '

very well known" that, in the clean limit, the ac-
tual value of the pair potential at the boundary is
very sensitive to the electron transmission prop-
erties of the interface, whereas, in the dirty lim-
it, electron diffusion processes at the impurities
considerably decrease the relative importance of
the interface defects.

2. Perturbed samples V. CONCLUSIONS

It is clear from the curves in Figs. 6 and 7, and
the data in Table I, that the specific-heat jumps
are ma.rkedly depressed in the samples which are
perturbed by proximity effect. However, in sam-
ples Sn(2) and Sn(4) the theoretical reduction fac-
tor of 0.66 is not actually obtained. Following FM
we may tentatively assume that the boundary con-
dition takes the form &(0) = a&(d, ) where a is a
constant independent of t and of the order of 0.3.
So doing the experimental data on the specific-
heat jump are brought into satisfactory agreement
with the theoretical prediction, but then a dis-
crepancy, which is larger than the experimental
uncertainty, appears between the experimental
and theoretical values of the shifts in the transi-
tion points: this is particularly clear in the case
of sample Sn(2) (see Fig. 6). However, such an
approach is certainly incorrect in the clean limit;
instead the ratio d (0)/b (d,) is expected to increase
with t, —t, yielding a specific heat greater than
the theoretical prediction just below t,.

In the case of the dirty specimen Sn-In(2), the
curvature of the experimental curve mentioned
earlier means that the specific-heat jump can be
quite accurately determined only if the transition
point is known independently. But the reduction
factor in the specific-heat jump is obviously great-
er than in the clean case. If the critical tempera-
ture is assumed to be just what is predicted by
theory, that is t, = 0.9955, then the specific-heat
jump is found to be &C = 0.65, when the same pro-
cedure as before is followed in analyzing the data.
The experimental curve of &C vs t is compared
to the theoretical one in Fig. 8: the same behavior
is actually observed, in spite of the differences
owing to the inadequacy of theory below T, and to
the broadening of the experimental transition.
Thus it is concluded that the boundary condition
&(0)= 0 holds in sample Sn-ln(2).

The difference observed between the clean situa-
tion and the dirty one is easily understood. It is

As a check of FM theory on the thermodynami-
cal properties of superconductors with pair-
breaking boundary conditions, the heat capacities
of various superconducting slabs and films have
been measured. The physical conditions in these
systems were much better defined than those in
lamellar eutectic alloys, allowing a quantitative
comparison between experiment and theory. The
following conclusions could be drawn: FM theory
correctly predicts the specific-heat jumps, right
at the transition and the shifts in the critical tem-
peratures, but it fails to adequately describe the
behavior of the specific-heat difference in any
finite interval of temperature below T,. Further-
more when deviations from the boundary condition
&(0) = 0 occur, the assumption &(0)/&(d, ) = const
does not seem quite realistic. The present experi-
ments suggest rather that &(0)/&(d, ) is tempera-
ture dependent.

Nevertheless, the main theoretical predictions
are experimentally verified. The observed speci-
fic-heat jumps are in quantitative agreement with
theory whenever the pair-breaking effect is made
insensitive to the defects at the boundary. Such a
situation prevatls 1n samples Al(3) and Sn-ln(2).
On the other hand, the shifts in the critica, l tem-
peratures appear to be consistent with theory
whenever the transition is sharp enough to be ac-
curately localized, which is the case of samples
Sn(2) and Sn(4). Unfortunately it is rather hard to
set up a situation which meets both requirements
simultaneously, since, by shortening the electron
mean free path in the superconducting material,
the spurious effects of the interface defects are
minimized but an appreciable smearing of the
transition appears.
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