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Molecular-dynamical study of second sound in a solid excited by a strong heat pulse~
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We use the method of molecular dynamics to study the problem of heat transfer in a perfect semi-infinite bcc
lattice when a strong heat pulse is applied at the boundary. We find that the disturbance propagates into the

lattice as a combination of first sound and second sound superimposed on a diffusive background. The second-

sound wave is a composite of several waves. We are able to show that the longitudinal and transverse sound

waves, traveling with velocity Ct and C„respectively, are generated by the disturbance when the boundary of
the lattice is rapidly heated or cooled. These stress-induced pulses are not in thermal equilibrium but they

generate their own temperature waves, which travel with velocities C&/~3 and C,/~3, and which contribute
to the observed second-sound wave. The disturbance in kinetic energy produced during the period of steady

heating in the pulse propagates as a temperature wave with the theoretically expected second-sound velocity,

C,„,/v 3. We relate these results to theoretical and experimental work on second sound excited by a weak pulse

and also to our earlier calculations where the temperature wave is excited by shock compression.

I. INTRODUCTION

In recent years we have been developing our
capability to use the method of molecular-dynami-
cal calculation to study the motion of atoms in a
crystalline lattice under nonequilibrium conditions.
This method has been used extensively, and with
great success, in the study of thermodynamic'
and transport' properties of solids and liquids.
Much of this work has been concerned with the
exact calculation of quantities, generally phase
averages, which appear in statistical-mechanical
theories of anharmonic systems and which could
not be calculated without approximation by other
methods. This is certainly a valid use of molecu-
lar dynamics. However, there are other features
of the method which we wish to utilize. For ex-
ample, the numerical solutions contain such extra-
ordinary details of the atomic motions that it is
possible to observe dix"ectly the mechanism and
the evolution of atomic processes. Moreover,
with complete and precise control over the initial
and boundary conditions, the effect of a change in
these conditions on the px'oblem under study may
be determined unambiguously. In fact, this con-
trol enables one to modify the initial and boundary
conditions of the molecular-dynamical system so
that with very little additional effort a wide range
of experimental situations may be simulated.
Further, it is most impox"tant for our interest in
the high-pressure high-temperature regime that
anharmonic effects are fully included, with no
approximation.

In this paper we describe our use of the molec-
ular-dynamical method to make a detailed analysis
of energy transport in a dielectric crystal sub-
jected to intense pulsed heating. This problem is
undoubtedly of practical importance in laser pellet

implosion experiments where temperature plays
a crucial role. It is also important in the develop-
ment of radiation standards and in the measure-
ment of thermophysical properties of dense sys-
tems. In the study of second sound in a sobd,
heat-pulse experiments have customarily been
limited to weak pulses and low temperatures. '4
These limitations have arisen partly from theo-
retical and partly from experimental considera-
tions. Theoretically, the second-sound mode can
be derived either as a solution of the phenomeno-
logical Boltzmann equation' or as a natural mode
of the displacement correlation function. " In

both cases it is assumed that the departure from
thermal equilibrium is very small in order that
a linear approximation may be made. Consequent-

ly, a very weak heat pulse is required. Experi-
mentally, a low temperature and a very pure
sample are necessary if the second-sound wave
is not to be damped out by dissipative scattering
processes. Whether the experimental situation
meets other requirements of second-sound theory
such as negligible thermoelastic coupling, it is
hard to say. Certainly some difficulty arises in
relating experiment to theory. For example,
theory gives either a constant second-sound veloc-
ity V„,' or a temperature-dependent second-sound
velocity with V„as the maximum value. ' But ex-
perimentally, the second-sound velocity shows
no sign of tending to V». At low temperatures, it
tends toward the transverse sound velocity C,
(greater than V„), and as the temperature is
raised, it decreases continually until the signal
is lost in the diffusive background. Also, the
first-sound pulses, attributed to "ballistic" pho-
nons, s are much larger than those predicted by
theory for the first sound generated by a heat
pulse. ' In our computer "experiment, "we have
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such control over the situation that we are in an
advantageous position to obtain clear unambiguous
results. For example, there is no impurity scat-
tering in the perfect crystal, there is no problem
of impedance mismatch at the heater-crystal
interface, and there is constant monitoring of both
stress and temperature along the whole length of
the lattice. Although we use a strong heat pulse,
we expect that the understanding gained from our
results should give insight into the weak-heat-
pulse problem also. In addition, the strong heat
pulse is relevant to our earlier work on shock-
wave propagation. "" There, we observed that the
thermally equilibrated region behind the shock
front propagated as a wave with velocity less than
that of the shock front. We identified this tem-
perature wave with second sound in the high-pres-
sure high-temperature regime. To our knowledge,
molecular dynamics provides the only practicable
method for studying problems in this highly anhar-
monic regime.

We gave a preliminary report of this work in
Ref. 11. Here we present a full report of our
calculations. In Sec. II we describe the model used
to simulate a solid subjected to a heat pulse. In
Sec. III we give a brief summary of the theory
needed to analyze our earlier results" for the
diffusive flow by steady heating of a lattice at a
moderate temperature. This calculation is impor-
tant since it tests our molecular-dynamical mo-
del and shows it to be realistic. We use this
theory to delineate the diffusive contribution to
the heat pulse. We present and discuss our re-
sults in Sec. IV. A summary is given in Sec. V.

II. LATTICE MODEL, INITIAL AND BOUNDARY
CONDITIONS

Most of this work has been carried out for the
three-dimensional bcc lattice. The lattice model
is shown in Fig. 1: a semi-infinite lattice is
made up of cubes of 125 (5x 5x 5) bcc unit cells
joined together with cyclic boundary conditions
on opposite faces. The edges are aligned with the
Cartesian-coordinate directions x, y, z. The free
surface is at z = 0. This division into cubes saves
computation time, since one such cube is typical
of the undisturbed lattice in thermal equilibrium.
Heat is added (see below) at the free surface,
where the boundary condition is mirror reflec-
tion. As the disturbance propagates into the lat-
tice in the +z direction, the cyclic boundary con-
dition in that direction is progressively removed,
cube by cube, up to the point reached by the dis-
turbance. At this point the disturbed lattice is
joined smoothly to the undisturbed lattice. Thus,
we consider a "typical" filament of the semi-
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FIG. 1. Lattice model.

infinite lattice and calculate its response to heating
at the boundary (z = 0). The filament has a cross
section of 25 unit cells with 25 lattice points per
plane. We have allowed the disturbance to propa-
gate to a maximum of 500 lattice planes (12 500
atoms in the filament}.

We have also imposed mirror boundary condi-
tions on the transverse boundaries of the filament
(in the +x, xy directions). The reason for changing
to these boundary conditions is as follows: in the
calculation of diffusive heat flow" we observed a
twofold increase in the lattice energy above that
actually on record as added to the system during
the calculation. This problem had to be resolved
or the validity of all our previous results would

have been in question. We discovered that the
cyclic boundary condition allowed the lattice fila-
ment to drift laterally from its equilibrium posi-
tion due to small truncation and round-off errors
in our calculation. However, the undisturbed end
of the lattice was held in place. Thus, the drift
was not uniform along the length of the filament.
This caused the lattice to distort and strain energy
to build up. With mirror boundary conditions in
the transverse directions, the filament is con-
strained to stay in place, so no strain energy is
developed. The energy of the system is now satis-
factorily conserved.

We have also studied the two-dimensional lattice
to verify the change in second-sound velocity pre-
dicted by theory. In this case, the bcc unit cells
form a ribbonlike filament placed on Cartesian
coordinates with 25 units in the x direction and

one unit in the y direction. Two-dimensional
motion is obtained by requiring zero motion in the

y direction. Cyclic or mirror boundary conditions
are imposed as in the three-dimensional case.

For thermal equilibrium, we require that the
velocity distribution of the atoms be Maxwellian
with equipartition of kinetic energy in the x, y,
and z degrees of freedom and that the energy den-
sity of the lattice be constant. Under these condi-
tions, the kinetic temperature of the lattice is
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defined as

T = (m j3k}( v„'+ v,'+ 6,' ),
where I is the mass of an atom; v„, v„e, are
the Cartesian components of its velocity; ( ~ ~ ~ )
indicates an average over all atoms in the system;
and k is Boltzmann's constant. To simulate
thermal equilibrium, the lattice atoms, initially
in their static equilibrium positions, are randomly
assigned a, Maxwellian velocity distribution for
each degree of freedom and the dynamics of the
system is allowed to evolve. The energy of the
system is monitored continuously. In this system
of closely coupled atoms, the exchange between
kinetic and potential energy takes place very
rapidly, and when motion is initiated in the manner
descxibed here, we find that thermal equilibrium
is established within two or three atomic oscilla-
tions. This means that we can also change the
temperature of the system simply by applying a.

scaling factor to the velocity components of all the
atoms. If the adjustment is small compared with
the fluctuations the condition of local thermal
equilibrium is not significantly disturbed.

To initiate the heat pulse, the first ten (x-y)
lattice planes are heated rapidly from their initial
equilibrium temperature, T„at time &=0, to an
average temperature T& by scaling the velocities
of the atoms in these planes. Then, the end of
the heat pulse is signalled by rapid removal of
heat in such a way that at v = v&, the temperatures
of the ten planes has dropped to a temperature T,.
This removal of heat does not occur in the labora-
tory experiment. It affects the shape of the heat
pulse, but should not affect our interpretation of
the xesults. After v = vI„ the system is left to
itself (no heat added nor removed} and the calcula-
tion proceeds until the pulse reaches the 500th
plane of the lattice or a suitable earlier stopping
point.

Under all the various combinations of the condi-
tions above, the computational procedure is the
same: we solve the classical equations of motion
for the lattice atoms by numerical integration to
yield the position and velocity of each atom. The
average kinetic energy, potential energy, stress
components, and density of lattice planes are ob-
tained as functions of time. These results show
the transport of energy into the lattice. The inter-
atomic potential used is that constructed by
Chang" for the lattice of n-iron. Since we are
only interested in the qualitative rather than the
quantitative behavior of the system, the actual
potential used is not important for our present
purposes, provided it represents a stable lattice
structure. We use the iron potential just for our
convenience.

To demonstrate the versatility of the model, we
note first that shock-wave propagation is effected
simply by changing the boundary condition at the
free surface from that of heating the first ten lat-
tice planes to that of impact between the semi-
infinite lattice and its mirror image across the
plane z = 0, as described in Ref. 10. Further,
two-dimensional wave propagation is effected by
setting the values of the y components of atomic
displacement and velocity equal to zero. Finally,
the change from heat pulse to steady heating (for
the thermal diffusivity problem" ) is accomplished
by maintaining the tempex ature of the heated
planes at 'EI, for the rest of the calculation.

III. ANALYSIS OF DIFFUSIVE HEAT FLOP/

We first summarize our results for diffusive
heat flow by steady heating of a lattice at moderate
temperature. " This is one case where we should
simulate the experimental situation well and thus
have a definitive test of oux model, viz. , that
heat flow is indeed diffusive at this temperature
(44 K), and that the thermal diffusivity has a
reasonable value. We used a two-dimensional
model to shorten computation time. We obtain
the diffusive temperature profile T(z, 7) appropri-
ate to our initial and boundary conditions from the
theory of diffusive heat flow. " We determined the
thermal diffusivity n, and hence the scale of
T(z, i), by fitting these results to the computed
temperature profile at one time. We obtained the
value,

a=4.0@10 ' m'sec '.
Using this value of a, the T(z, 7) at other times
fitted the computed profiles well and their energy
content was found to be in good agreement with
that recorded as added to the system. Whether e
has a reasonable value is harder to answer since
we cannot obtain a truly experimental value for
the lattice contribution to thermal diffusivity (or
thermal conductivity, the quantity usually mea-
sured}. A "'best estimate"" for the lattice thermal
conductivity of the alloy Fe»,Nio, at 75 K is

x=28.2 W m 'K ',
whereas oux value of n for pure Fe gives

x=94 W m 'K '.
Considering the fact that the effective interatomic
potential for iron is not known at all accurately,
we feel that the agreement obtained here is satis-
factory. We conclude from these results that the
molecular-dynamical model exhibits diffusive flow
and is indeed realistic.

In the case of heat-pulse propagation there is
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evident y a ' s1 diffusive contribution to the heat flow
1 ttice initially at absolute zero. e

wish to estimate this contribution not on y o se
m the diffusive back-o e eff the temperature wave from the

the dropgroun u ad b t iso to show that, ultimately,
tu t the boundary is controlled ybin temperature a

at flowdiffusion. We cannoannot solve the diffusive hea ow
equation analytically in thisequ

' ' ' case since the initial
and boundary conditions are too compm lex. Instead,
we obtained the solution by a finite-difference

If T denotes the temperature at a
distance mAz from any starting poin an
time n~f from any time origin, and

'
and if we choose

values of ~ an d 4t such that the thermal diffusiv-
ity is given by

n = —,'(m )'/n. t,
then the temperature profile at ththe next time step
is given by

Tm II+1 ~2(Tm+ 1,ll +Tm-l, n)I

The temperature profiles for later times ~ are
generated y isb th' equation from some arbitrary

subject to the condition thastarting point at 7, &7I„su '

no heat is added at the boundary. We shall discuss
how the fit is achieved in Sec. IV.

IV. RESULTS

In this section, we present the rresults for heat
pulse propagation in o a' t three-dimensional lattice
at 0 K using mirror boundary con 'conditions. The
heat pulse is app e ylied b heating the first ten lattice

lanes to a temperature T» ——800 K (twice theplanes o a
eriod 0 & 7 & 40, whereDebye temperature) for the perio

v is measured in units of d C the ratio of inter-
planar spacing o on

't longitudinal sound velocity (equal
Both the addition and removalto 0.264x10 sec . o

of heat, at the beginning and end of this period
respectively, are rapi d taking place over two time

In Fi . 2 we show the evolution of the
li the significantk' tic temperature profile, labe ng

Each ointwaves that propagate into the lattice. p
'

use o cd t construct these profiles represents an
about that point over 15 lattice planlanes andaverage a ou a

anal zetwo uni s o't of time. Figures 3-5 help us ana y
these results. The labels correspond to those

. 2. In Fi . 3 we have selected fivegiven in Fig. . ig.
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kinetic temperature profiles, omitting the time
averaging, for a more detailed examination of the
various features in Fig. 2. In Fig. 4, we plot the x, y,
and ~ components of kinetic temperature and the lon-
gitudinal component of stress as a function of
lattice plane number at v = 300. The points repre-
sent an average over 15 lattice planes as before,
but now the time average is taken over four units.
%e make use of this figure to consider the ques-
tion of local thermal equilibrium in the heat pulse.
In order to compare our results with those of
heat-pulse experiments, ' in Fig. 5(a) we show time
profiles of the kinetic temperature from a given
standpoint, station 15 (average of planes 71 to
75) in the lattice. The three profiles are for (A)
T, = 0 K and (B) T, = 88 K, both with cyclic bound-

ary conditions and (C} T, = 0 K with mirror bound-
ary conditions. In Fig. 5(b} we construct the
limiting wavefronts for our particular initial and
boundary conditions to aid the discussion and
interpretation of the results, as in Ref. 11.

Ne now return to Fig. 3. The dashed lines show
the trajectories of the waves labeled in Fig. 2.
The earlier results with cyclic boundary conditions
in the transverse directions" are shown as the
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broken curves. Ne note here that the energy of
the system is not well conserved in this case:
the total energy increased by a factor 1.56 in the
interval from 7 = 100 to v = 250. This energy in-
crease was undoubtedly due to strain energy build-
ing up in the lattice because the cyclic boundary
conditions allowed the filament to distort, as dis-
cussed in Sec. II. Changing to mirror boundary
conditions has a dramatic effect: the total energy
of the system now increases by only a factor
1.0006 in the interval from v =100 to 7=300.
Despite the large difference in energy content, we
note that the features identified by the dashed lines
are inappreciably altered by changing the boundary
conditions.

To delineate the heat pulse, we have plotted the
diffusive contribution to heat flow, denoted by the
open circles in this figure. This curve is deter-
mined by the finite difference method described
in Sec. III. Our starting point is an approximately
diffusive profile at v= 100. The diffusivity a in the
parameter s/2{o.r)"' is adjusted by trial and
error to obtain a fit to the computed profile at
~ = 300. The fit is judged to be good when the heat
pulse thus delineated does indeed lie between H-,

and H3, the be ginning and end, respective ly, of
the heat pulse, over the entire time interval. The
diffusive profile must also fit the boundary tem-
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LATT I CE PLANES

0
0 50 I 00 150 200 250 300

LATTI C E PLANES

FIG. 3. Kinetic temperature (K) vs lattice plane num-
ber, at several values of time 7. T; = 0 K. Mirror
boundary conditions (solid line), cyclic boundary con-
ditions (dashed line), theoretical estimate of diffusive
temper'ature profile (open circles). Long-dashed lines
mark the progress of the various waves shown in Fig. 2
into the lattice.

FIG. 4. Components of kinetic temperature T&(E)
and longitudinal stress &«(Pascal) vs lattice plane
number at 7 =300. The points represent an average over
15 lattice planes and four time units: T» 0; T» 0;
T~, 4. The region with vertical bars shows the Quctua-
tion in T; [= 3(T„+T~ +T )] for a standard deviation of
a = 0.0811.
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pexature, particularly at later times when me

expect the flow to be diffusive. We see that these
conditions are well satisfied by the curves in Fig.
3. The value of Q. thus obtained is 4.8& 10 '
m'sec ', in reasonable agreement with the earlier
result for the two-dimensional lattice. The rea-
son for choosing v'= 100 as a starting point rather
than the more obvious choice of 7 = 40 when heating
ceases, is that the rapid cooling of the first ten
planes causes the compressive potential energy
due to the earlier heating to be converted into
kinetic energy in those planes Rnd, consequently,
the boundary temperature rises as if heat were
still being added to the system. Such a conversion
is not accounted for in the diffusive theory. By
v = j.00, this conversion process is essentially
complete.
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FIG. 5. (a) Kinetic temper'ature (X) vs time v' at station
15 in lattice (average of five planes from 71 to 75). 6
denotes gap in computer printout. (A) Cyclic boundary
conditions, initial temperature of lattice, T; =0 K;
(8) cyclic boundary conditions, T; =38 K; (C) mirror'
boundary conditions, T; =0 K; (D) theor'etical estimate
of dH'fusive profile. (b) mavefront construe~ion: plane
number vs time, to show development of the various
pulses. Ranges H, , H,„, and H, mark the heat-pulse
components. Labeling as in Fig. 2.

We now consider each of the wave features of
Fig. 2 in turn. The pulses L„and I., travel with
the velocity of longitudinal sound C„and their
time of separation (50 units) is a little longer than
the duration of heating. Figure 4 shows that they
are longitudinal sound waves generated by the ex-
pansion on heating and contraction on subsequent
cooling, respectively, of the boundary planes.
There are, of course, some longitudinal waves
within this interval and following it, due to the
elastic coupling between the heated layers and
the rest of the 1Rttlce. This px'oduces R r1ngxng
effect. I ongltudinal phonons Rre Rlso produced
during the period of steady heating. The shear
waves generated by the expansion and contraction
are very faint, but a small pulse 8, is discernible,

el' g th the h elo 'ty C,. In th eg
of stress pulses, we note that almost all the
k1Detlc 6Delgy resxdes 1D the 8 conlpoD6Dt gg y

thus there is neither stress nor thermal equilib-
r

In the region between H„and s =0, Fig. 4 shows
that not only is S„(and the other stress compo-
llellis) 111 ~ulllbr1unl, but, the components of kllletic
temperature are also quite comparable. We use
equilibrium theory to judge how close this region
comes to local thermal equilibrium: we find the
8'talldRI'd devlatloll (o) Rppl'opl'late to R systeln
collsis'tlllg of 'tile 15 piRIles (N = 303.75 Rtonls)
which contribute to one point in the figure to be
o= (2jN)"'= 0.0811, and use this va1ue to obtain
the fluctuation expected fox one component of
kinetic energy in a system in thermal equilibrium.
The expected fluctuRtlon 18 shown by the bRnd of
vertical lines in Fig. 4. In fact, this band should
be %'ldel fox' the x Rnd p components, 81nce the
mirror boundary conditions reduce the effective
number of atoms in 15 planes to 240 (i.e. , cr

= 0.0913). In the heat-pulse region, we see that
nearly half the points lie within the acceptable
band and a large majority of them lie within two
standard deviations. For the few remaining points,
the fluctuation is at most four standard deviations,
This contrasts with the stress pulse region where
the fluctuation is many times larger. %6 consider
that these results Show that local thermal equilib-
rium is mell-enough attained in the heat-pulse
I'egloll. Slllce Hi Rlld Hq Rl'8 8'tl'Right lines (Fig. 3),
we conclude that the temperature pulse super-
imposed on the diffusive background betmeen 0,
Rnd 03 18 pl opRgRtlQg Rs R temperature %'Rve.

T/lls temperature %'Rve 18 R conlposlte of the %'Rves

labeled II„ II„, Rnd H, . These %aves travel with
velocity C,jv 3, C,„AS, and C,j&3, respectively.
C,„ is the velocity defined by

c.'. =pc;. ' gc
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where C,. is the velocity of the jth mode, accord-
ing to the theory of second sound in a Debye solid. "
For our interatomic potential,

Cav = 6.731C, and C, = 0.703C, .

We note that although H, travels at the same
velocity as H„ the apparent end of the pulse H,
trails behind H, at a constant but slower velocity.
This indicates that nondiffusive heat flow con-
tinues to be generated after heating at the bound-

ary ceases, perhaps due to the ringing effect
mentioned above.

From these results we conclude that H, and H,
are the temperature waves associated with the
initial disturbance which generates the longitudinal
and transverse waves (I., and 3,) and that H'.
comes from the period of steady heating of the
boundary planes which produces an isotropic
distribution of phonons. These temperature waves
are analogous to the results of second-sound theory
based on the Boltzmann transport equation for a,

phonon gas" or on the lattice response to a dis-
placement field." The main difference is that
these theories treat the linearized small-pertur-
bation problem where the thermal and elastic
responses of the lattice are essentially uncoupled,
whereas we treat the case of a large disturbance
with strong thermoel3stic coupling.

We now look at these waves from the standpoint
of station 15 in the lattice, as shown in Fig. 5(a).
First we note that all the features in (A) T, = 0 K
are evident in (B) T, = 38 K, although at this mod-
erately high temperature one would expect heat
transfer to be by diffusion. The reason why we
observe the heat pulse under these conditions is
that we have sent a very strong heat pulse (800 K)
into a comparatively short lattice. The pulse does
not have time to damp away and disappear in
thermal noise. Next, we note that the arrival
times of each wave are the same in (A) and (B),
and are thus independent of temperature, as we
would expect since the longitudinal and transverse
sound velocities, C, and C„respectively, are
approximately independent of temperature. Case (C)
provides an example of changing the boundary condi-
tions. We see that S, is suppressed and the arrival
time of the heat pulse is delayed. This result is
reasonable since mirror boundary conditions
restrict motion in the transverse directions,
thereby inhibiting the fox mation of a shear stress
pulse and the transfer of energy to the transverse
modes. Such energy transfer is necessary for
equilibration. The composite nature of the heat
pulse is made quite clear in Fig. 5(b). Note that
the pulses H, and A', should not have sharp cutoffs
at long times because of the ringing effect men-
tioned earlier.

We now compare our results with the experiment-
al results of McNelly et al. ' We note that the com-
puted profiles [Fig. 5(a)] are strikingly similar to
those shown in Fig. 1(b) of Ref. 3, particularly
that at 1', = 14.3 K. Their "new" pulse corresponds
to our heat pulse, and their first-sound waves L
and T correspond to our L1 and Sy waves At fix'st
sight the similarity is surprising in view of the
vast differences between the two systems. For ex-
ample, we have a perfect lattice model of a-iron,
they have a triply grown crystal of NaF; we use a
strong heat pulse (-800 K), whereas they use a
weak pulse (-1 K). The methods of heating and

pulse detection are different as are both the time
and distance scales (by a factor 10'). However, we
can understand the similarity by reference to the
wave diagram shown in Fig. 5(b). There the wave
velocities are normalized to the longitudinal vel-
ocity of sound, therefore this diagram, appropri-
ately scaled, applies to the experimental system
also. If we choose our measuring station (length
of crystal) and heat-pulse duration to correspond
to those in the heat-pulse experiments, then the
temperature profile observed at the station [see
Fig. 5(a)] should correspond to the experimental
results [Fig. 1(b) of Ref. 3] provided that the
relative damping of the waves also scales in some
manner. That we do observe similar waves in the
two systems means that this is indeed the case.
This is an important result. However, in our
present study we do not have a way of obtaining
any quantitative information on the temperature
and frequency dependence of the damping. This
information is also lacking in the experiments
as evidenced in the arbitrary scales for the tem-
perature. On a qualitative basis, we draw the
following conclusions: Damping is small for the
first-sound waves because the wavelength of the
heat pulse is long compared with the lattice spac-
ing in both cases. Damping is small for our sec-
ond-sound waves in spite of the high temperature,
because of the extremely short time of propaga-
tion. Experimentally, damping is minimized by
suitable choice of the conditions to reduce momen-
tum nonconserving scattering processes (e.g. , im-
purity and umklapp scattering) relative to momen-
tum conserving processes (normal phonon scatter-
ing). That we see both second sound and diffusion
indicates that our time of observation lies in be-
tween, or close to, the relaxation times for nor-
mal and umklapp scattering. Under these condi-
tions, we conclude that there should be dynamic
similarity between the model and experiment.

One aspect of the experimental results remains
puzzling: Why are the I and 7 pulses so large'P
According to theory which treats a small tem-
perature disturbance and neglects coupling to the
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elastic equations of motion, the first-sound pulses
associated with the second sound should have very
small amplitudes. But the experiments show that,
with a small disturbance, the first-sound pulses
are of comparable amplitude to the heat pulse.
These waves are presumed to be ballistic phonons
which have reached the detector unscattered.
Such a contribution to the pulse in our computer
"experiment" would be swamped by the large
stress pulse. Unfortunately, we do not know the
experimental conditions in sufficient detail to
understand the origin of these pulses. Such uncer-
tainty does not arise in our case. We have applied
a large disturbance to the system and can see that
the first- and second-sound waves are of compar-
able magnitude. This results from the strong
coupling between kinetic and potential energy in the
system. We wish to emphasize that, regardless of
their origin, in neither calculation nor experiment
are the first-sound yulses in equilibrium, and
time is needed for the process of equilibration.

On the basis of these considerations, we con-
clude that the heat pulse observed experimentally
is a composite wave like ours. With this compo-
site nature in mind, we next turn to the problem
of the temperature dependence af the second-sound
velocity shown in Fig. 2 of Ref. 3. In that figure,
we see that the "new" pulse daes not have a ve-
locity corresponding to the wave H, „(V« in their
notation) according to theory. " its velocity varies
from C, at the lowest temperature to approximate-
ly C,/ 3 at the highest temperature of measure-
ment. For NaF, C, is approximately equal to
C,/&3, so we identify the new pulse at lowest
temperatures with H, . In the experimental results
for T, = 8.1 K [see Fig. 1(b) of Ref. 3] a pulse is
discernible at 7 p, sec. This corresponds to a wave
with velocity C,/v 3 which we identify with H .
Thus we have experimental evidence of individual
waves contributing to the heat pulse. We expect
the apparent velocity of this heat pulse to vary
with temperature. The exact shape and height of
each component wave will be affected by the initial
and boundary conditions, and by damping, so that
the resultant pulse shape observed at a given sta-
tion may vary as the components vary relative to
each other. Indeed, we have seen the effect of
changing the boundary conditions in our calcula-
tions [Fig. 5(a)]. Thus we conclude that the com-
posite nature of the heat pulse may account for
the observed temperature dependence of its arrival
time. This interpretation is appealing in its
simplicity and naturalness. It is certainly differ-
ent from theoretical attempts to explain the tem-
perature deyenderlce of y„.' Beck and Beck ob-
tain a temperature dependence by using two tem-
perature-dependent relaxation times in their
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solution of the yhonon Boltzmann equation. Ran-
ninger considers the energy-density and quasi-
momentum-density correlation functions and ob-
tains a temperature-dependent velacity from the
disyersion relations for the possible modes in
which energy fluctuations propagate, also assum-
ing temperature-dependent relaxation times. In
both theories, V» is the maximum velocity at which
second sound can propagate. However, we should
point out that our explanation is somewhat tentative
since we have carried out calculations for only two
temperatures. We need further calculations and
experiments using a strong heat pulse to establish
our present understanding on a completely satis-
factory basis.

As a final test of our model, we sent the heat
pulse into a two-dimensional lattice at 0 K. Theory
predicts that the second-sound velocity shauld be
C,„/V 2 in this case. We show the kinetic tempera-
ture profiles in Fig. 6. We see the same features
as in three dimensions save that the shear wave
is not clearly resolved. The temperature waves
H„H,„, and H, travel with velocity C, /V 2,
C,„/v 2, and C,/v 2, respectively, where

C,,'„= (C, '+ C, ')/(C, '+ C, ')
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V. CONCLUSIONS

This study of an intense heat pulse propagating
into a lattice has shown in great detail how the
energy in the pulse is transported through the
lattice. It is quite clear that the energy propagates
as waves, superiIDposed on a diffusive background
and we are able to link these waves with the initial
conditions via the wave-front construction. We
show that longitudinal and transverse stress waves,
traveling with velocity C, and C„respectively,
are generated by the expansion of the boundary
planes as they are rapidly heated. These waves
are not in thermal equilibrium but they have tem-
perature waves H„H, associated with them which

travel with the appropriate second-sound velocity,
C, /WS or CJEWS. The waves H, and ff, combine
with the wave H,„generated by the steady heating
of the boundary layers, to form the composite
wave H,H, . We show that this wave corresponds
to the heat pulse observed in low-temperature
second-sound experiments. Because of its com-
posite nature, the shape, height, and velocity of
this wave may vary as the component waves vary
relative to one another upon change of the initial
and boundary conditions. In this way we can under-
stand the temperature dependence of the heat-
pulse arrival time observed experimentally. The
idea of a Longitudinal (transverse) second sound

associated with longitudinal (transverse) first
sound is not new, it is evident in the theory of
interacting phonons based on the atomic displace-
ment correlation function" but it has not been
looked for in experiments, yerhays because the
amplitude is expected to be very small, as dis-
cussed in the previous section. This leads us to
the relation between these results and our earlier
work on shock wave propagation where we ob-
served that the thermally equilibrated region be™
hind the shock front propagated at roughly the
velocity of longitudinal second sound. This is es-
sentially the same situation as the longitudinal

and 1ts assoc1ated second-
sound wave H, . The second-sound velocity is
somewhat slower than the expected C,„.,„ /MS

owing to dispersion, which is important here
since the shock front contains predominantly slow
high-frequency phonons.

We wish to emphasize one point which is central
to our understanding of the relaxation problem in

a solid. That is the distinction between thermalized
(equlllbl'ated) and nonthel'mallzed ellergy dlstllr-
bances. First sound shows itself as a stress pulse
which disturbs the potential and kinetic energies
of the lattice locally, but the pulse is not ther-
mab. zed. Second sound, on the other hand, is by
definition a thex'malized wave, and since the relax-
ation process in strongly coupled systexns in-
volves the thermal equilibration of both kinetic
and potential energies, it takes time to establish
thermal equilibrium. Consequently, a tempera-
tux'e wave cannot travel as fast as fix'st sound.
This is in contrast to the situation in a simple gas,
where there is essentially no coupling (no poten-
tial energy) so thermal equilibrium is attained
vex'y x'apldly.

To sum up our results, this study of the strong
heat pulse has enabled us to extend the realm of
second sound to high temperatures and high pres-
sures, and consequently to the strongly anharmonic
system, thereby increasing our understanding of
the general problem of thermal relaxation in a
sobd. We find that coupling between the elastic
and thermal response of the system is important
and that our model is able to give a satisfactory
account of this coupling. In spite of vastly differ-
ent conditions, we are able to relate our results
to the usual low temperature and weak heat-pulse
experiments because of the dynamical similarity
between our model and the experimental situation.
At present, the molecular-dynamical method ap-
years to provide the only practical means for
studying closely coupled systems subjected to
stxong disturbances. We hope this work will
encourage experimental work to be done in this
x"eg1me.
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