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We examine the interaction of electrons with the lattice in solids where the resulting influence on electronic
states is so large (> 10kg A T) that the process cannot properly be explained in terms of phonon scattering. A
general description is given of temperature effects on photoemission so that we could properly use this tool to
study electron (and vibrational) states. We propose a microscopic description in terms of a dynamic
modulation of the orbital hybridization. While transition matrix elements may be effected, proper magnitudes
for experimental peak broadening and its temperature dependence are calculated on the basis of density of
states modulation alone. This phenomenon can be used to identify the atomic origin of certain photoemission
(and optical absorption) peaks, as demonstrated for d states in the noble-metal halides (and KBr). General
criteria are established for a solid to exhibit such strong (yet not Frank-Condon) electron-lattice coupling.
Generally speaking, the valence states of solids which have an ionicity midway between pure covalent and
pure ionic (0.86 > f; > 0.73), and certain conduction states of more ionic materials (1 > f; > 0.86) should exhibit
the necessary dynamic hybridization. We also consider effects of this interaction on the vibrational states.

I. INTRODUCTION

The recent work of Phillips and Van Vechten' to
classify solids according to a scale of ionicities
has shown striking changes in many properties of
solids with ionicities in the neighborhood of a
structural transformation. In the case of AYB®~¥
compounds we refer to these as “partially ionic”
solids because of their location between ionic
alkali-halide-type insulators and purely covalent
semiconductors such as silicon. The relative in-
stability of the structure of these solids is caused
by the electronic energy states being a complex
balance of contributions. The noble-metal halides
are a prime example since the relative mixing of
the metal d electrons in forming the valence states
causes these solids to be either rock-salt (AgBr
and AgCl) or zinc-blende (AgI and the copper
salts) structure at room temperature.

We have conducted a detailed photoemission in-
vestigation of the electronic states of the silver
halides in order to study the location and role of
the states derived from the atomic Ag (4d) orbit-
als.? In an attempt to sharpen broad structure in
the energy-distribution curves (EDC’s) of photo-
emitted electrons, the samples were cooled below
the Debye temperature ©,. Certain structure was
discovered® to sharpen by over an order of mag-
nitude more than the change in thermal energy
AkgT. Extension of this work to other solids like
TICl1,* and CuBr,® has supported the original idea
that such effects are due to a very strong inter-
action of the electrons with the lattice. While not
large enough to require the Frank-Condon prin-
ciple, the electron-lattice interaction in these

partially-ionic solids must be understood to inter-
pret their electronic and phonon states properly.

In this paper we examine microscopic aspects
of this interaction. Following examination of pos-
sible temperature effects on photoemission from
solids in Sec. II, we propose a very general de-
scription of dynamic wave-function hybridization
through which the lattice vibrations affect the elec-
tron states. This leads to effects mainly in the
density of states, but can also cause transition-
matrix-element changes. Using this general pic-
ture for the physical phenomenon, one can iden-
tify the atomic origin of certain EDC (and asso-
ciated optical absorption) peaks. In Sec. IV we
quantify these considerations by making certain
simplifying assumptions about the states involved,
the nature of the lattice vibra‘ions and the extent
of the electronic interactions. These computations
demonstrate the plausibility of dynamic hybridiza-
tion by predicting the proper magnitudes for ex-
perimental peak broadening and its temperature
dependence. We then establish in Sec. V some
general criteria for a solid to exhibit this type of
electron-lattice interaction.® We conclude by con-
sidering effects of this electron-lattice coupling
on the vibrational states and its possible impor-
tance in superconductivity.

II. TEMPERATURE EFFECTS ON PHOTOEMISSION

The effects of lattice vibrations in photoemission
are most easily handled by considering the photo-
emission as a three-step process’: optical excita-
tion of an electron followed by transport to the
surface of the solid with eventual escape into vacu-
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um. In considering the effects of temperature
variation on photoemission, it is most helpful to
consider the effects in each of these steps sepa-
rately.

A. Escape

In order for the photoelectron to escape from the
solid into vacuum, it must overcome the potential
energy barrier at the surface. The energy as-
sociated with the velocity component normal to the
surface must be greater than the electron affinity.
This defines a “cone” of velocities with which an
electron can escape the solid. The probability T'
for an electron with energy E at the surface to
escape from the solid can be used to define the
escape step.

In practice, T(E) has variously been taken as a
step function, a free-electron escape function with
an EY? dependence, used as a phenomenological
variable, or has been determined using band the-
ory. This function will be affected by any changes
in the surface potential (e.g., change in population
of the surface states), by scattering events asso-
ciated with the escape, or by a change in the elec-
tron affinity. The important point to realize for
the studies summarized here is that a change in
T(E) upon cooling will be seen primarily near
threshold and will be uniform for all the EDC’s.
As seen in Fig. 1, when large EDC changes are
observed, they occur many eV above the threshold.
Thus, an enhanced photoelectron escape is not
the process which is of primary importance. The
possibility of an increased escape probability due
to enhanced scattering into the escape cone will be
considered in Sec. II B on transport.

B. Transport

The photoelectron can change its energy by in-
elastic scattering on the way to the surface. The
scattering processes of importance when consider-
ing temperature variations are those which involve
the creation (emission) or annihilation (absorption)
of a phonon. The resulting changes in the electron
energy will appear in the measured EDC as a
replica of the actual final state energy just after
the optical excitation which is broadened and
slightly shifted to lower energies. This will also
occur if the interaction with the lattice is viewed
as a polaron whereby the electron energy is con-
tinually decreased as it moves through the solid
by an amount depending on the electron’s veloc-
ity.® Since the escape depths of the photoelectrons
at these energies are normally less than 100 A
when the final-state energies are above the thres-
hold for pair production,’ the total scattering his-
tory of any electron usually involves only a small
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FIG. 1. Comparison of energy distributions for elec-
trons photoemitted from (a) Ge, (b) metal-free phthalo-
cyanine, (c) and (h) CsI, (d) V,O4+Cs, (e) TICl, (f)
CuBr, (g) AgBr at 77°K (—) and 295 °K (---) for photon
energy #Zw. Electron energy is referred to the valence-
band maximum £,. Caution should be taken in comparing
the heights of curves since they are either chosen arbi-
trarily for (b), (c), and (h) or normalized to the incident
rather than absorbed photon flux for the others. The data
are from (a) T. M. Donovan, Ph.D. dissertation (Stanford
University, 1970) (unpublished) (Xerox University Micro-
films No. 71-12887); (b) B. H. Schechtman, Ph.D. disser-
tation (Stanford University, 1969) (unpublished) (Xerox
University Microfilms No. 69-14014); (c) and (h), T. H.
DiStefano, Ph.D. dissertation (Stanford University,

1970) (unpublished) (Xerox University Microfilms No.
T1-2755); T. H. DiStefano and W. E. Spicer, Phys. Rev.
B 7, 1554 (1973); (d) G. F. Derbenwick, Ph.D. disser-
tation (Stanford University, 1970) (unpublished) (Xerox
University Microfilms No. 72-12882); (e) Ref. 4; (f) Ref.
5; and (g) Ref. 2. Another good example is Lil by T. H.
DiStefano, Ph.D. dissertation (Stanford University,

1970) (unpublished) (Xerox University Microfilms No.
71-2755) and published in Ref. 3.

number of phonons. In the silver halides, the LA
phonon energy is on the order of 8 meV and the
LO phonon energy around 20 meV.® Thus, the en-
ergies involved in such scattering events are nor-
mally much less than 0.1 eV. As the temperature
is lowered, the probability of absorbing a phonon
is greatly diminished and hence the electron-
phonon interaction will be reduced. This will



cause a sharpening in EDC structure and a shift
to high energies due to the asymmetry of this nar-
rowing. However, since the energies in the high-
temperature broadening are so small tobegin with,
the sharpening and shifting of EDC structure when
pair production is possible will be very small,
normally being comparable to the change in kgT.
The change in the photoemission upon cooling a
wide variety of solids are quite small [see Figs.
1(a)-1(d)]. For the most part, these changes can
be explained simply by this process of absorption
or emission of a few phonons by the photoexcited
electron.

The final-state energy of the photoelectron fol-
lowing excitation may be greater than the electron
affinity of the solid but, because of the direction
of its velocity, it may not fall within the escape
cone; if this is the case and if its velocity remains
unperturbed, it will not be emitted into vacuum.
The electron may, however, interact with the lat-
tice thereby changing its real momentum but not
appreciably changing its energy. There is then the
possibility of scattering into the escape cone and
obtaining an enhanced number of electrons emit-
ted.’® Such a scattering process would be temper-
ature dependent by virtue of the temperature de-
pendence of the lattice vibration. The major effect
this would have on the EDC’s is a rather uniform
increase of the peak strengths with increasing
temperature. However, this would probably only
broaden the structure on the order of several
optical phonon energies, about 50 meV. This is
clearly too small to explain, for example, the
measured silver halide temperature-dependent
broadening in Fig. 1(g). It is further in the wrong
direction to explain most of the variation in peak
strengths with temperature.

C. Optical transition

Considering the effect of temperature variation
on the excitation, we must examine both the tran-
sition and the states involved in the transition
separately. The latter will be discussed in Sec.
III. The transition matrix elements will mainly
serve to suppress or enhance any temperature
dependence present in the density of states because
it simply “projects out” part of the hybridized
basis function. Thus, one expects the matrix ele-
ments to mainly affect the observed electronic
state temperature dependence in different photon
energy ranges,''? but not to be as strongly ma-
terial dependent as Fig. 1 demonstrates.

III. ELECTRONIC STATES

Based on the preceding, it is reasonable to ex-
pect that what is occurring in the EDC’s is char-
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acteristic of the electronic states of the solid
rather than the photoemission used to study them.
A more complete discussion of various mecha-
nisms causing thermal effects is given in Refer-
ence 2.

A. Temperature effects

Two important experimental findings must be
explained. First, the thermal effect is only ob-
served for a few solids having intermediate bond-
ing. This generally includes valence states of
partially ionic solids and conduction states of
ionic solids having d character. Secondly, the ef-
fect is selective according to the electronic state.
This is clearly observed in the series of AgBr
EDC’s shown in Fig. 2. For example, independent
of photon energy, structure is temperature inde-
pendent for electron energies within 1.5-2.0 eV of
the upper edge of the curves and for the peak
emerging at hv=11.0 eV (i.e., 3.7 eV below this
edge). For initial states in the ~1.5 eV inter-
mediate region, the thermal modulation is strik-
ing.

There are a number of mechanisms for thermal
influences on electronic states which cannot ex-
plain these two very general results. One natural
approach to the problem is to adopt a deformation
potential viewpoint. Dexter'® extended such a
treatment to account for the nonperiodicity of a
vibrating lattice. Because of the expansions and
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FIG. 2. Comparison of energy distributions normal-
ized to quantum yield (per incident photon) for electrons
photoemitted from AgBr at 80 and 295 °K for photon en-
ergies of 10.8—-11.8 eV.
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contractions associated with the lattice, there
exists local deformation potentials which result in
local variations in the band gap. The energy of a
state is taken as statistically distributed in ac-
cordance with the probability that a constant uni-
form dilation is realized. This theory employs a
simple dilatation for lattice vibrations, thereby
completely smoothing phonon details such as dis-
persion. Local distortion can also be treated in
terms of the local vibrations. This approach is
based on the usual quadratic Stark shift of the
electron energy produced by a uniform electric
field'* or random microfields.!® Each of these
three theories to some degree successfully de-
scribes Urbach’s rule.'® Since thermal effects
having such an origin must then be significant for
too broad a group of solids (e.g., alkali halides,
silver halides, amorphous semiconductors) and
must describe all electronic states the same, it is
clearly not applicable here.

The electronic states must be affected directly
by the lattice rather than by an “external” pertur-
bation of the electron’s energy. One method of
doing this is to explicitly consider the “stationary”
(i.e., time-independent), vibrating-lattice states
of the solid rather than calculating how the states,
computed in a periodic nonvibrating frozen lattice,
are shifted or broadened due to a departure from
periodicity or a change in the lattice constant.
This has been attempted in the pseudopotential
formalism by using a temperature-dependent form
factor obtained for each atomic form factor by
multiplying by the Debye-Waller factor.'” This
theory cannot be used directly for our considera-
tions because it only applies to solids which can be
treated by pseudopotentials (i.e., where the “weak-
binding” approximation is valid). Different con-
siderations are needed for partially ionic solids
where the tight-binding approximation works well.
By studying this formalism, we are led to de-
scribe the thermal effects as a modulation of the
near-neighbor wave-function overlap.

B. Dynamic hybridization

Properties of the electronic states in partially
ionic A*B~ solids are most easily understood by a
tight-binding description.'®!* The energy derived
from an atomic orbital # is given by

ELEW (EQ, )

Ek,n:€n+( 1+Sk,n (1)

for the state whose wave function is a linear com-
bination of Bloch sums

er(M=2 a, e Ry, (T-R,-6,d), (2)
L K

where Kk is the wave vector, L= (n,d) including

principal and orbital angular momentum quantum
numbers, a, is a normalization factor, 6, =0 if
¥,’s come from A" ions, and 6, =1 if ¥;’s come
from B~ ions. We must then consider the effect
of temperature on each of these contributions to
the electronic states, viz., €, is the atomic energy
eigenvalue, EY is the Madelung energy, EY is a
crystal-field correction involving the wave func-
tions on a given site and the potential on a neigh-
boring site, and E{, and S, , are the two-center
near-neighbor overlap integrals with and without
the potential, respectively.

When the interatomic distance is changed due to
thermal vibrations and the much smaller accom-
panying contraction of the lattice, the purely sin-
gle-center terms €, are not effected as long as the
adiabatic approximation is valid. Of the remaining
four terms which all depend on nearest-neighbor
distance |d|, there is an important difference in
the overall range of “interaction.” The Madelung
energy E™ involves long-range electrostatic
potentials from all the ions in the solid, while the
“overlapping” terms E®, E®), and S are only in-
volved with the short-range potentials and/or
wave function located at nearest neighbors. Thus,
as [d| undergoes random changes due to lattice
vibrations, the dynamic variations of near-neigh-
bor contributions will average out when the made-
lung sum is taken over many unit cells. The re-
sulting temperature dependence of this energy term
can be expected to be many times smaller than
those involving overlap. The dynamic ion vibra-
tions cannot be properly simulated by a uniform
static lattice constant change.?

For partially ionic solids, some near-neighbor
terms contribute significantly to the frozen-lattice
band structure since wave-function overlap is
large and the energy of neighboring A" -5 ~ states
are nearly equal. Further, the wavefunction ex-
tent is such that E® and S depend strongly on ionic
separation. Thus, as the atoms vibrate about
their equilibrium lattice position, the dynamic
changes in atomic separation caused by the optic
modes will produce considerable modulation of the
hybridized states. At any instant of time, we
optically probe the solid and sample these non-
stationary states (i.e., those that change with
time). Since the measurement averages over an
appropriately long period of time by counting a
large number of optical excitations, a broadened
level is detected. Such broadening will, of course,
be temperature dependent, for as the temperature
is lowered, the dynamical motion of the lattice is
significantly reduced. This will result in smaller
fluctuations of the hybridization with a correspond-
ing reduction in broadening. Since the wave-func-
tion hybridization is affected by the dynamic mo-
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tion of the lattice, we refer to this effect as “dy-
namic hybridization.” The shifts caused by the
contraction of the lattice upon cooling are negligi-
ble compared to this effect. Since it depends
critically on the nature of the atomic orbitals,

this process is material and electronic state spec-
ific, as required by experiment. This last proper-
ty allows it to be used for identifying the atomic
origin of certain regions of the density of states.

Not only will the energy of the state exhibit dy-
namic hybridization, but also the wave function
corresponding to E will change. This is a direct
result of thermal modulation in the hybridization
coefficients a;, which enter the Bloch sums
formed from different ionic orbitals [see Eq. (2)].
Thus, optical transition matrix elements will de-
pend on temperature and will “project” the tem-
perature-dependent density of states differently
for different #v and final states.'? However, this
effect alone does not explain the dependence of the
data on material.

The electronic state broadening we discuss is
many times greater than the thermal energy k57.
There may be some question as to how this can
occur, since the maximum energy which can be
transferred to the electronic states is only the
energy in the vibrating lattice. The important
point is that this is true for all the states in the
solid taken together. When a p-derived state is in-
creased in energy due to the atomic motion, the
net energy of the d-derived states with which it
mixes will decrease by nearly the same amount.
Thus, the individual hybridized states may be
shifted by a much greater amount than kzT. This
occurrence for the hybridization of electronic
states is equivalent to the more familiar crystal-
field-splitting case where the average energy of
the split levels is always equal to the energy of
the unperturbed state (taking degeneracy into ac-
count).

It is important to realize that this process limits
the range of validity of the Born-Oppenheimer ap-
proximation.?' Since the lattice vibrations directly
affect the electronic states, wave functions of the
hybridized states of partially ionic solids cannot be
separated into an electronic and a nuclear part.
This implies that one cannot consider separate
electron and phonon states, and that the electron-
lattice interaction cannot be treated by perturba-
tion theory.

IV. MODEL CALCULATIONS

The dynamic hybridization description satisfies
the general features of experiment presented in
Figs. 1 and 2. To show that it is physically rea-
sonable, we must make quantitative arguments

which at least yield the proper order of magni-
tudes for the experimental peak broadening and its
temperature dependence. We assume constant
matrix elements, thereby computing thermal
modulation effects on the density of states alone.
The silver halides are taken as exemplary partial-
ly ionic materials, and their valence states in-
volve orbital mixing typical of some conduction
states in ionic compounds. Because of the similar-
ity between AgCl and AgBr properties, we can
apply the general conclusions determined for one
compound to both when only limited information is
available.

A. Lattice vibrations

We must first accurately describe the thermal
vibrations of the lattice. Probably the most con-
venient temperature parameter describing the
dynamical motion of the lattice is the Debye tem-
perature © ;. This normally corresponds to the
temperature at which optic phonons are first ex-
cited. The rms displacement of the atoms as a
function of temperature can be calculated using the
Debye-Waller theory.*?* The mean-square ampli-
tude of vibration of each atom in a monatomic
solid, with one atom per unit cell of mass m, is
given by

omeT? O .\2 .@D/T X
2_ ~D —2 Ay
“ mkg®p [<2T> +j e* -1 dXJ ) 3)

0

A good first approximation to the calculation of the
vibrations of each ion of a diatomic solid is to as-
sume an equal displacement for the two types of
ions, each one having a mass which is the mean of
the two constituents 7. The resulting tempera-
ture dependence is shown for AgCl in Fig. 3 for
m=71.7 amu and © ,=162°K. The contraction of
the lattice constant a upon cooling from room tem-
perature to 80°K is shown for comparison to the
vibrational amplitudes.*® The rms displacements
for each ion, as determined from neutron-diffrac-
tion measurements,?® are surprisingly close, being
within 10% and showing the same functional be-
havior. The interesting conclusion that can be
drawn from these results alone is that the ampli-
tudes of vibration for partially ionic solids are
typical of most materials and are thus nof a char-
acteristic feature of dynamic hybridization effects.

B. Electronic states

The valence states of AgCl were calculated using
the tight-binding approximation discussed above.
The tight-binding matrix elements were obtained
using the Slater-Koster method.?® For the cubic
(NaCl) structure O}, elements along the line T'

-~ A~ L for first and second nearest neighbors, in
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FIG. 3. Temperature dependence of the AgCl rms

displacement calculated using Eq. (3) and measured by
Vijayaraghavan et al. (Ref. 25). The contraction of the
lattice from 295 to 80 °K (Ref. 24) is included for com-

the two-center approximation, are given in Table
I. The secular equation is then a 9X9 determinant
whose basis functions are the one Cl 3s orbital
(s), three Cl 3p states (x,v,z), and the first Ag
4d states (xy, yz, zx, x> —y%, 3z°-7%. The nu-
merical values used for the parameters in the
matrix elements (e.g., pdo) were those determined
by Bassani, Knox, and Fowler for the assumption
that only the nearest-neighbor interactions were
important.?” Since our interest here is in deter-
mining the importance of the various contributions
to the energy in Eq. (1) and in particular the effect
of the wave-function hybridization on the states,
calculations of the energies at I' and L alone are
sufficient. Diagonalizing this secular equation,
the resulting magnitudes of each of the contribu-
tions to the energy are shown in Fig. 4.

When wave-function normalization is taken into
account in Fig. 4(c), the d-derived states at " are
higher in energy than the p-derived I' orbitals. It
is interesting to note that this contribution which
involves overlap between the wave functions of the
two atomic species causes the order of the levels

parison.

to reverse at I and produces the large separation

TABLE I. Hamiltonian tight-binding matrix elements for the cubic (NaCl) lattice O‘;", along
the line ' A— L for first, 1, and second, 2, neighbors in the two-center approximation.?

(s/s)

(s/x)

(s/xv)

/%), (/) ,(2/2)
(x/v)

(xc/x%)

(x/vz)

(x/x% — v?)

(x/32% ~7?)
(2/32% = 7%
(xv/xv)

(vy/x2)

(xv/x% = 4%)
(xy/32% — 7?)
(xz/x% — v
(x2/32% — %)

(x® =12/ —9?), (322 — #%/322 — #?)

(x* —1%/32% — 7?)

12(ss0); cos’t + 6(ss0), cOS2¢
[2V2i(spo); + 2i (spo)y] sin2E
—2V3(spo), sin’e
[4(ppo),+8(ppm)y] cos’t +[2(ppa)y+ 4(ppT),) cos2E
[2(ppm)1 — 2(ppa),] sin’E
[5V6i (pdo)y + V2 (pdr)  + 24 (pdT),) sin2é
0
[B/V2)ilpdr), — {;\gf(pda)lJr V3(pdo),) sin2é
[33Zi(pda); — 5V6i(pdr), — i(pdo),) sin2¢
[(1/V2)i(pdo) + V6i(pdm)y+ 2i (pdo)y) sin2¢
[3(dda);+ 4(ddm),+ 5(ddb) ] cos’ + [4(ddT)y+ 2(dd5),) cos2E
[2(dd6) | — 2(ddr),] sin®t
0
[V3(ddo), — V3(ddd) 4] sin’t
[2(ddd); - 2(ddo),] sin’t
[3V3(ddb), — 3V3(ddo),] sin’z
(6(ddm),+2(ddo), + $ddd) ] coss + [3(ddo)y+ 3(ddb)y) cos2s
0

a

=0atI,

£=kxa:kya:kza{:%1r at I
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FIG. 4. Contributions to the valence-band structure
of AgCl at I' and the highest valence state at L calcula-
ted by the tight-binding approximation Eq. (1): (a) the
free ion energy €,; to which we add (b) the Madelung
energy E{®; (c) the wave-function normalization cor-
rection S, , is accounted for; followed by the turning on
of (d) the crystal field E{1 of the neighbors; and finally
(e) the two-center wave-function overlap E{% is included.
The energies of the states, referred to the valence
band maximum, are shown in parentheses in part (e).

between the energies of the p-derived state at

I (T',,) and the highest L point (L}). The crystal-
field contribution in Fig. 4(d) simply shifts all the
states by roughly the same amount without pro-
ducing any sizable changes in their relative posi-
tions. The two-center overlap term, which is
turned on in Fig. 4(e), shifts the p-derived states
relative to the d-derived ones thereby producing
the ordering of the bands which we deduce from
photoemission. It is quite significant that the
overlap terms which depend on the p-d mixing
have such profound influences on the energy states
of the silver halides; it is these same terms
which are expected to be the most dependent on
temperature due to dynamic motion of the lattice.

C. Dynamic hybridization

Let us then consider the dynamic modulation of
electron states in terms of changes in the tight-
binding overlap terms. The interaction will be
restricted to about one nearest neighbor distance
and possible averaging effects are taken to be
negligible. Further, only the effect of 2=0 optical
phonons will be considered.

Consider the product of the potential with the
normalized free atomic wave functions ¥, corre-
sponding to the valence p and d states for nearest
neighbors; these orbitals are the actual tight-
binding orbitals for the states at I' [see Eq. (2)].
This term is shown in Fig. 2 of Ref. 6 for the Br

(4p®) and Ag (4d*°) orbitals and atomic potentials
from the Herman-Skillman tables.?® In the adiaba-
tic approximation, we can displace the halogen
relative to the nearest-neighbor Ag by the rms
displacement and recompute the overlap term; the
energy contribution is simply the integral of this
term. In this manner we estimate that the overlap
energy at I' changes by a third in both AgBr and
AgCl due to an optic-mode vibration equal to the
rms ionic displacement at room temperature; the
normalization term which does not involve the
atomic potential changes by over 25%. This crude
estimate is within a factor of 2 of a more exact
calculation for the pdo overlap in AgCl by Hayns
and Calais.* Since the overlap terms contribute
some 2-3 eV to the electronic states, these ther-
mal changes are quite significant (~1 eV) and com-
parable to experimentally observed broadenings.

To obtain more than just this rough illustration
of the energy broadening process, we combine
the model calculations for the lattice vibrations
and the electronic states presented above. To
simulate dynamic effects of the ions by computing
static changes, we consider variations only in
those contributions which depend almost entirely
on short-range, primarily nearest-neighbor,
interactions; since the atomic motion is random,
changes in long-range terms, which involve sums
over many unit cells, tend to average out. The
two-center overlap term and wave-function nor-
malization are taken as the only contributions
which are sensitive to thermal modulation. The
ionic displacement influence on the electron ener-
gy is simulated by the influence of a contraction
or expansion of the lattice on these two p-d mix-
ing terms. We use a very conservative estimate
for the lattice constant change which would be
reasonably equivalent to the ion motion. If one
considers the motion of only one ion in an other-
wise frozen lattice, its displacement is also the
change in separation between two nearest neigh-
bors (really half the actual rms spacing change).
Taking this view, the single ionic displacement
is equivalent to the lattice constant change for
its particular unit cell edge. Thus, we took the
most conservative estimate of allowing the lat-
tice constant to increase and decrease from its
equilibrium value by the »ms value of the mean
ionic displacement (e.g., the room-temperature
AgCl lattice dilation is only 0.49 bohr).

We then estimate the thermal broadening by
computing the short-range energies for both posi-
tive and negative displacement of the ions from
equilibrium. From calculations made with an
unscreened Slater exchange potential in the course
of the work of Ref. 27, Fowler estimates that
each of the AgCl two-center integrals (e.g., pdo
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in Table I) changes by an average of about 5%
upon a 1% change in lattice constant.®® We there-
by find that the AgCl L; valence-band maximum
broadens with temperature in the manner shown
in Fig. 5. Though this p-derived state is not
directly related to any measured EDC structure,
its energy provides an order of magnitude esti-
mate for the experimental broadenings since its
large hybridization (i.e., 30% d character®’) makes
it particularly sensitive to ionic separation. The
absolute error in these calculations can be esti-
mated by assuming that the effects of the lattice
vibration are “frozen out” at very low temper-
atures. We then over “correct” the results in
Fig. 5 by the using of the zero-point rms dis-
placement (i.e., an AgCl L; broadening of 0.3 eV
at 0 °K).

The theoretical results are compared with ex-
periment in Table II. On the right-hand side of
Table II, calculations to determine the effect of
the lattice contraction are presented. As can be
seen, the contraction produces shifts of less than
0.1 eV upon cooling from 295 to 80 °K and, of
course, no change in broadening. Our simple
calculation thus indicates that the lattice vibra-
tional modulation of the overlap produces fluc-
tuations in the energies of the hybridized states
which are the same magnitude as the observed
broadening of photoemission EDC’s. These rough
calculations further indicate that the changes of
these energy variations upon temperature re-
duction are of the same order of magnitude as the
measured EDC temperature dependences. In ad-
dition, since the broadening depends on the am-
plitude of the ionic vibration, the gradual de-
pendence on temperature seen in our experiments
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dependence of the broadening of the AgCl valence-band
maximum Lj.

TABLE II. Comparison of the temperature depen-
dences of the 90% EDC widths of AgCl (AgBr) and the
computed broadening of the valence-band maximum
(AE,) of AgCl. The calculations used the tight-binding
bands for both the rms displacement (x) and the con-
traction of the lattice (Aa) upon cooling from room to
liquid-nitrogen temperature.

T 90% EDC u AE aﬂa AE,
(°K) width® (ev) A) (V) A) (eV)

295 0.5(0.6) 0.26 0.8 5.550 0
80 0.3(0.3) 0.14 0.3 5.517 <0.1
29580 0.2(0.3) 0.12 0.5 0.033 <0.1

? Reference 24.
P AgCl (AgBr), hv=11.6 (10.2) eV.

is to be expected. It is further evident that an
EDC peak can exhibit a large broadening > 10k;AT
yet a minor energy shift ~k3AT. We believe that
the success of our conservative simulation of dy-
namic effects in terms of purely hybridization
variations is persuasive evidence for the new
electron-lattice interaction reported in this paper.

V. DISCUSSION

A. Partially ionic solids

The strong electron-lattice interaction is ob-
served in a very limited number of solids. The
conditions which have to be met for a material
to possess this property can be stated as follows.
(i) Electronic wave functions have to be localized
on individual atomic sites enough for the tight-
binding approximation to be a good description
of the electronic structure. This eliminates solids
such as metals or predominantly covalent crys-
tals whose electronic wave functions are so ex-
tended that random variations in |a| hardly modu-
late E®) or S in Eq. (1). (ii) The electronic wave
function should not be localized to the point where
the amplitude change of lattice vibration hardly
modulates the orbital overlap between two nearest-
neighbor ions. (iii) The ¥, must be atomic species
which are compatible for mixing. Further, their
energies (i.e., €, +E ™) must be reasonably close
to each other for the wave-function ¢ to contain
a considerable amount of hybridization between
the two Bloch sums. (iv) The range of temperature
variation should contain or be near ©j in order
to change the amplitude of lattice vibration sig-
nificantly.

Each of the four materials in Figs. 1(a)-1(d)
does not exhibit dynamic hybridization effects in
the temperature-variable EDC’s because they fail
to satisfy one of these criteria. Ge fails to meet
the first condition, the molecular crystal metal-
free phthalocyanine fails to meet the second re-
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quirement, the valence states of CsI (and Lil)®
the third, and the transition metal oxide V O,

the fourth since ©,=750°K. On the other hand,
TICl, CuBr, and AgBr exhibit EDC changes which
are many times kzAT because each one satisfies
all four conditions.*™® All materials are ionic
with considerable amount of covalent binding;

this makes the electronic wave function some-
what extended yet localized enough to be treated
in the tight-binding approximation. The ionic
energy levels of the halogen outer p orbitals are
fairly close to those of the metal s (in T1*) or

d orbitals (in Cu® or Ag™); thus, the valence
electronic states are expected to be hybridiza-
tions between the halogen and metal orbitals. The
Debye temperatures of 140 °K, 164-222°K, and
144°K for the TICl, CuBr, and AgBr, respective-
ly, are well within the range of experimental
temperature variation between 77 and 295 °K; the
lattice vibration amplitudes then increase by more
than 90% over this temperature range.

The number of substances which have filled
electronic states satisfying these criteria are
few. Ionicity provides at least an indirect measure
of the first two requirements if one limits con-
sideration to valence states exhibiting dynamic
hybridization. Using our experience, one would
expect materials with ionicity between that of
AgCl and CuBr to be prime candidates. These
compounds define a narrow range about the cri-
tical Phillips-Van Vechten value' as shown in
Fig. 6. It is solids which have ionicity roughly
in this range (0.86>f,> 0.73) that we term par-
tially ionic. Both AgBr and Agl have intermediate
ionicities and do exhibit some EDC structure with
an anomalously large temperature dependence.?
We may then predict on the basis of Fig. 6 that
the following materials may exhibit properties
related to a strong valence-electron-lattice in-
teraction: MgO, MgS, MgSe, CuF, CuCl, CdO,
CdS, CdSe, and CdTe.

B. Electronic states

The basic microscopic mechanism discussed
in this paper is very general and need not be
limited simply to valence electrons. When valence
wave functions are strongly localized and a large
ionicity results (e.g., in alkali halides), some
higher energy conduction state orbitals should
have the proper characteristics for a large dy-
namic hybridization energy component. There
is evidence for this in the high-energy EDC’s of
CsI [ Fig. 1(h)] and the temperature-dependent
optical spectra of alkali halides.?' For example,
in Fig. 15 of Ref. 31 the A -4, lines of KBr at
hv =19.8 eV show many tenths of an eV broaden-

24fF STRUCTURE

- = ¢ DIAMOND, ZINC-
221 BLEND

u - A WURTZITE
20 ® ROCK SALT

_ 0 ROCK SALT/
ek WURTZITE

CleV)
-
)
W
[6)]
13)
[=4
@

FIG. 6. Separation of fourfold and sixfold coordinated
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ing at room temperature.

From such temperature-dependent photoemis-
sion and optical data, the atomic origin of density-
of-states structure can often be deduced. This
is based on the result that only the hybridized
electronic states strongly interact with the lat-
tice. Thus, from Fig. 1(g) the upper filled states
of AgBr are formed from hybridized mixtures of
Br (4p) and Ag (4d) orbitals. From the band cal-
culations in Fig. 4(e),?” these states are clearly
derived from the halogen p levels. Similarly, we
propose that the 19.8-eV A -A, structure in KBr
reflectance®! involves final states which are hy-
bridizations of K (4p) and Br (4d) orbitals; a study
of KBr band-structure calculations® reveals that
this is quite possible. The average of the widely
differing I'|, locations places this d level at al-
most the identical energy as the I' ;. conduction
p state. The resulting hybridized state is ~19 eV
from the valence band consistent with our assign-
ment.

It follows that one may be able to determine
the nature of peaks which lie close to highly tem-
perature sensitive structure but do not themselves
exhibit excessive thermal broadening. Whenforming
hybridized states, some of the orbitals will not
mix due to symmetry incompatibility; these usual-
ly originate from the atomic state having higher
orbital quantum number. Thus, the temperature-
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independent AgBr EDC structure at —3.7 eV in
Fig. 2 is identified as originating from Ag states
with almost pure 4d symmetry (i.e., those d states
which do not mix with neighboring Br p electrons).
By varying the vibrational energy of the lattice
through temperature variation, we have a method
of separating out hybridized states from spatially
and energetically nearby “purer” electronic lev-
els.®

C. Vibrational states

A natural question arises as to whether this
electron-lattice interaction has a corresponding
influence on the vibrational states. The phonon
dispersion curves of CuCl,*® and AgBr,’* have
recently been found to exhibit anomalous char-
acteristics compared with compounds of the same
crystal structure in which the d electrons did
not contribute to the bonding orbitals. Serious
difficulties in attempts to fit the data with usual
force constant and/or shell models occur because
of important differences for acoustic modes which
mix with optic modes (mainly transverse). This
is illustrated for the [110] dispersion of CuCl
and its isoelectronic counterparts ZnS,*® and
GaP,? in Fig. 7. It has been suggested®”**® that
the curious shape of CuCl shown in Fig. 7 and
resulting theoretical difficulties were due to in-
teractions between 3d electrons on second-neigh-
bor Cu ions.

While we agree that the unique phonon properties
must correlate with the presence of d electrons
in these types of solids, our experience with
electronic properties unique to the same class
of materials leads us to a different microscopic
origin. We propose that these anomalies occur
because of a large displacement-dependent near-
neighbor electronic wave-function hybridization.
The lattice vibrations view this displacement-
dependent hybridization as a changing potential
in which the ion finds itself as it moves away from
its equilibrium position in the lattice. This should
lead to large temperature-dependent contributions
to the phonon dispersion. There is recent evi-
dence®® that the low-temperature phonon disper-
sion of Cull differs significantly from room-
temperature values®® (Fig. 7). While this process
happens to involve d states in noble-metal ha-
lides, it should not be limited simply to d-band
solids. For example, we would expect TICI to
have unusual vibrational properties because of
s-p mixing (see Ref. 4). Further, the materials
which Fig. 6 predict will exhibit dynamic valence-
state hybridization effects are also candidates
for phonon anomalies. Based on the results of
Fisher for AgCl,*® and the results of Vardeny
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et al. for CuCl,%® these new contributions to the
dispersion should be primarily harmonic in char-
acter; sophisticated treatments of anharmonic
effects are probably not necessary to theoretically
model the interaction.

VI. CONCLUSION

The major new feature of this work is the dis-
covery of a temperature dependence of certain
structure in the energy distributions of photo-
emitted electrons which is an order of magnitude
greater than the change in thermal energy 25 7T.
This probably represents the first observation
of what may prove to be a whole new class of
electron-lattice effects in solids which satisfy
the general criteria listed in Sec. VA. For ex-
ample, the properties of superconductors may
be affected by the same mechanism. Since this
process perturbs the normal electron-lattice
interaction so strongly, we expect modifications
to the electron-phonon coupling responsible for
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superconducting behavior.

This dynamic hybridization process was able to
explain the material and electronic state selectivity
evident in the photoemission data. By using a
very simple approximation of k=0 optical phonons
and restricting the extent of the interaction to
about one nearest neighbor distance, the proper
magnitudes for density-of-states peak broadenings
and their temperature dependences were calcu-
lated. A model-independent application of this
mechanism allowed the silver states with almost
pure 4d symmetry in the silver halides and the
hybridizing conduction d states in KBr to be iden-
tified directly from experiment.

In order to obtain further information, both the
data and physical process must be treated in more
detail. For example, we find that the EDC peak
width W broadens exponentially with temperature
according to

W =W, exp[ C(T/0p)]. (4)

W, measures the EDC width corresponding to
zero-point vibrations, while the slope C is a
measure of the temperature dependence of the
density-of-states broadening. This is illustrated
in Fig. 8 for the direct transition peak of AgBr
in the hv=10.2 eV EDC’s .

The exponential dependence occurs for peaks
in all the silver halides and is relatively insen-
sitive to the photon energy of measurement as
shown by Table III. Note that the average pa-
rameters for the halogen p-derived structure are
nearly identical for AgBr (W,=0.29 eV, C =0.35)
and AgCl (W,=0.27 eV, C=0.35); this common
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FIG. 8. Temperature dependence of the AgBr, kv
=10.2 eV EDC width measured at 90% of its maximum
height, as shown in the insert. The straight line cor-
responds to the equation W=0.25 expl0.47(T/®p)l.

TABLE III. Characteristic parameters defined by Eq.
(4) for the exponential temperature dependence of silver-
halide EDC peak widths. The width, measured at 90%
of maximum peak height, spans the peak unless indicated
by I for left or » for right half-width. The peak is iden-
tified by its initial- E; or final-£; state energy where
applicable.

hv W, C
Material (eV) (eV)

AgBr 10.8 0.32 0.33
10.2 0.25 0.47
9.7 0.15(2) 0.27
9.2 0.14(0) 0.32
AgCl? 11.8 0.14(#) 0.35
11.6 0.11(%) 0.47
11.2 0.13(%) 0.28
11.0 0.31 0.28
AglI(B) 11.3° 0.47 0.22
10.6° 0.49 0.17
9.2¢ 0.29 0.15
8.1d 0.14(D 0.14

2E;=-2.65eV.
YE;=-1.17 eV.
CE;=7.8¢eV.
4E;~17.16€V.

value of C= § may be a basic constant describing
the effect. As ionicity decreases with the in-
creasing covalent bonding of 8-Agl, the dynamic
effects on hybridization energies decrease (i.e.,
C=0.17).

The many-body nature of the interaction makes
the theoretical problem very complex. As in the
case of the Jahn-Teller effect, the frozen-lattice
approximation is not valid, and one must really
consider wave functions of the entire solid (e.g.,
vibronic states) rather than separate electronic
and nuclear parts. The concepts of a frozen-
lattice energy band structure and well-defined
temperature-independent phonons must be applied
with caution. Doniach has used a Green’s-func-
tion method to account for random variations in
tight-binding overlaps induced by the ionic mo-
tion.** To first order, the temperature dependence
of density-of-states structure is found to be the
same as the EDC width dependence [i.e., Eq. (4)].
C may be useful as a quantitative measure of the
amount of hybridization of the electronic states
corresponding to a particular EDC peak, as sug-
gested by the experimental trends. These early
theoretical results support the view that the im-
portant thermal modulation occurs for the density
of electronic states rather than for matrix ele-
ments which depend on a particular experimental
probe. They further indicate that the dynamic
hybridization picture is, in general, a proper
representation for the physical phenomenon.
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