PHYSICAL REVIEW B

VOLUME 14, NUMBER 2

15 JULY 1976

Non-muffin-tin version of the multiple scattering method for crystals and molecules

L. G. Ferreira, A. Agostinho, and D. Lida
Instituto de Fisica, Universidade de SGo Paulo, Caixa Postal 20516, Sdo Paulo, Brazil
(Received 15 March 1976)

We present a variational version of the multiple scattering method for non-muffin-tin potentials. Compared
with a perturbational procedure where the non-muffin-tin parts of the potential are treated in the first order,
the present method is both faster and more precise. In a trial numerical calculation for iron, we exhibit the

virtues and main difficulties of the method.

I. INTRODUCTION

The extension of the multiple scattering method
to non-muffin-tin potentials has been tried by dif-
ferent authors. First, we mention the work of
Williams' and Williams and Morgan® which deals
with general potentials, but which is too compli-
cated to be of practical numerical interest. Aside
from this general method, there are works which
handle the non-muffin-tin potentials in an approxi-
mate way. In this latter category we mention the
work of Keller® which introduced extra spheres so
as to minimize the space where the muffin-tin po-
tential is constant. These extra spheres introduce
extra degrees of freedom, thus increasing the size
of the secular matrix. Also in the category of ap-
proximate methods are the works of Danese and
Connolly* and Andersen and Kasowski® which deal
with the non-muffin-tin potentials by perturbation
theory, and the work by Herman, Williams, and
Johnson® which introduces the overlapping atomic
spheres to try to account for the effects of a non-
muffin-tin potential.

The muffin-tin potential is a good approximation
as long as the structure is compact so that the
volume where the potential is constant is relative-
ly small. In this sense, the method proposed by
John, Lehmann, and Ziesche,” while dealing with
nonspherical potentials inside the spheres, does
not solve the main problem because still requires
a constant potential outside the spheres. The
method developed below abandons the constant po-
tential outside the spheres but still requires spher-
ically symmetric potentials inside. Though the
method is not exact, it is more precise, simpler,
and faster than first-order perturbation theory.

II. DERIVATION OF METHOD

In order to derive the secular equation for the
multiple scattering method, we consider the sim-
plest case of a crystal with one atom per cell. The
space is divided into two regions: region I is made
out of the spheres with radius R circumscribing
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the atoms, where the potential is spherically sym-
metric; region II is the space outside the spheres,
where the potential may vary. In region I we de-
fine the trial function as a linear combination of
solutions of Schrdodinger’s equation for energy €,

b= ; iC,u,(r, €) Y, (F) . (1)
In (1), X means the pair (I, m) of angular momen-
tum eigenvalues, Y,(F) is a real spherical har-
monic, u,(r,€,) is a solution of the radial Schro-
dinger equation, and C, are the coefficients of the
linear combination. The coefficients C, of the
central atom are related to those of the atom at
the cell fi by the Bloch condition

Cx(m=eii'ﬂcx, (2)

> . . .
where k is a wave vector in the Brillouin zone.
In region II, the trial function is a linear com-
bination

Pp = ; Axd’x (3)

of multiple scattered waves
=2 ilet® Y (F - ), (K| F- ). (4)
3

The multiple scattered wave (4) is a coherent sum
of waves with angular momentum X scattered by all
the atoms of the crystal. The coefficients of this
sum are chosen so that the Bloch condition is
obeyed. This wave solves the Helmholtz equation

- Vi, =K%y, (5)

with eigenvalue K2. Thus the trial function has the
following set of variational parameters. The coef-
ficients C, of the linear combination (1) in region
1, the coefficients A, of the linear combination (3)
in region II, the energy €, defining the radial func-
tions in I, and K, the wave number defining the
scattered waves in II. It will be seen shortly that
the variational solution has

€, =€, (6)



14 NON-MUFFIN-TIN VERSION OF THE... 355

where € is the energy eigenvalue of the quantum-
mechanical problem, but K? is not related to this
eigenvalue by

€=K*+V,;. (7

Only in the special case of a constant potential in
the region II Eq. (7) holds. For a varying poten-
tial, this equation has no meaning, and K must be
determined variationally.

Before proceeding with the variational calculus,
we should also mention that the multiple scattered
wave (4) assumes the form

t(KR)
a7 O ﬂKu(KR)Z [e"p(

r,(k,K)=

In (10) the sum in § extends over the reciprocal lattice.

Uy =3'Y, (F I, (K7) + 2 Gonni o (KNYW(E)  (8)
A.'

in the neighborhood of the sphere of the central
atom. This result is central to any derivation of
the multiple scattering method and has been often
reviewed in the literature. The structure con-
stants G,, may be written in terms of the Gaunt
integrals I, (\/, ) [where A=(L,M), \'=(’,m’),
A=, m)]

GA')L=4‘"Z IA()")‘)FA(E,K); (9)
X

where

“Hiéz_ /(ll<?+gi2 K’")]]L (k+E|R)Y,(k+8). (10)

The exponential factor in the second term guar-

antees the absolute convergence of the series and one should take the limit of 4G®—~. In calculating
T',(k,K) we can also use a Ewald correction term, as explained in the paper by Ham and Segal.® It is also
worth mentioning that the multiple scattered wave of Eq. (4) can also be written as a series in the recipro-

cal lattice®

et (k+g )oF

(Kz'(hg)z). (11)

== mz;,(lkmm V(&8

Having defined the trial function in regions I and II we must use a variational procedure to determine the

energy eigenvalue and the variational parameters.

In the standard version of the multiple scattering method

one either forces the continuity of the trial function and its normal derivative across the sphere surfaces

or uses the variational expression due to Kohn and Rostoker.®

Both procedures are inadequate in the pres-

ent case because the trial function is not an exact solution of Schrédinger’s equation in region II. Thus we
recur to the variational expression extensively used by us in connection with the augmented plane wave

(APW) method!®!!

S, vt = eimav [or-Ouave [as o~ 040005+ [d (- o0z

+ 20 b f ds (0,411 - 3D, (F) f dS(3,ir; - 8,Y)Y,(F)*=0. (12)
A

In this equation, H is the Hamiltonian, 9, means
the outwards normal derivative at the sphere sur-
faces, and p, are arbitrary real numbers. The
surface integrals extend over the sphere of the

central cell. As it has been explained elsewhere,'!

upon arbitrary and independent variations in the
trial functions i; and ¢;;, in the two regions, the
energy € is invariant if ¢; and i;; solve the Schro-
dinger’s equation and if they match at the sphere
surface. This result holds for any value of the
parameters p,. Thus, these parameters may be

——

R
(€, €)C, f You,(r, € dr +ul(R, €,)
0

which is satisfied if Eq. (6) holds and if

r

chosen to simplify the resulting secular equation.
In our case, since the trial function is not an ex-
act solution to the Schrddinger’s equation in region
II, the approximate eigenvalue € will depend on

U, to some extent.

Thus using the variational expression (12) where
the trial functions are defined by (1) and (3) in
terms of the variational parameters A,, C,, K,
and €,, and equating to zero the variation of (12)
due to an arbitrary variation of C,, for fixed A,,
K, and €,, we obtain

i1 [dS ¥,(P)* (g by — B2 10,0 + RE10,0) =0,



356 L. G. FERREIRA, A. AGOSTINHO, AND D. LIDA 14

C,lu,(R, €,) = u,Ru}(R, €,)] =A,[n,(KR) - n,R*Kn}(KR)] +[j,(KR) - n,R?Kj}(KR)] > Gy - (13)
xl

Equation (13) simplifies considerably if we choose
uy=4,(KR)/R°Kj}(KR) . (14)

In this case, the relation between the coefficients
A, and C, becomes the standard

A,/C,=KR[j,(KRu}(R, €,) - Kj|(KR)u,(R, €,)] .
(15)

If we were to choose the parameters p, differently
from Eq. (14), the relation (13) between the trial
functions in the regions I and II would be much
more complicated. In that case a finite set of
angular momenta inside the spheres would gener-
ate through the A’ sum in Eq. (13) an infinite series
of angular momenta in the region II. Probably, in
that event the method would become useless.

We also notice that (14) establishes a value for
i, which depends on the energy eigenvalue through
K. In other words, the variational expression (12)
assumes different forms for different eigenvalues.
Thus approximate eigenfunctions corresponding to
different levels may not be expected exactly orth-
ogonal.

Now we turn our attention to the variations of
A,. Instead of performing this variation fixing
C,, €, and K, we already use the results given by
Eqs. (6), (14), and (15). Thus, upon a variation of
A,, C, also varies. Equating the total variation

J

r

to zero we obtain

N
3 (Kf NG RN EREL +Gn,)AR, =0,
A 11 1

(16)

where
N,=n,(KR)u,R,€,) - Kn}(KR)u,(R,€,), (17a)
J,=j, (KRR, €,) - Kj;(KR)u,(R, €,) . (17b)

Equation (16) is similar to the standard secular
equation of the multiple scattering method. The
only novelty in (16) is the appearance of a volume
integral in the region II. In the Appendix we dis-
cuss the appearance of this volume integral and
show that it is to be expected from first-order
perturbation theory.

Finally we turn our attention to the variation of
K. As it has been said earlier, for a varying po-
tential in region II, Eq. (7) is meaningless and K
must be determined variationally. When doing so,
we must remember that, according to Eq. (14), the
variational expression (12) is itself K dependent
through u,. But u, is not a variational parameter
in the sense that the variation of € is not second
order in the variation of y,. Thus when varying
K we must be cautious enough to vary only ¢;; in
(12) and not p,. Letting D be the symbol D=d/dK
for fixed A,, C,, €,, I, from (12) we obtain

* 1 - 2 * -
D£I¢1rm - €y dv +P ; (de(B,,z/)I - aanII)YA(r)fds (DYfy - 1R 8,D911) Y, (F)

. f dS DY, @) a5 0,417, (@) - [ a5 5,00 ¥, )" dsw,*Yl(f))m. (18)

Then, after a simple but lengthy calculation of the integrals in Eq. (18) we obtain

AN

where J, has been defined in Eq. (17b),
Z(1)=RKj}{(KR)® +j (KR)j (KR)

+[RK -1(1 +1)/KR]j ,(KR)? (20)
and

W, = fI B = <o @y v (1)

W jzd—K

d d - 1d
z AJA,, (K(K —E)dK./I;Zp‘ Iy dv +KdK./I; zp{v(r)sz dv +J,dK (KT )W,

L
4 (kI -2mK Y wu,,z(z")wm,>=o, (19)
<

r

In the special case of a constant potential in
region II

v(F)=Vyy,
the obvious solution of Eq. (19) is
K?’=€-Vy.

Then Eq. (16) reduces to the standard multiple
scattering secular equation. In the general case
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TABLE 1. Potential in the region II.

(a) Radius of touching spheres

(b) Potential outside the touching spheres

(c) Potential at the surface of touching
spheres

(d) Radius of the reduced spheres

(e) Potential at the surface of the
reduced spheres

(f) Potential in the region between

touching and reduced spheres

Average value of the potential outside

the reduced spheres (region II)

~

®

2.436 68 a.u.
~1.569 57 Ry

~1.674 18 Ry
1.72299 a.u.

—2.488 58 Ry
¥ X v (r) linear with »

—1.84163 Ry

of a varying potential in region II, one would find
the eigenvalues € according to Eq. (16), in a coarse
net of K values. For each pair (€, K) found, one
would calculate the average value of the left-hand
side of Eq. (19). By a simple interpolation for a
null average value, one would determine the ap-
proximate energy eigenvalue. As long as the vol-
ume integrals, appearing in Eqs. (16) and (19), can
be well done, the method is remarkably simple
because the finding of the solution of Eq. (16), for
a given K, is simplified since € appears only mul-
tiplying the volume integral and in the diagonal
term N,/J,. Thus, the usefulness of the present
method depends primarily on our ability to per-
form the volume integrals in region II, occurring
in Eqs. (16) and (19).

We also mention that € is not expected to be
much dependent on the value of K because the
volume integral in (16) works as a first-order
correction to the deviations of K (see Appendix).
As long as K is chosen in such a way that Eq. (7)
is approximately obeyed for a representative value
V11 of the potential in the region II, the resulting
value of € should be approximately correct. In our
trial calculations we observed that, near the opti-
mal value of K given by (19), the sensitivity of €
with K?, that is the derivative |de/d(K?)|, was of
the order of 1%. Thus, one is allowed to neglect
Eq. (19), in favor of an auxiliary condition such as
Eq. (7), where Vi, is interpreted as a representa-
tive value of the potential in region II.

III. NUMERICAL CALCULATION
In order to gain insight into the power and dif-
ficulties of the method, we made a test calcula-

167°

tion for a model potential for face-centered-cubic
iron. Initially the spheres were made to touch and
the potential was trimmed to be spherically sym-
metric inside the spheres and constant in the re-
gion outside. For this muffin-tin potential, the
method is exact and coincides with the standard
Korringa-Kohn-Rostoher (KKR) method. In this
situation, using waves with angular momentum
1=2, we calculated the d levels at I" (center of the
Brillouin zone) and found the eigenvalues € = — 0.983
Ry (for the triply degenerate level) and € = - 0.885
Ry (for the doubly degenerate level). Then, main-
taining the potential but reducing the radius of the
spheres by a factor V2 , we recalculated the energy
levels according to Eq. (16). With respect to the
reduced spheres, the potential is no longer con-
stant in the region II because it varies in the space
between the new and old spheres. In Table I we
show the data concerning the potential in the region
II and its spatial variation.

After verifying that de /d(K?) was very small in
the vicinity of € and K which satisfy Eqs. (16) and
(19), we abandoned Eq. (19) altogether, in favor of
the simpler Eq. (7) with Vy; defined as the following
average:

_ * * * *
Vi= }; AxAl,f“ V@b dv/g;AxAx. f“ Wiy dv.

(22)
Though this substitution simplified considerably
the numerical problem, the volume integrals oc-
curring in (16) and (22) turned out to be the bottle-
neck of the method. These integrals were calcu-
lated using Eq. (11) as the representation for the
scattered waves. Thus

jl' l ProE) . dv = R (KR (KR ; ; (| K+ B|R) (| R+ 8 | R V(R + DY, (R + B

x{[(k+8)?- K*|[(k+ &) - K*]}* fl l o(¥) expli@ - §)-Fldv, (23)
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TABLE II. Calculated eigenvalues as functions of the number of reciprocal-lattice vectors

in the double sums.

Number
of
vectors Eigenvalues (Ry) Comments
1 —0.953 and -0.855 Equivalent to muffin-tin potential
whose constant equals the average
potential in region II
15 —0.959 and —0.866
59 —0.972 and —0.873
113 —-0.977 and —-0.877
Exact ~0.983 and -0.885 Results calculated with the large

spheres (see text)

where we drop the exponential factors of Ewald’s
method since, as it stands, the double sum in Eq.
(23) is absolutely convergent.

The double sum in Eq. (23) is slowly convergent
as it can be readily concluded from the results in
Table II. In this table we present the energy
eigenvalues as functions of the number of recip-
rocal lattice vectors used in the double sums of
Eq. (23). The result for just one vector, §=(000),
is exactly equivalent to a muffin-tin potential
whose constant is the average potential in the re-
gion II. This can be seen from (22), which re-
duces to the ratio

fvﬁ)dv/j;ldv

in the case when just one § is taken in the double
sum. Table II shows that the energy eigenvalues
tend to the exact values as the double sum is made
with more precision, although the convergence is
not as fast as one would like.

IV. CONCLUSIONS-

The method presented above, and embodied by
Eqs. (16) and (19), or (16), (7), and (22), is the
simplest generalization of the multiple scattering
method for non- muffin-tin potentials that has been
presented so far. It is not an exact method, in
the sense that the trial function is not a solution
to Schrddinger’s equation in region II. Neverthe-
less, it is a variational method and yields results
that are more accurate than a first-order per-
turbation theory. Its weak point lies in the calcu-
lation of the volume integrals of Eqs. (19) or (22).
In the multiple scattering method, a volume inte-
gral such as

f. Vi

can be transformed into a surface integral which

can be readily calculated, but that is not the case
of

f Yo@Ydv .
I

On the other hand, the calculation of this integral
is unavoidable even if we decide to deal with non-
muffin-tin potentials by first-order perturbation
theory. When we are faced with the calculation of
such integrals in crystals we begin to wonder why
use the multiple scattering method and not a sim-
ple APW method. Indeed, the APW method han-
dles non-muffin-tin potentials in a very handsome
way. In the calculation of the volume integrals,
the speed of the multiple scattering method is
lost. Thus, for crystals with non- muffin-tin po-
tentials, the multiple scattering method seems
to lose its many assets compared with other
methods. On the other hand, for molecules, the
multiple scattering method still stands as the only
choice. In this case, we think that the best way
to study the effects of a non-muffin-tin potential
is through the present formalism.

APPENDIX

Let us consider the standard muffin-tin multiple
scattering method. In this case,

K2=€— V"

holds, V is the constant potential in region II,
and from Eq. (16) we exclude the volume integral.
Thus the secular equation becomes

det[(N,/J,) (K2, €)6y,.+ Gy, (K?)]=0, (A1)

where we explicitly state that the ratio N ,/J ; de-
pends on € through the radial function #,(R, €) and
through K? occurring in the arguments of the
Bessel functions.

Consider now a variation 6V} in the constant
potential V;. If Eq. (Al) is to hold, the eigen-
value must change by d¢. Then
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9 N, dG,,. 5 (N dG,,
;Mn,{[-a—e( )au,+7,( )zsn, d;}?]“'[é?(iff>6“’ dKa]W“} 0.

M,,. is the minor in the determinant of Eq. (A1) corresponding to the element (A,\’). It is well known that
this minor is proportional to the product A% A,. of the normalized coefficients defining the eigenfunction

(3). Thus
O Y 1¥/p RN C) WY C IS A

AN Ar

The ratio 6e/6V,, is just the probability P, of finding the particle in the region II. Then the probability
of finding it in region I is

PI=1—P"

or

e 5 asacdf3)] /5 i [ e e 5]

For future reference, and from Eq. (17) we obtain

8/NN\_ 1 B 2
'a—€<—Jl-> ——ijo‘ Vzu(7,€) ar. (A4)

The probability P, can be also calculated from (1). Thus
R
P.= cxc f Y2u,(r,€)?dr.
I :;: A~ A 1
But from (15) we obtain
1 R
- * 2
P,-zl: A,‘Axm‘/o‘ u,(r,€)?dr, (A5)

and comparing (A5) with (A3) we see that the normalized coefficients A, satisfy

3 A% Ah,[ < )ou,+—Kz<N >5M, fg%;i]=_x. (A6)

A

When using Eq. (A6) one must remember that it is valid only when the potential is muffin tin.
Then, using (A6) in (A2), we obtain

=Y Ay A,fzphwl.dv———ZA A»[aK( )5**' %’3“']

AL

for the probability of the particle being found in region II.

Finally suppose we choose a K” not exactly equal to € = V;. Within the linear approximation, (A1) may
be written

0=det[(N,/J ) (€= Vi, €0z + Gy (€ = V)] =det[(N,/T)E? + (€ = Vi; = K), )y, + Gy (K2 + (6 = V1 = K%))]
3 (N dG,,.
- det{ 1(K?, )5y, + Gy () + (€ = Vi = KZ)[W( '> 5y +_d_1_2;_]}
det( 1(K2, €)5y,. +Gn,(K"’)> fe=V, K ); MW[ aK"’( >6n, +?1EQG ]
det( K2, €)5y, +Gn,(K2)> SE(Vy+K2 = ) 3 My, f $x0,, dv
AL’

det(K(V" +K%-¢€) f XY, dv +7'-(K2, €) 0y +Gn.(K2)> =0
11 1

N n
= 5I2 &=

-~

I



360 L. G. FERREIRA, A. AGOSTINHO, AND D. LIDA 14

The last equality is a reproduction of Eq. (16)
for muffin-tin potentials. Thus we see that Eq.
(16), for muffin-tin potentials, is at least as good
as first-order perturbation. Being a variational

result, Eq. (16) should go beyond first-order per-
turbation theory, and this result should be still
valid for more general potentials.
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