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We make simple estimates of the entropy of ionization of Coulombic, isoelectronic, and vacancy-type defects
in semiconductors by considering the effect of localized and free-carrier charge distributions upon the lattice
modes. The empirical values of these entropies are observed as the temperature variation of the corresponding
ionization levels. We predict a crossing of vacancy donor and acceptor levels in Si and Ge, which is supported
by quenching and diffusion experiments. We also conclude that some of the deep Coulombic defects, such as
the Au acceptor in Si, are most likely a complex of the Coulombic center with some isoelectronic or vacancy
defect, such as Au interstitial with Si vacancy, rather than a simple substitutional impurity as previously

assumed.

I. INTRODUCTION

The forbidden band gap AE_, of a semiconductor
is properly defined as the standard chemical poten-
tialfor electron-hole pairs created in the reaction

0-e*+e”, AE,, (1)

where e* and ¢~ denote a free hole and a free elec-
tron belonging to the thermal distribution at the
valence-band edge and the conduction-band edge,
respectively.!*?

As a chemical potential, AE, is equal both to
the increase in internal energy upon increasing
the number of such pairs », by one at constant
entropy and volume and to the increase in Gibbs
free energy upon increasing n, by one at constant
temperature and pressure:
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where U, G, S, V, T, and P denote the total in-
ternal energy, Gibbs free energy, entropy, vol-
ume, temperature, and pressure of the sample.

It is 3U/om,| s,v that is measured in optical experi-
ments, when the “no-phonon” line is taken as

AE,,. 1t is 8G/an, |, p that is measured in trans-
port experiments, such as temperature-dependent
Hall effect. Both done correctly measure the

same AE .

For many purposes it is simpler and more trans-
parent to use the second definition in (2) and treat
AE,, as a free energy.** Then AE_, may be de-
composed into the standard enthalpy AH,, and
standard entropy AS,, of reaction (1);

AE(T)= AH,(T) - TAS,(T) . (3)

The entropy of formation of these free e*-¢” pairs

14

AS_, is identically (note Appendix A)

DAE,,
aT

AS, (T)= - (4)

AS,,(T) may be calculated very simply and rather
accurately in terms of the effect of e* and e~ upon
the phonon modes of the crystal®** using simple
bond charge models.>® Because the presence of
either e* or e~ usually softens the lattice in its
vicinity, AS,, is usually positive above T=0. It is
generally found that AS_, increases with increasing
T up to the melting point.> This implies? that AE,,
decreases at an increasing rate while AH , in-
cveases with increasing 7T.

Just as AE_, is defined as the standard chemical
potential for reaction (1), the ionization AE, of an
arbitrary donor or acceptor D or A defect level is
properly defined as the change in the standard
chemical potential for the reaction to form an ion-
ized defect and a free-carrier pair in the reactions

D*~D*+e”, AE/(D) (5)
or
A*~A"+e*, AE(A). (6)

(The superscript x is used to denote the neutral
state of the defect.) Just as AE_, may be decom-
posed into AH_, and AS,,, AE; may be decomposed
into the enthalpy of ionization AH, and the entropy
of ionization AS,

AE,(D)= AH,(D) - TAS,(D) )
or
AE (A)= AH (A) - TAS,(A). (8)
Of course, AE;, AH,, and AS, are functions of

T in general, and AS;(T=0)=0. Finally, just as
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with Eq. (4)

DAE,

oT )

AS(T)= -

for either D or A.

The purpose of this paper is to use simple con-
siderations of the effect of e* and e upon lattice
modes** and simple considerations of the local-
ization of bound carriers around defect centers,
such as have been used to calculate isotope shifts,’
in order to estimate AS, for various types of
defects. The consequences of these estimates
upon the predicted temperature variation of the
various ionization levels are noted. These con-
sequences are particularly striking for the case of
vacancies, where we find, e.g., that the donor
and acceptor levels of the vacancy in®™'° Si should
cross.

The crossing of the Si vacancy donor and accep-
tor levels is consistent with observations of the
entropy of vacancies at high temperatures® and of
impurity diffusion.’® A detailed comparison with
quenching experiments in Si and Ge is presented
separately!! because this comparison requires a
somewhat involved discussion of quenching ex-
periments that is rather outside the necessary
scope of the present subject.

II. THREE TYPES OF DEFECTS

Three types of defects are to be distinguished:
impurities with a Coulombic potential, with or
without central-cell contribution'®!3; isoelectronic
impurities; and vacancies. Examples of the first
type include all interstitials and any substitutional
impurities of valence different from that of the
atom they replace, e.g., Cu, Zn, Ga, As, Se, or
Br substitutional impurities in Ge. Examples of
the second type include N and Bi substitutional
impurities on the P site in GaP. (Nj is a deep
acceptor and Bip is a deep donor. See Appendix
B.) In addition to single atom defects, complexes
of all three types do occur and may be treated
with the present considerations.

The reason for the distinction between Coulom-
bic, isoelectronic, and vacancy-type defects is
that the neutral and ionized states of a Coulombic
defect are quite different from those of an iso-
electronic defect or a vacancy. (See Fig. 1.) This
difference has fundamental consequence in con-
siderations of AS;.

Because a Coulombic defect provides one or
more excess or deficit core charges in the central
cell of the defect, the neutral state D* or A* must
include one or more valence- or conduction-band
carriers bound to the defect center. The number
of valence-band states and of conduction-band
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FIG. 1. Schematic diagram of the three types of de-
fects, Coulombic, isoelectronic, and vacancy, distin-
guished here for the case of a donor ionization level.
Both the neutral D* and ionized states D* are shown.
In the ionized state the ¢~ indicated is delocalized away
from the center.

states is entirely fixed by the number of lattice
sites in the sample, which is not altered by the
presence of a substitutional or interstitial defect.
Thus, there must be an excess of charge spread
over antibonding (conduction-band) states around
D* or a deficit of charge in the bonding (valence-
band) states around A*. Either case will effect a
softening of the lattice modes.** The spatial dis-
tribution of the bound carrier(s) around the defect
is determined by the shape and depth of the attrac-
tive potential, which may be gauged by AH,.

In contrast, the neutral state of an isoelectronic
substitutional impurity must involve the same num-
ber of valence electrons as the normal host atom.
These would exactly fill the valence-band states of
the perfect host crystal. In general, there is dis-
tortion of the lattice around the defect!*!® so the
impurity wave functions are described as a super-
position of Bloch waves of the perfect crystal con-
taining contributions from the conduction band as
well. However, because the distortion minimizes
the energy of the defect, it generally stabilizes
the lattice as much as possible. Thus, the re-
laxed electronic configuration is as “bonding” as
possible in the chemical and lattice dynamic
senses. There is no bound carrier in the neutral
states D* or A* of an isoelectronic impurity, and
the central cell is neutral.

For the neutral state of a vacancy, the missing
core charge is equal to the missing valence-band
charge. Thus, the central cell is neutral, as in
the case of the isoelectronic defect and in contrast
to the Coulombic defect.

Now, when an isoelectronic or vacancy defect is
ionized, two new carriers of opposite charge are
created. One is bound in the vicinity of the defect
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with a spatial distribution depending on AH,;. The
other is a free carrier in either the conduction
band or the valence band for donor or acceptor
states, respectively. (See Fig. 1.) However,
when a Coulombic defect is ionized, the erst-
while bound carrier is freed and no carrier of
opposite charge is created.

The effect of the free carrier produced by ion-
izing a defect of any kind upon the lattice modes
of the host crystal must be exactly the same as
that of the indistinguishable carrier created by
excitation across AE_, in reaction (1). All we need
do is to estimate the effect of the bound carriers
and core charges.

III. IONIZATION OF ISOELECTRONIC DEFECTS
A. General considerations

For the case of the isoelectronic impurity, the
core charge is always neutral, i.e., the same as
that of the perfect crystal, and a bound carrier
only appears in the ionized state D* or A”. The
lattice modes in the vicinity of the defect will
certainly be affected by the mass difference be-
tween the impurity and the host atom it replaces,
but this mass difference will not change upon ion-
ization. Therefore, we shall ignore the mass
effect and assume that, apart from the usual de-
generacy factors noted in Appendix A, the entropy
of the neutral state D* or A* is the same as that
of the host ground state.

The degree of localization of the bound carrier
of the ionized state varies with AH,.”"'*"!* Thus,
the degree to which this bound carrier approxi-
mates the free carrier of the same charge varies.
Because it is the ionized state in which the carrier
is bound, the deeper the ionization level, i.e., the
greater AH,, the more loosely is this carrier
bound to the defect center. In this case, it is a
common and convenient practice to subtract reac-
tion (1) from reactions (5) and (6) to obtain

D*+e*-D*, AE/D)-AE,, (10)
and
A*+e = A", AE,A)-AE,, (11)

and then to define a “binding” free energy, en-
thalpy, and entropy for the carrier:

AEg=AE,, - AE,,
AHp = AH,, - AH,, (12)
ASy=AS,, - AS,.

It is also a common practice to assume an en-
velope function for the bound carrier’s wave func-
tion of the effective-mass form”

P=(2ma)t /2 e /o (13)

where
ag=(2/2m*AH 2, (14)

In (14) » is the distance from the defect center and
m* is the density-of-states effective mass of the
valence band for D and of the conduction band for
A. (In the case of multiple conduction-band mini-
ma, as in Si, Ge, and GaP, the appropriate value
of m* is that of a single valley.) Of course, the
carrier’s complete wave function is modulated
within each unit cell, as are the Bloch waves of
the band from which it was formed, and Eq. (13)
is unrealistic within the central cell.!®> Neverthe-
less, the magnitude of az provides a useful gauge
of the degree of localization of the bound carrier.

For the case of the N acceptor in GaP, m}
=0.40m,,'® where m, is the free-electron mass,
and AHy =11 meV," so that az=29.4 A. Now,
60% of the density of the envelope function, Eq.
(13), lies outside » =jaz =1.35a, where a is the
lattice constant (5.45 f&). As an extent of one unit
cell in real space corresponds to an extent of one
Brillouin zone in reciprocal space and as the
effective radius of a unit cell (5a®) is R,=0.39a,
60% of the contributions to the wave packet of the
bound carrier come from within 0.29 the radius
of the Brillouin zone from the band edge. This
region contains only 2.4% times the degeneracy of
the band extrema (3 in the case of ¢” in GaP) of
the volume of the zone. Therefore, the distribution
of the bound e~ over the antibonding regions in the
vicinity of the defect is very much the same as
that of the free e~ in whatever portion of the sam-
ple it happens to be. Consequently, the effect of
this bound e~ upon the lattice modes will be essen-
tially the same as that of a free e¢” created in reac-
tion (1).

As remarked above, the effect of the free e*
created when N in GaP is ionized is exactly the
same as that of the e* in reaction (1). Therefore,

AS;(Np)= AS,,(GaP), AS,=0 (15)

to a very good approximation. This means that the
N; acceptor ionization level will stay a constant
(free) energy below the conduction band as AE,,
varies with 7. (It will also stay a constant enthalpy
below the conduction band as AH,, varies with T.)
If an isoelectronic acceptor in GaP had AH,
=106 meV, then fa=2.36 fk, which is the nearest-
neighbor distance. Then the use of Eq. (13) would
be a severe approximation, but it would be clear
that the bound e” in the ionized state is so local-
ized that contributions to its wave packet would
come almost uniformly from all over the Bril-
louin zone. Thus, we cannot equate the bound
electron with e”, the free electron in the band-
edge thermal distribution. We must consider the
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variation of the electron’s mode-softening efficacy
with position in the zone when we treat defects
with a large AH,.

B. Consequence of tight binding

The charge distribution of the Bloch waves at
different points in the top valence bands differs
only moderately while that of the conduction bands
differs substantially.!®"2° While the valence-band
charge distribution peaks in the bonds, the con-
duction-band states at X,, near where the conduc-
tion-band minimum occurs in Si, have their maxi-
mum in the antibonding region. The conduction-
band states around L, have large density both in
the antibonding sites and around the atom core.

At the zone center in the conduction band, the T,
density is heavily localized in the antibonding
region while that of I',, is strongly peaked at the
atom. The conduction band L, state has about
one-fifth the density in the bond region that a val-
ence-band state has—the others have far less den-
sity there.®

Therefore, when electrons are excited across
the various direct gaps of the semiconductor,
approximately equal amounts of charge are re-
moved from the bond charge Z, and placed in vari-
ous regions according to the nature of the final
state. We can investigate the effect of the varia-

TABLE 1.
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tion with the final state by observing the differences
in the temperature dependence of the various band
gaps.** This is because we can define any partic-
ular band gap E; as the standard chemical potential for
the creation of electron-hole pairs in thermal distri-
butions around particular points ¢ and f in the
valence and conduction bands in the reaction

O—-ej+e;, Ey, (16)

exactly as with reactions (1), (5), and (6). Al-
though transport measurements are not practical
for gaps other than the fundamental AE_, the opti-
cal measurements are easily done and the analog
of Eq. (2) holds to guarantee that a well-defined
free-energy difference is obtained. Thus,

oE,

oT 1

S‘ =_
is a well-defined (standard) entropy for the transi-
tion (reaction) (16).

An uncritical compilation of empirical values for
the entropy (temperature dependence) of the vari-
ous gaps in Si, Ge, GaP, and GaAs at room tem-
perature is presented in Table I. The “Cardona
notation”? is used for the direct gaps and E, de-
notes the dielectric average gap.??"?* Values are
quoted in units of the Boltzmann constant,
£=0.86167x10"* eV/K, the fundamental unit of
entropy. Except for the AE , values, which are

Entropy of various direct and indirect band gaps as well as that of the dielectric
average gap E, for four common semiconductors.

Transition E, Ey E, E: E, Ery Er, E;
Entropy (=-0E/dT S Sy S Sy 8§, Srx St S
at 300 K)
Crystal (k) (k) (k) (k) (k) (k) (k) (k)
Si 2.6° o+ 26" 29629 ... 24g°
2.2¢ 28°
Ge 4.0f 1.68 4.9° ... 2gb 4.47%9 28¢
3.8°¢
GaP 4.8° 371 39! ..o 22° 46579 ... 53cC
5.3b 5.29  3.6°
GaAs 5.25 24 6.2° ... 42P 4.2°¢
4.5° 4.9k 41°¢

“AEcv and AS;,.
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marked by a superscript, a, and are quite accurate,?
the experimental uncertainty is rather large—as
evidenced by the discrepancies shown between
different measurements. Because 8S;/37>0, the
practice of assuming S;=[E(T,) - E(T)]/(T,-T,)
with T, room temperature and T, some lower
temperature tends to underestimate S;. This
practice was not followed in Ref. 2, but was fol-
lowed in most of the other references to Table I.

Noting that the discrepancies between measure-
ments of a given S; are about as great as the
spread among different S,’s for a given material,
we conclude that all S; are about the same for a
given material at a fixed T

Si(T)= AS,(T) (18)

to within a factor of 2. This implies that the
mode-softening effect of the excitation is insensi-
tive to the final-state distribution—as long as the
charge is removed from the bond charge.** This
conclusion would also follow from the empirical
conclusion of Heine and Henry based on isotope
shifts,” that the mode-softening effect of a bound
hole is about four times that of a bound electron
irrespective of AHg.

In particular, we may conclude that the entropy
(temperature dependence®) of the dielectric
average gap®®~* E, is the same as that of the
fundamental gap:

S4(T)= AS,(T) (19)

to within about 25%. [In the case of Ge, the dis-
crepancy is worse, but the empirical value re-
ported® for S, is less than that of all the other
gaps, except E;, (T,, - T,;) which has very little
phase space. As the average cannot be less than
the range, it seems the value of S, must be under-
estimated.]

Equation (19) is significant to our problem be-
cause E,, being the (dielectric) average gap over
the entire Brillouin zone and over the several
bands (light hole, heavy hole, spin-orbit split,
etc.) within the valence and conduction bands, may
be thought of as a transition between states having
the same real-space distribution as that of the
bound electron or hole in the ionized state of the
isoelectronic impurity for the limit of large AH.

We now meet another problem. This is the ques-
tion of the relative magnitudes of the contribution
of e* and e” to AS_, and of the band-averaged hole
and electron, which we denote ¢, and ¢;, to S,. A
determination of AS,, or S, specifies only the sum
of the two contributions, which we shall denote
AS_(e"), S.(e;), AS,(e”), and S,(¢;), so that

AS.,=AS;,(e") +AS,,(e7) (20)

and

S,=S,(e;)+S,(e7). (21)

There is no a priovi reason that the contribution
of the electron and of the hole should be equal; an
initial consideration of the importance of Z, to the
stability of lattice modes®* seems to imply the
hole contribution should be dominant, and this
conclusion is supported by the insensitivity of the
various S;’s to the final-state charge distribution,
as noted above. Although this problem could be
treated by lattice-dynamical calculations,® these
have not yet been performed. The best informa-
tion to date would seem to be the empirical con-
clusion by Heine and Henry,” which is expressed
in our terms as

AS, (e*)=(3.6+£1.0)AS,,(e") (22)
and
Sg(ez)= (3.6 £1.0)S,(e"). (23)

[The fact that both equations follow from the Heine-
Henry conclusions results from the fact that their
observations seemed to be independent of AHy.
The equality of the proportionality factors, 3.6,
between Eqs. (22) and (23) is also supported by
the observation that the hole distribution is fairly
uniform for the upper valence bands,'®?° so that
AS, (e") ~S,(e).]

Finally, we may conclude that

ASy(A)=AS (") +S,(e;) = AS,, (24)
and
AS[(D)=SA'(€;)+ ASw(e')E AS,, (25)

for isoelectronic impurities with large AH, (i.e.,
e.g., AHz> 110 meV for acceptors in GaP). Fur-
thermore, in view of our consideration of the
small AH, limit [see text preceding Eq. (15)], we
may conclude

AS(T)= AS,(T) (26)

irrespective of AH, for both isoelectronic donors
and acceptors within an accuracy that is generally
better than experimental accuracy, i.e., +20%.
We shall compare this conclusion with experiment
in Sec. VI (Table II).

The consequence of this conclusion on the tem-
perature variation of the ionization level within
the gap is illustrated in Fig. 2.

IV. IONIZATION OF VACANCIES

In view of the foregoing considerations, the case
of the vacancy may be analyzed immediately. The
vacancy is clearly analogous to the isoelectronic
impurity because it too is neutral in the unit cell
in the neutral state V*.

The case of the single vacancy in Si, Vg,, is
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FIG. 2. Variation with temperature of the free energy
of a deep acceptor for the cases that the entropy of ioni-
zation AS;(A~) =0, =AS,,, or =AS,,AH;/AH,,. The
specific curves are appropriate for Si with AH; = § AH,,
in the temperature range from zero to the melting point.

particularly well studied® 81122627 and will serve
as an example. This vacancy is known to exist
in four different charge states®?%” v* V¥ V-,
and V2~. Therefore, three ionization reactions
are defined:

V¥~V +e™, AH (V') -TAS(V*); (27)
V=V +e', AH (V") -TAS(V7); (28)
Vo= V4e*, AH/(V?) - TAS,(VZ). (29)

The values for the AH,’s at 7'=0 deduced from
experiment®° are shown in Fig. 3. The value of
AH (V") is controversial; Watkins offers evidence
that the level is less than 0.1 eV above the val-
ence-band edge ®i.e., AH,(V')=z AH,, -0.1 eV,
while Naber ef al.® and Fair!® infer the level to be
0.35 eV or more above the valence-band edge,
i.e., AH/(V*)<AH_, ~0.35 eV. We do not know the
resolution of this controversy and will assume

AH(V*)= AH,, - 0.35 eV (30)

for the purpose of clear illustration. The reader
will please note that this assumption is tentative
and subject to the criticism raised by Watkins.®?
The particular value of AH,(V*) is not critical to
our argument, and the qualitative result would be
the same for either case.

The entropies of reactions (27)-(29) are, in our
notation

AS (V)= AS(V*)+ AS,,(e); (31)
AS (V)= AS(V7) + AS,(e*); (32)
AS(VZ) = AS(VZ) — AS(V7)+ AS_ (e*). (33)

Now, about 60% of the charge of V* or V" is spread
over the four nearest-neighboring atoms, and the

12 St AT 0°K

v2-

o 1.05 S A —

ENERGY (ev)

r
060 v

0o

FIG. 3. Vacancy levels in Si at 0 K assumed by the
authors for the purposes of this paper. The actual pos-
ition of the donor level V* is controversial. Watkins,
Ref. 8, gives evidence that it is about 0.3 €V lower than
shown. The other levels are accurate to+ 0.1 eV.

remaining 40% is spread over more distant neigh-
bors with very little in the vacancy cavity

itself.® 263 Therefore, the bound charges of the
ionized states are relatively well delocalized.
Consequently, their effect upon the lattice modes
should be essentially that of the corresponding
free carrier:

AS(V*)= A4S, (e"), (34)
AS(V")=AS, (e7)=3AS(V?), (35)

just as with Egs. (15), (24), and (25). The conclu-
sion is then

AS,(V*)= AS_, = AS, (V)= AS (V). (36)

Due to the importance of this result, we will
elaborate upon Eqgs. (34) and (35) somewhat. Con-
sider first the donor state V*. As the vacuum has
no electrons to donate to anything, this state can
only arise from the perturbation of the valence-
band states of the surrounding atoms up into the
forbidden gap. Then when the Fermi level E.
passes below these perturbed states, they will
donate their electron to the Fermi distribution.
This will leave the vacancy in the positively
charged donor state V*. Due to the requirement
of charge balance, the number of electrons in the
thermal distribution at the conduction-band edge
will then increase by one. What we are assuming
at Eq. (34) is that these perturbed states about
the vacancy just track the valence-band states
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from which they are formed as the temperature
varies.

The reader might wish to object to this assump-
tion on the ground that the perturbation due to the
vacancy may mix states from the conduction band
of the perfect crystal with valence-band states to
form the donor-vacancy-state wave function. We
do not feel this is a valid objection; to the extent
that the parentage of such states is mixed, we feel
this only indicates that the Bloch waves of the per-
fect crystal are not an ideal basis set for the de-
fect. One can be confident that in the ground state
of the defect, the localized wave functions are as
bonding as possible in the chemical and lattice-
dynamic senses. Therefore, the introduction of a
hole into this distribution of localized states should
have a very similar effect to that of introducing
a hole into the valence band of the perfect crystal.

The acceptor states of the vacancy may result
from two sources. One is the perturbation of the
antibonding conduction-band states of the sur-
rounding atoms which shift a localized antibonding
state down into the forbidden gap in analogy to the
upward shift of the localized bonding state which
produces the donor state. This localized anti-
bonding state will be occupied if the Fermi level
lies above it so that it is an acceptor state. An
acceptor state may also be produced from the new
Bloch state that is introduced into each band by the
creation of the vacancy due to the concomitant
increase by one of the number of lattice sites. As
no new electrons are introduced by the formation
of the vacancy, such states are acceptors. Of
course, the acceptor states actually formed are
apt to have strongly mixed parentage.

However, the bound electrons of an ionized donor
state are not to be found in the local bonding net-
work around the defect because covalent bonding
implies a saturation of the available atomic orbi-
tals. Thus, the insensitivity of AS; to the distri-
bution of the electronic charge, as long as it is
not in the bond, that was noted at Eq. (18) and in
Table I, supports the approximation of Eq. (35).

The consequence of Eq. (36) upon the tempera-
ture variation of Vg, ionization levels is illustrated
in Fig. 4. The corresponding variation of the en-
thalpies of vacancy ionization, the AH,(V)’s, is
illustrated in Fig. 5. Note that while the (free
energies of) vacancy donor and acceptor levels
cross around 800 K in Fig. 4, the enthalpies (and
internal energies) of these levels move further
apart. The crossing of the levels results only
from the increase in lattice entropy upon ioniza-
tion, which is a consequence of the mode-soften-
ing effects of both the free carrier and the local-
ized charge!~*"3! produced by each ionization
event.

AST(VH) = ASHVT)=AST(VE ) =ASey

ENERGY (eV)

T
I
|
|
Si !
|
|
|
1
|
|
|
|

FREE

1 1 I It 1 Il 1 -
0o 200 400 600 800 1000 1200 1400 1600 1800

T (°K)

FIG. 4. Variation with temperature of the free energies
of the four charge states of a vacancy in Si as argued
here. Low-temperature values of the ionization energies
are as in Fig. 3.

The consequent effect of the level crossing on
the variation of the concentrations of the various
charge species of Vg as a function of the Fermi
level is illustrated in Fig. 6. We see that at
temperatures below the donor-acceptor cross-
over point, there is a range of E; over which V*
is the dominant species separating the ranges over
which V* and V - are dominant. Above this cross-
over temperature, V* is never the dominant
species and, as E, rises, one passes directly
from a range in which V* is dominant to one in
which V ~ is dominant.

The situation in Ge is very similar to that in
Si.*»® The validity of the present conclusions is
supported in both cases by the quenching experi-
ment data we present separately.
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FIG. 5. Variation with temperature of the enthalpies
of the four charge states of a vacancy in Si corresponding
to the variation in free energy shown in Fig. 4.



3546 J.A. VAN VECHTEN AND C. D. THURMOND 14

6 T=1400°K

6 T=300°K

vX

-4 -4+
-6 -6
g ! | 1 I -8 1 !
0 02 04 06 08 1.0 0 0.2 04 06
Ey Ec (eV) E.  Ey £ (eV) Ec

FIG. 6. Relative concentrations of the charge states
v+, V¥, V-, and V2" for the single vacancy in Si as a
function of the Fermi level Ep at T =300 Kand T
=1400 K for the variation of energy levels with T as
argued here. E, and E, denote the valence- and con-
duction-band-edge free energies, respectively.

V. IONIZATION OF HYDROGENIC DEFECTS

In the case of Coulombic defects, it is evident
in Fig. 1 that no new carriers are created in the
ionization reaction, Egs. (5) and (6), but that the
bound carrier of the neutral state is freed from
the vicinity of the ion core, which bears a net
charge with respect to the perfect crystal.

In the effective-mass approximation the envelope
function for the bound carrier of the neutral state
has the form’

Y= (nag) %"/, (37)
where
ay= (B2/2m*AH 2= eagm,/m*. (38)

In (38) € is the dielectric constant, a, is the Bohr
radius, and now m* is the conduction-band den-
sity-of-state (single-valley) effective mass for
donors and the valence-band density-of-states
mass for acceptors. This envelope function is
more delocalized than Eq. (13) due to the absence
of the ™! factor; more than 98% of its density lies
outside of }a,, and 57% lies outside a,. Therefore,
when AH, is of the order of the hydrogenic value

AH,=13.6m*/e® eV, (39)

the bound carrier’s wave function is so delocalized
that its effect on the bond charge and the lattice
modes is essentially identical to that of the cor-
responding free carrier. Moreover, whatever
effect the net charge on the ion core may have on
the lattice modes is almost exactly the same in
the neutral and ionized states. Therefore, there
is essentially no change in the phonon frequencies

and lattice entropy upon ionization and so
AS;=0 (40)

for hydrogenic impurities.

Equation (40) implies that such donor levels are
pinned to the conduction band, and such acceptor
levels are pinned to the valence band. This result
is in agreement with the empirical conclusions of
Pearson and Bardeen® in 1949, and the argument
of the last paragraph is essentially the same as
that Brooks presented! in 1955,

VI. IONIZATION OF COULOMBIC DEFECTS
WITH CENTRAL-CELL CORRECTIONS

As we consider Coulombic-defect ionization
levels progressively deeper than the hydrogenic
value AH,, i.e., with progressively larger cen-
tral-cell corrections, we know that the bound
carrier of the neutral state becomes more local-
ized around the (charged) defect ion core. Unfor-
tunately, there is no known general prescription
to describe the bound carrier’s density in the
presence of large central-cell corrections or
within the central cell.'®* However, Heine and
Henry suggest an envelope function of the form
which has shown some success in treating isotope
shifts,” 3

v=[22"/2ra2" 1T (20 + 1)]H /% ""e " o (41)

[note the error in the normalization constant of
Eq. (51) of Ref. 7], where

a,= (F%/2m*AH )/ (42)
and
n=(AH,/AH M2, (43)

In this approximation the envelope function for
the carrier bound at the Coulombic center ap-
proaches that at an isoelectronic trap, Eq. (13),
as AH, increases or, equivalently, as »n ap-
proaches zero.

Qualitatively, one should expect AS; to increase
from zero, its value in the hydrogenic case (no
central-cell correction) to a value comparable
with AS_, as AH; approaches AH,,. The form of
this increase is problematic, but we shall make
a simple plausible estimate and compare with
available data. Let us assume first that

AS(AH(A))=P(AH,)[AS,,(e*)+ AS(A7)], (44)
AS(AH (D))= P(AH,)[AS ,(e7)+ AS(DY)], (45)

where AS(A~) and AS(D*) denote the contributions
of the charged acceptor and donor ion cores to the
entropy of the lattice resulting from the destabil-
izing effect of their deficit or excess charge with
respect to the host ions. (Recall that the effects
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of mass differences are neglected here because
they should affect both initial and final states to
the same degree.) P(AH,) is the probability that
the bound carrier of the neutral state be found
inside a sphere of radius R, around the impurity
nucleus,

p(at)=41 [ " yeat,wear, (46)

Here ¥(AH,) is taken from Eq. (31), and the core
radius will here simply be assumed to be the
largest radius among the following: that of the
outermost completed shell of the host atom re-
placed by a substitutional impurity; that of the
outermost completed shell of the defect atom; that
of the uncompleted d or f shell of a transition or
rare-earth defect atom. All these radii are to be
calculated using the Slater effective charge meth-
od used to obtain the rationalized covalent radii

of atoms in tetrahedrally coordinated semiconduc-
tors.

Of course, the motivation for Eq. (46) is that
when the bound carrier lies within the core of the
impurity, the two charges compensate each other.
Then there should be no mode softening because
neither charge produces a perturbation of the
normal bonding charge density nor adds charge
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to the perturbation of the normal bonding charge
density nor adds charge to the antibonding region
nor produces any perturbing electric field. How-
ever, when such a defect is ionized and the form-
erly bound carrier is removed to a Bloch state,
the P=0 and the lattice modes are softened by the
full effect of both.

What is the magnitude of AS(A™) or AS(D*) rela-
tive to AS_,(e”) or AS_,(e*)? In previous work,®
one of us (J. A. V. V.) has implicitly assumed

AS(A™)=AS,(e) (47)
and
AS(D*)= AS,,(e*), (48)

when calculating the distribution coefficients of
impurities in liquid-solid equilibrium. This as-
sumption is supported by the observation noted
at Eq. (18) that the E, transition ('}, - I'S,, or in
zinc-blende I';~I'{) has about the same tempera-
ture dependence as AE_,. This is because the

T state is strongly localized at the atom site!®
and thus approximates a negative charge on the
ion core. Of course, the assumption is also sup-
ported by the general success of the calculation
of distribution coefficients® and in the success of
a calculation® of the isotope shift of the charac-

TABLE II. Calculated and empirical values for the entropy of ionization AS; of several de-
fects in Si and in GaP. These entropies are referred to the entropy of the fundamental band
gap AS,, at the same temperature. Also shown are the values of the enthalpy of ionization AH,
at zero degrees, and the core radius K, assumed in the calculation of AS; for the Coulombic
defects. The entry N.A. in the R, column indicates that this parameter is not applicable to the
calculation for the isoelectronic defects. The defects having a superscript ‘~” are acceptors,

those with a ‘“+” are donors.

Defect R, AH;(0) AS; /AS,, AS, /AS,, Ref.
(A) (eV) (cale.) (expt.)
N7 in GaP N.A. 2.33 1.0 1.0 0.2 37, 38
Bi} in GaP N.A. 2.30 1.0 1.0 0.2 39
Sip in GaP 0.497 0.20 0.0028 0 0.2 40
Gep in GaP 0.482 0.30 0.010 0 £0.2 40
Cog, in GaP 0.758 0.41 0.057 0 +0.2 41
O} in GaP? 0.452 0.896 0.085 0.15+0.15 42,43
Au” in Si° 1.511 0.67 0.42 1.0 £0.1 44,45
Au* in Si 1.511 0.84 0.39 0 0.2 46
Co~ in Si 0.758 0.635 0.17 1.0 £0.5 417
Co* in Si 0.758 0.787 0.18 1.0 £0.3 48
ZnO~ in GaP N.A. 2.04 1.0 1.0 0.2 49, 50
CdO~ in GaP N.A. 1.94 1.0 1.0 +0.2 49

2 We have estimated the entropy of ionization of oxygen from the work of Kopylov and Pikhtin
(Ref. 43) who conclude that at 300 K the ionization energy has not changed by more than 0.02 eV
from its 0-K value. If we assume that the ratio AS; /AS,, is independent of temperature, the
value giving a change of 0.02 eV between 0 and 300 K in AE; is 0.3.

5 The energy level is from Parrillo and Johnson (PJ) (Ref. 44) and the entropy from Engstrom
and Grimmeiss (EG) (Ref. 45). The energy-level temperature dependence of PJ can be brought
into agreement with EG by using -i- (Ref. 53) for the degeneracy factor rather than % (=g4 as

used by PJ).



3548 J.A. VAN VECHTEN AND C. D. THURMOND 14

teristic green luminescence line at the Cu substi-
tutional impurity in Zn0O.%®

Substituting Eqs. (47) and (48) into Eq. (46), we
finally have

AS,(AH,, T)=P(AH,)AS,(T) (49)

for both donors and acceptors. The resultant
predictions of AS, for various defects in Si and
GaP are shown in Table II. All the empirical
values®"%° we have found are shown for compari-
son.

In Table II one can see that for the two isoelec-
tronic impurities, Ny and Bi} in GaP and two iso-
electronic complexes, Zng,Op and Cd;, O3, for
which we found sufficient data "% 4% 5% the con-
clusion reached in Sec. III is supported by experi-
ment. Furthermore, the three Coulombic impuri-
ties that are shallower than one-quarter the band
gap, Sip, Gep, and Cog, in GaP, are found*** to
have small values of AS;, equal within experimen-
tal error to the values calculated. The Ofdefect
in GaP is more than a third the gap deep and has
a AS, that is detectably large. Although it has
previously been asserted that AS,~ AS_, for this
defect, a careful analysis*® shows that it is much
smaller and in satisfactory agreement with the
value calculated here.

Two defects in Si, which are related to Au and
to Co impurities, display two ionization levels
each near midgap. The acceptor levels Au™ and
Co~ are found*¥***” to have values of AS, that
are much larger than those calculated on the
assumption that the defect is a simple substitu-
tional impurity. Indeed, the values are equal
within experimental uncertainty to AS, —as if
they were, in fact, isoelectronic or vacancy-type
defects.

VII. NATURE OF Au AND Co DEFECTS IN Si

Consider now the possible sources, signs, and
magnitudes of error in the calculation. The cal-
culated AS; increases with increasing R,. It
seems that the procedure used to fix R, in Eq.

(46) yields the maximum plausible values. There-
fore, any error in this parameter is opposite in
sign to that required to reconcile theory and ex-
periment for the cases of Au™ and Co” in Si.

The Heine and Henry prescription,” Eq. (14), for
the wave function of the trapped carrier is cer-
tainly a crude approximation within the central
cell, but it is properly normalized and generally
thought to be a good approximation outside the
central cell. Therefore, the principal inaccuracy
resulting from this approximation is in the dis-
tribution of the carrier charge density within the
central cell; the error in the total charge density

within the unit cell would seem to be small. Con-
sider the sign of this error. The most evident
inaccuracy of the assumed wave function ¥ in Eq.
(41) is that

Yr = 0) = (50)

if n<1, which is definitely the case for the three
defects under consideration. Of course, the
radial factor of the carrier’s true wave function
Y is finite at » =0. Therefore, one may conclude
that the assumed ¥, Eq. (41), puts too much of
the carrier’s charge density within the core of the
impurity atom and not enough on the bonds to the
surrounding atoms. Consequently, this error is
also opposite in sign to that required to reconcile
theory with experiment.

There is also the assumption of Eqs. (47) and
(48). However, for an acceptor defect, the term
in question, AS(A™)~ AS_ (e7), is small, and ob-
servations of the E transition discussed after
Eq. (47) make it difficult to see how the negative
charge on the A” nucleus could have an effect much
greater than that of an electron. Therefore, this
error does not seem to be the source of the dis-
crepancy either.

It is our conclusion that this discrepancybetween
the calculated and observed values for AS, for the
Au” and Co” defects in Si results from the assump-
tion that they are simple substitutional defects.
We propose that these defects are instead com-
plexes of the impurity atom with vacancies. Using
the quotation marks to indicate the common appel-
lation of these defects, as contrasted with their
actual nature, we propose the following corre-
spondence:

“Aug,” = Ay, Vs, (51)
“Cog”=Co;Vg. (52)

Here, the subscript ¢ indicates the impurity atom
is not at a normal lattice site but is in some in-
terstitial position. The corresponding proposal
for the actual scheme of ionization reactions is

“Aug " —~ “Aug,”"+ e* = AU} Vg, ~ AujVE + e, (53)
“Aug;”* ~ “Aug,”* + e”= AU} V5, —~ AuiVE + e”, (54)
“Cog; "= “Cog,""= Co;Vs, ~ Co;Vii+e". (55)

Due to the uncertainty as to the nature of the Co*
defect, which may or may not be another ioniza-
tion state of “Cog”, we will not commit ourselves
on that reaction.

Let us first note that Eq. (36) implies that AS,
for reactions (53) and (55) should be essentially
AS,(V?)~ AS,,(Si), as is observed*®* to within
experimental error. As reaction (54) amounts to
removing an e~ from a localized state at the Vy;,,
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we conclude from our previous discussion (Table
I) that the AS, for this reaction should be nearly
zero, which is consistent with the available data.*®

We further note that the correspondence scheme
(51) to (55) is entirely plausible in view of the
known ionization of Vg, Fig. 3, the reasonable
supposition that Au; and Co; are shallow donors,®
and the usual interaction between donors and
acceptors that causes the ionization levels of both
to become shallower when they form complexes.5?
On the other hand, it seems quite implausible
that Au, a univalent atom, could ever act as a
donor when a substitutional impurity on a four-
valent Si site. Moreover, the empirical degen-
eracy factor g7'=0.25 for the “Aug,”" level®® is
inconsistent with the assumption that the defect is
a simple substitutional impurity, but is consis-
tent> with Eq. (51).

It also seems worthwhile to make an additional
comment about the complexes Zng,Op and Cdg;,0p
in GaP, for which data are available*®%° as shown
in Table II. We regard the neutral state of these
complexes to be Zng,0} and Cdg, Op with no
free or bound carriers; i.e., it is as if we had
one unit cell of ZnO or tetrahedral CdO in its
normal ground state imbedded in GaP. Then
the acceptor reactions,

Zng,0%~ ZnZ, 01 + €*, (56)

Cdg,Op —~ Cd3 05 +e* (57)
correspond to excitation across the gap of the
imbedded species plus delocalization of the hole
into the valence band of the GaP. In view of the
present discussion, it is expected that the entropy

of these reactions, (56) and (57), should be ap-
proximately AS,,, as is observed (Table II).

APPENDIX A: DEGENERACY FACTORS

Throughout this paper we have discussed only
the lattice mode contributions to AS;. However,
the relative concentrations of the various ioniza-
tion states are calculated with the usual Fermi-
Dirac expressions:

oo [A%)+[AT]+[A)4 - -
S +8aexp[(E, - EQ/RT]’

(A1)

s [D*]+[D*]+[D*?] + - -
[07]= 1 +got3xp[(EF -E,)/kT]’

where g, and g, denote the spin-degeneracy fac-
tors. For impurities these factors are g,=2 be-
cause the neutral donor state is twofold spin de-
generate and g, = 4 because the valence-band
maximum is twofold orbitally degenerate and two-
fold spin degenerate so that the neutral acceptor
state has a total degeneracy of four whereas the

(A2)
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ionized state has no degeneracy in either case.
However, for vacancies, the neutral state has no
spin degeneracy while both V* and V"~ are twofold
degenerate so that g,=g,=3 for vacancies. It
would seem that a consistent definition of the
standard or site entropy of impurites or vacancies
would require that these factors be included in
AS;. This would imply that values of AS,(V*) and
AS (V") should be increased by % ln2=0.69% while,
for impurities AS;(D*) should be reduced by % 1n2
and AS,;(A") should be reduced by £ 1n4. But then
the g factors would have to be removed and E 4
and E, redefined. Due to the general use and
acceptance of Egs. (A1) and (A2), we have not
followed this logical conclusion.

APPENDIX B: CLASSIFICATION OF ISOELECTRONIC
TRAPS

Hopfield et al.’® classified isoelectronic traps
as either isoelectronic donors or acceptors. The
classification was based upon the viewpoint that
an electron trap such as Np in GaP “... will bind
a hole to the long-range Coulomb potential in an
acceptorlike wave function. This bound exciton
state might be called an isoelectronic acceptor.”®®
Similarly, an isoelectronic hole trap will produce
a bound exciton state with a donorlike wave func-
tion that might be called an isoelectronic donor.
This classification leads to donors and acceptors
that do not directly provide electrons or holes to
the semiconductor®® and therefore were not nor-
mal donors or acceptors.®’

We have taken the view that isoelectric nitrogen
in GaP is, in fact, a normal acceptor in that it
does provide holes to the valence band. Bismuth
is, in fact, a normal donor in that it does provide
electrons to be the conduction band. The unusual
feature is the very low concentrations of holes or
electrons provided. They are unmeasurable but
calculable.

The ionization energy of nitrogen as an accep-
tor (Nj=Np+e") is 2.330 eV at low temperatures
(Table II). Nj is a shallow electron trap of bind-
ing energy 8 meV; the sum of the electron bind-
ing energy and the ionization energy is the gap
energy. Similarly for bismuth. A hole is bound
by 38 meV. The sum of the trap binding energy
and the ionization energy of Bi} equals the energy
gap, thereby giving 2.300 eV for the ionization
energy.

The complexes ZnO and CdO in GaP are also
isoelectronic traps for electrons and consequently
are acceptors. The electron binding energy for
CdO is 0.4 eV. This is the shallowest of the iso-
electronic acceptors. With 10'” em™ present in
otherwise pure GaP, the crystal will be p type at
all temperatures below 685 K with a maximum
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hole concentration of about 102 em™. This may

be compared to Ny with a concentration of

10'8 cm™ in otherwise pure GaP. The crystal

will be p type at temperatures below 78 K and

with a maximum hole concentration of 10%" em
It should be noted®® that random pairs of nitrogen

-3

atoms are even deeper electron traps than Np and
consequently are somewhat more easily ionized

as acceptors. However, the concentration of such
pairs is always smaller than the concentration of
Ny thereby causing the paivs to be even less effec-
tive than Np in producing holes.

*Portions of this work were completed while at Bell
Laboratories.
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