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electron paramagnetic resonances ~
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Ti40, single crystals have been studied by different methods in order to elucidate the nature of the three
phases and the mechanisms of the two successive metal-insulator transitions. The crystals have been
characterized by x-ray diffraction methods together with electron-paramagnetic-resonance (EPR) studies. Heat-
capacity and entropy changes at the transition have been measured. On the basis of these data and of previous
results, it is proposed that the low-temperature transition is related to a disordering of the Ti'+ pairs. While in

the low-temperature phase, Ti chains are alternatively occupied by Ti'+ ions and Ti'+ pairs, Ti'+ pairing also
occurs in the intermediate phase but without any long-range order. A detailed model of disordered chains is

given. Good agreement is found between the calculated and experimental values of the entropy change. It is
also shown from both magnetic-susceptibility and specific-hest data, that for the high-temperature transition,
the lattice contribution to the entropy is of the same order of magnitude as the electronic one. EPR spectra
have been studied on untwinned crystals. A Ti'+ center, attributed to a stoichiometry defect has been identified
through the "Ti-"Ti hyperfine structure. The intensity of the line follows a Curie-Weiss law at low
temperature and decreases sharply at the low-temperature transition. The vanishing of this line in the
intermediate phase shows that the disorder of this phase is dynamic. The linewidth increase below the
transition is attributed to a multiphonon Orbach relaxation through empty Ti'+ levels, The nature of the three
phases of Ti,O, is discussed. The low-temperature phase may be described by an order of the Verwey type for
the Ti'+ pairs. Interchain electronic correlations are shown to be the dominant mechanism responsible for this
order. An atomic level scheme is given for this phase. Bipolarons are shown to be responsible for the
transport properties in the intermediate phase and the bipolaronic state is discussed. In the metallic phase, the

high Pauli magnetic susceptibility is attributed to an enhancement due to the interatomic electronic
correlations.

I. INTRODUCTION

Titanium oxide (Ti,07) belongs to the class of
material, including mainly titanium and vanadium
compounds, which show temperature-induced
metal-insulator transitions. ~ 3 It is a member
of the homologous series Ti„Qz„& known as Mag-
neli phases. Unlike the sesquioxide Ti203, which
has only one valence state (Ti~'), Ti,O, is a mixed-
valence compound with as many 3' (Sd' electronic
configuration) as 4' states. This feature might
be responsible for uncommon properties such as
the existence of two phase transitions and of three
well-differentiated phases.

The electrical resistivity, magnetic susceptibility,
and crystal structure have been investigated pre-
viously. Ti4Q~ shows two conductivity transitions,
a semiconductor-semiconductor one in the tem-
perature range of 130-140 K and a semiconductor-
metal one at 150 K. ' For both transitions, there
is a steep increase of the electrical conductivity
with increasing temperature. The magnetic sus-
ceptibility is small and temperature independent
below 150 K, shows a sharp enhancement at 150
K, and does not show any anomaly at 140 K. 6

decrease of the unit-cell volume is also observed

at 150 K. v

The crystal structure of the Magneli phases
Ti„Q2„ l is related to that of rutile TiQ~ and con-
sists of rutilelike blocks which are infinite in two
dimensions and n oxygen-octahedra wide in the
third. ' Along the plane separating these blocks
[(1 2 1) of rutile], the octahedra share faces,
edges, and corners, while inside the blocks they
share only edges and corners. The anion packing
remains essentially close packed. The crystal
symmetry for n & 3 is triclinic, space group Pl
with two formulas per unit cell.

The structure with four different Ti crystallo-
graphic sites may also be viewed as containing
two types of Ti chains, running parallel to the
pseudorutile e axis and truncated, every n Ti sites
by the crystallographic shear planes. Accurate
determinations of the structure have been made
for the three phases by x-ray diffraction methods.
In the metallic phase, the four crystallographically
independent Ti sites are quite similar, with an
average charge of 3. 5, as determined by compar-
ing the average Ti-Q interatomic distance in
each Ti-Q octahedron with the Ti~', Ti4', and Q
ionic radii. Below 130 K the charges are found
to be localized into alternate chains of 3' sites
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FIG. 1. Crystal structure showing only the Ti chains
parallel to the pseudorutile c axis and truncated every
four Ti by a crystallographic shear plane: (a) structure
in the metallic phase, and (b) structure of the low-tem-
perature phase.

paired to form nonmagnetic metal-metal bonds
(Fig. 1). These Ti~'-Ti~' pairs may also be called
dimers. In the intermediate phase, no evidence
was found for charge localization nor for metallic-
bond formation, but anomalously large thermal
factors were observed.

The semiconducting properties of the low-tem-
perature phase have to be related with the charge
localization shown by the x-ray studies, while the
metallic properties of the metallic phase suggest
a complete delocalization of the 3d electrons.
However, the nature of the intermediate phase
causes some problems. While the x-ray diffrac-
tion data show no charge localization in this phase,
the magnetic data show no anomaly at the low-tem-
perature transition; this indicates that the Ti~'
pairs still exist in the intermediate phase. A pos-
sible model for this phase is therefore a disordered
bond model, which would reconcile the crystallo-
graphic and magnetic data. This assumption is
supported by the anomalously large thermal fac-
tors observed on x-ray data in the intermediate
phase —the properties and stability of such a dis-
ordered phase have been recently discussed by
P. W. Anderson, in terms of a "classical liquid
of pair bonds. " Such a model has also been

proposed for the M3 phase of V, „Cr„Q~." But
NMR and cystallographic data showed that it was
not appropriate to this case. '2

In this paper, we report specific-heat data ob-
tained on Ti4Q, single crystals; the enthalpies and
entropies of the transitions, previously unknown,
give valuable information for the understanding of
the nature of the transition. Qn the basis of these
data, we are able to propose a detailed model of
disordered bonds for the intermediate phase and
show that the low-temperature transition is an
order-disorder transition of the Tie' and Ti4'
chains at the unit-cell level. '

We also report electron-paramagnetic-resonance
(EPR) data for the low-temperature phase, up to
the 140-K transition. EPR is one of the ways to
investigate microscopic properties and can there-
fore shed some light on the nature of the low-tem-
perature and intermediate semiconducting phases
and on the mechanism of the transition. We have
therefore studied a Ti~' center, owing to a deviation
from perfect stoichiometry. We show that the
line intensity and relaxation are very sensitive
to the phase transition. These data establish the
dynamic nature of the disorder of the intermediate
phase —this is clear experimental evidence of the
possibility of studying metal-insulator transitions
by EPR.

In Sec. II, we describe the experimental pro-
cedure, the crystal growth method, the measure-
ments, and the crystal characterization techniques.

The specific-heat data and their interpretation
are presented in Sec. III, and the EPR spectra
and their analysis in Sec. IV. In Sec. V, a detailed
discussion of the origin of the transitions and of
the nature of all three phases is given.

II. EXPERIMENTAL PROCEDURE

The single crystals used in this investigation
were grown by chemical transport reaction. ~4 The
starting material was Ti,Q, powder prepared from
pure commercial TiQ~ by a hydrogen reduction
process. The transport agent was TeC14. powder
and single-crystal x-ray diffraction showed that
the final products were single-phase Ti4Q7 crystals.
These are platelets of dimensions 4&&0. 4&&0. 1
mm~, and are found to be normally twinned. A
detailed description of the twin is given elsewhere. "
The impurity content, as obtained by y-ray activa-
tion analysis, is of the order of several hundreds

ppm, with 20-400 ppm of Te, 20-200 ppm of Cl,
20-30 ppm of Cr, and 1-4 ppm of Sc.

The crystals were characterized by electrical
resistivity between 80 and 300 K and magnetic
susceptibility measurements between 4. 2 and 300
K, with a vibrating sarriple magnetometer in a
magnetic field of 10 kG. Typical data are shown
in Fig. 2. The susceptibility data show a transi-
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FIG. 2. Conductivity of Ti4OV single crystals-mea-
surements are made along the |O 3 1j pseudorutile direc-
tion. Inset shows the magnetic susceptibility vs tem-
perature.

tion at about 150 K without measurable hysteresis.
These results are similar to those given in Ref.
6, obtained on crystals grown by flux method else-
where. ~ The resistivity data show a low-tem-
perature transition with a hystex'esis effect of
several degrees and a high-temperature transi-
tion without hysteresis. Qur results are slightly
different from those given in Ref. 5. At all
temperatures our crystals show a lower conduc-
tivity. These discrepancies might be due to the
difference in nature of the impurities in the two
kinds of samples.

The heat capacity at constant pressure has been
measured in the temperature range of 100 to 400
K for several crystals, with a Perkin-Elmer DSC2
differential scanning calorimeter with an accuracy
of 2%. This apparatus allows measurements on

samples weighing less than 10 mg and is therefore
very useful for small single crystals. Measure-
ments have also been performed on larger powder
samples at lower temperatures between 10 and
100 K with a differential calorimeter. ~7

EPR spectra were recorded on a +SF-Thomson
spectrometer, with a micxowave frequency of 9
6Hz, over a temperature range from 10 to 140 K
(the highest temperature where the spectrum
could be resolved).

transitions are found to be 95+ 5 and 468+ 5 cal/
mole fox the 140- and 150-K transitions x'espective-
ly. The corresponding entropy changes are 0.VO

+ 0. 05 and 3. 04 + 0. 05 cal/mole K. '3

A. Low-temperature data

In order to fit, the data with the Debye theory,
the C~ —C„corxection has been calculated at room
temperature with the volume thermal expansion
coefficient (a =2. 9X10 ' K ') and the molar volume
(V= VO cm~) deduced from x-ray data for Ti4O~, ~

and the tabulated compressibility of Ti02 (P = 0. 57
x10 ~ atm '). The value thus obtained for C~ —C„
= Ta' V/P, is found to be 0.7 cal/mole and of the
same order of magnitude as the experimental er-
rors on C~. At low temperature, this correction
should be even smaller and therefore negligible.
Figure 4 shows the curve of C~/T vs T obtained
from the low-temperature measurements on powder
samples. Below 10 K, the Debye law is not obeyed.
Between 10 and 40 K, C~ follows a T law cor-
responding to a Debye temperature of 493+10 K.
Above 40 K, the results deviate from the Debye
theory and the Debye temperature (as deduced
from tabulated values) increases with temperature
(Fig. 4, insert).

The departure from the T law below 10 K might
be due to some impurities. The Debye tempera-
ture of 493 K obtained between 10 and 40 K is
smaller than the values of 6V4 and V60 K obtained
for TizQ3 and~ TiQ2, respectively. The same
result has been obtained for V4Q7 compared to VQ2
and V2Q3,

3O and might be characteristic of the
crystal structure of the Magneli phases. The
deviation from the Debye theory above 40 K in-

80-

20

III. SPECIFIC-HEAT MEASUREMENTS AND ANALYSIS 100 200 300

(K)
i
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The heat capacity at constant pressure, C~ is
plotted versus temperature in Fig. 3. Two peaks
characteristic of first-order transitions clearly
appear. The high-temperature peak is centered
at 154 K and is 3-K wide; the low temperature
peak is about 10-K wide and is centered at 142 K
for increasing temperatures and at 130 K for
decreasing temperatures. The enthalpies of the

FIG. 3. Molar heat capacity C& of Ti407. Measure-
ments are made at low temperature on a, powder sam-
ple with a weight of 2 g and above 110 K on single crys-
tals with a weight of 25& 10 3g. Insert shows the molar
heat capacity of single crystals in the temperature
range of the transitions with a larger horizontal scale
and a smaller vertical one than the main figure. Mea-
surements are performed with increasing temperatures.
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above 40 K.

dicates that the phonon frequency spectrum g(~)
does not follow the Debye quadratic law even for
rather small u.

B. 140-K transition

As stated in Sec. I, the molar entropy change
M at the low-temperature transition may be in-
terpreted in terms of a disordering of the Ti'
bonds. As a first approximation, 4S may be
written as 4S= —,'R ln W, where W is the number
of configurations per unit cell in the disordered
phase. The measured entropy change of 0. VO cal/
mole approximately therefore corresponds to two
configurations per primitive cell, i. e. , for two

Ti40, molecules. This indicates that the disorder
of the Ti~' bonds is somewhat limited and suggests
a model of disordered Ti~' and Ti4' chains (these
chains being four atoms long). The most likely
type of disorder, which takes into account the
chain structure of Ti4Q~, is shown in Fig. 5. The
crystal structure is such that at all temperatures
there are two types of Ti chains: the a chains
corresponding to the crystallographic sites 3-1-1-3
and the b chains to the sites 4-2-2-4. In the low-
temperature ordered phase, the Ti~' dimers are
always on the a chains and the Ti~' ions on the b

chains. In the disordered intermediate phase, the
two Ti~' dimers would be located either on an a
chain or on a b one, and similarly for the Ti4
ions. In order for this model to be crystal chem-
ically reasonable, one has to add the following
restriction: no more than two consecutive chains
could be occupied by the same type of ions. The
presence of more than two consecutive chains
occupied by the same ions would lead to a very

large local extra energy. Such a configuration
would not be probable. Qne may note that the
crystallographic blocks separated by the shear
planes are not correlated and that this model cor-
responds to a short-range order along the pseu-
dorutile c axis involving four atoms only. This
type of disorder relative to ionic charges and

T(130 K 130(T( 150 K

FIG. 5. Proposed model for the disorder of the Ti
chains; (a) structure of the low-temperature phase —Same
as Fig. 1(b). (b) Structure with disordered Ti+-Ti3'
pairs for the intermediate phase. The a (3 —1-1—3)
chains contain the Ti(1) and Ti(3) sites, while the 5
(4 —2 —2 —4) chains contain the Ti(2) and Ti(4) sites
[see Fig. 1(a)].
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slight atomic displacements cannot be visualized
by classical x-ray methods. Especially, one does
not expect any superlattice lines in the x-ray pat-
tern below 130 K, as the form factors of the Ti~'
and Ti ' ions are approximately the same.

The previous argument of two configurations
per unit cell is crude, as Ti4O~ is not a molecular
crystal. A correct calculation of the entropy of
the system needs more sophisticated mathematics.
The same kind of problem has been solved for
the Ising model21 and for chain molecules by a
matricial technique. It is clear from Fig. 5 that
there are four possible configurations for two
successive chains. Let us call Ti' (c)-Ti"(c),
the configuration of the unit cell stable in the low-
temperature phase, Tia'(c) meaning a Ti~'chain and
Ti '(c), a Ti4' one. The four configurations in the
intermediate phase are:

Ti'(c)-Ti'(c), n „Ti'(c)-Ti'(c),
Ti'(c) -Ti'(c), n„Ti'(c)—Ti'(c), n, .

Let us define the configurational matrix correlating
the configuration of a pair of chains to that of the
next pair of chains inside a block:

q-P2 since the energies of the configurations
should be approximately E 2E ~ We there-

4 3 2 1
fore obtain for the configurational matrix:

1PP 0

0P 0 P'

P 0 P 0

In the case of p-1, the largest eigenvalues of
this matrix are

& = (3 + 2 W5) —(1 —p) (15+~v 5) .

As X is always smaller than (3+-, v 5) = 2. 62, this
gives

S & 0. 96 cal/mole.

The experimental value of 0. 70 cal/mole cor-
responds to p-0. 70. Tliis gives an extra energy
E of about 3 meV for the configurations suchQ1 at2

as n1n2 compared to the configuration n1z1 stable
below 130 K. The low-temperature transition
takes place at a temperature T such thai E
-0.3 &T.

U
O1 1 1 2

~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

U
M=~

where U is the statistical weight of the con-
5 j

figuration (n;n, ) for two pairs of chains. The
notion of statistical weight for a given configura-
tion is based on physical grounds and is related
to the energy E of this configuration by

5 j
U, =exp[- (E, /kT)]. ,

One can then show that the number of con-
figurations of IV pairs of chains (2 N Ti4Q, mole-
cules) is

W=A.

where X is the largest eigenvalue of the M matrix.
The molar entropy change at the transition is
given by

&S= 2R lnX.

The values of U . . are determined by the physical
5 j

properties of the system. A statistical weight of
one is chosen for the configuration stable at low
temperature: U = U = 1, which corresponds

1 1 2 2
to E =E = 0. From the restriction that no

1 2 2
more than two consecutive chains are occupied
by ions of similar charge, it follows that U = 0.~2 3
Let us define U =P &1 and U =q &1.

As a first approximation, one can assume that

C. 150-K transitions

The high-temperature transition has to be at-
tributed to a delocalization of the 3d electrons.
The entropy of this transition includes an electronic
term and possibly a lattice term. One can esti-
mate the electronic term from the susceptibility
data (Fig. 2). In both low-temperature and inter-
mediate phases, the temperature-independent
susceptibility is due to a Van Vleck orbital mech-
anism. The steep increase of the susceptibility
at 150 K is dueto apauliterm. If one assumes
that the Van Vleck term is negligible in the metal-
lic phase (this will be discussed in Sec. VI), the
Pauli susceptibility is of the order of 600 to 750
&&10 emu/mole. This value corresponds to an
effective mass rn* of 15 to 18m, m being the free
electron mass, and to a density of states at the
Fermi level of 10-12 eV per 3d electron.

The susceptibility appears to be quite enhanced,
as in similar materials such as23 VO2 and other
vanadium oxides. Such an enhancement can be
due to two different mechanisms. The first one
is related to the Brinkman —Rice model of a high-
ly correlated electron gas. In this model, the
enhancement factor is the same for the coefficient
of the electronic specific heat as for the Pauli
susceptibility. This leads to a y value of approxi-
mately 0. 01 cal/mole K and an electronic entropy
change of 1.50 cal/mole K. As the total entropy
change is 3. 04 cal/mole K, the electronic con-
tribution would be of the same order of magnitude
as the lattice contribution.
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BE. D However, any dilute magnetic center can act as
an EPR probe and give precious information on
the nature of the low-temperature phase and on
the approach to the transition. EPR data have
already been reported on Ti4Q~ powders. But
single-crystal data are necessary to identify the
magnetic centers and to relate their x'elaxation
behaviox to the Ti4Q~ host properties.

A. Pxpt.*rimmtal data

FIG. 6. EPR spectra of untwinned Ti407 single crys-
tals at 80 K. {a) Typical spectra showing the four lines
A, 8, C, and D. (b) Spectrum recorded for a different
field orientation. (c) Same as {b) recorded with a high-
er sensitivity showing the Ti hyperfine structure of the
B line.

In the second mechanism, the Pauli susceptibil-
ity is exchange enhanced. ' Qne does not expect
in this case any enhancement of the y coefficient.
This leads to a result where the entropy of the
transition would be entirely due to the lattice,
which seems unreasonable in the case of Ti4Q7.

Therefore, we conclude that the electronic and
lattice contributions to the entx'opy of the 150-K
transition are approximately the same. The elec-
tron-phonon coupling should play an important
part in the mechanism of this transition.

IV. ELECTRON-PARAMAGNETIC-RESONANCE SPECTRA

AND ANALYSIS

Qne does not expect any intrinsic EPR signal
in the semiconducting phases of a perfectly
stoichiometric Ti4QV crystal, as the Sd electrons
are paired in nonmagnetic metal-metal bonds.

%e performed EPR measurements on untwinned

Ti4Q7 crystals in order to obtain meaningful. data. ~7

As the untwinned crystals are in any case very
small (1 mm~ or less) the measurements had to
be very accurate. At 10 K, as-grown Ti4Q~ crys-
tals show about ten unidentified lines, most of
which are not detected at 80 K owing to their short
relaxation times. The four principal lines of a
typical spectrum obtained at 80 K are shown in
Fig. 6(a). The so-called 8 line has the smaiiest
linewidth and can be followed up to the low-tem-
perature transition; hence it serves as an ideal
EPR probe. The other lines cannot be detected
at temperatures higher than approximately 100 K
and will not be discussed any further,

The spectrum is shown in Fig. 6(b) for a dif-
ferent field orientation. In this case a hyperfine
structure with eight lines is detected for the B line
and is shown on Fig. 6(c) at 80 K. The values and
axes of the g and hyperfine tensors, measured at
80 K, axe reported in Table I.

The intensity of this line has been measured by
comparison with a known sample of P-doped Si
and is plotted versus temperature in Fig. 7. The
same figure shows 1/ys vs T, which indicates that
below 130 K a Curie-gneiss law is well-obeyed
with a negative Curie temperature of the order of
10 K. The spin concentration is found to be of the
order of 4&&10~9 centers/mole. Above 130 K, the
intensity of the line decreases abruptly and is not

FIG. 7. Integrated in-
tensity y& of the J3 line vs
temperature (w). Recipro-
cal intensity ljgz vs tem-
perature showing a Curie-
Weiss behavior (~ ). In-
sert shows the hysteresis
of y&(T) in the transition
region.

SO
T(K}
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TABLE I. Principal values of the g tensor and of the
hyperfine A tensor for the KPH 8 line observed at 80 K
on Ti407 single crystals. 8 and ~t are the spherical co-
ordinates of the tensor axes referred to the pseudorutile
axes.

1.932 126' 47' 36.6 x 10-4 78' 49'

l.952

1.965

75' -57'

41' 50'

17 0 ~ 10 104 44

6.3&10 4 20' -1'

detectable anymore above 140 K. The vanishing
of the line takes place at the same temperature as
the semiconducting-semiconducting transition.
This result is significantly different from that
obtained on powder samples. 6 The hysteresis
of the line intensity, shown in the inset of Fig. 7,
corresponds approximately to that obtained by
electrical resistivity and specific-heat measure-
ments. Figure 8 shows the dependence with tem-
perature of the peak-to-peak linewidth, &H, which
is always small (1 to 4 0). Below 60 K, it de-
creases with increasing temperature. Above 80
K, 4H increases rapidly, showing two anomalies
at 130 and 140 K where the line vanishes. The g
tensor of this line remains unchanged between
10 and 135 K and the line shape is approximately
Lorentzian in the same temperature range. The
hyperfine structure is resolved from 10 to approxi-
mately 130 K.

B. Analysis of the center

The observed structure of the 8 line is charac-
teristic of Ti nuclei. 2'~ The two isotopes ' Ti

and 4 Ti, with a natural. abundance of V. 5 and 5. 51 pf.

have nuclear spins 2 and ~7, respectively, and
approximately the same nuclear frequency. The
total intensity of the eight observed hyperfine lines
compared t,o the main peak corresponds to the
abundance of the two isotopes (-13%).

Since the g value is slightly smaller than two,
and since the spectrum does not show any fine
structure, the line may be ascribed to a Tis' (3d~)
center. The g-tensor axes are not related simply
to any crystallographic axis, because of the low
triclinic symmetry. Also, they do not give any
information on the orbital state. However, the
hyperfine tensor axes are found roughly parallel
to the pseudorutile [1 1 0], [1 1 0], and [0 0 1]
directions.

This result indicates that the Ti~' center is
located on a normal Ti site. As a first approxi-
mation, we may assume that the crystal field is
orthorhombic, with axes parallel to the pseudo-
rutile [1 1 0], [1 1 0], and [0 0 1] directions. As
the crystal-fieM splittings are much larger than
the spin-orbit coupling, the energy levels are as
shown on Fig. 9. As an EPR signal is observed,
the lowest state is mainly an x2 —ya orbital state,
with x and y axes parallel to the c and [1 1 0]
pseudorutile axes, respectively. So

From the observed deviation from two for the
g tensor, it is possible to estimate the splittings
~, and 4~ between the ground state and the zy and
zx excited states. If Ay=2-g, one expects ~/g
-X/6, where X is the spin-orbit coupling constant.
With the Ti~' free-ion value of X= 154 cm ~, 3~ one
obtains h~ and hz of the order of 3000 cm ~ (-0.4
eV). Since there might be a large reduction of X

due to covalent bonding, these values are upper

T (K)

130 120 110

O

FIG. 8. Width DH of the
8 l.ine vs temperature. In-
sert shows the tempera-
ture-dependent part of the
linewidth vs reciprocal
temperature. A H0 is a
temperature-independent
contribution to DH, deter-
mined in the temperature
range of 60 to 80 W (ZH,
=0.27 0).

, 0
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limits of ~, and ~z. However, they are indicative
of a strong orthorhombic crystal-field splitting.

The hyperfine tensor values may be compared
with those expected in a crystal of tetragonal sym-
metry. " If X/& « I, one expects

~t+(~7) p,
A„and A, are the hyperfine values parallel and

perpendicular to the crystal axis, respectively.
8 is the isotropic contact hyperfine contribution
and P the anisotropic part

&=2r~ u (r '),

y is the nuclear gyromagnetic ratio; p. ~ and p, „
are, respectively, the Bohr and nuclear magne-
tons; r is the distance electron nucleus, and (r ')
an average value taking into account the radial
distribution function of the electron.

In our case, if one takes for A) the principal
value corresponding to the hyperfine tensor axis
roughly parallel to the c pseudorutile axis and for
A, the average between the two other values, one
obtains

e-1g. gx1p 4 cm-' P- —23. gx10-4 cm-~

(r ')-2. 89 a. u.

These values are similar to those found in MgQ or
CaO. " The (r ') calculated value for a Tis' free
ion is 2. 55 a. u. , of the same order of magnitude
as our experimental value.

The presence of unpaired Ti ' ions in Ti4QV may
be the result of several mechanisms. They could
be due to the incorporation of impurities such as
trivalent nonmagnetic impurities on Ti sites break-
ing Tis' pairs, or to stoichiometry defects. As
we observe the same center in crystals grown by
different methods (flux method or vapor transport
with HC1 instead of Te Cl~ as transport agent), we

rule out the first explanation. It has not been pos-
sible to measure the stoichiometry of the samples,
because of their small size. The EPR spectrum
could be due to oxygen vacancies, as suggested by
Houlihan et al. or to Ti vacancies. We feel that

oxygen vacancies are unlikely as the oxygen lattice
in the Magneli phase should be rather stable.
Moreover, we observed that V doping decreases
sharply the intensity of the Ti line, indicating that
V compensates a stoichiometry defect.

A titanium vacancy, depending on its location
either on a Ti3 or Ti4' site, converts three or four
neighboring Tis' ions into Ti4' in order to keep
charge neutrality. In the process, it may leave
a cluster of unpaired Ti ' ions, located on Ti~ or
Ti, sites. Such clusters or Tis' centers are
responsible for a non-negligible exchange interac-
tion below 40 K, as shown by the Curie-Weiss
behavior, although the total B-center spin con-
centration is relatively low.

C. Temperature behavior

9

3d

t2 /
//ik

2

Orth orhombic
field

zy dzx

Cubic
fieLd

FIG. 9. Crystal-field splittings of a 3d level.

The linewidth shows a peculiar temperature de-
pendence. The value measured at the lowest tem-
perature is the intrinsic linewidth due to the di-
pole-dipole interaction. Although the observed
spin concentration should correspond to a dipolar
linewidth of 10 G, the presence of clusters (as
stated above) leads to a much larger dipolar line-
width (-2 G). It is suggested that the decrease of
~H vs temperature is due to a motional narrowing
related to a hopping process. In such a process,
the linewidth (in frequency units) is h~= u~„/&u „,'
where ~«, is the frequency related to the dipolar
interaction and ~ „the rate of motion of the hop-
ping electron. We deduce a correlation time for
the motion which decreases with increasing tem-
perature, down to 2 x 10 sec at 60 K. As the
characteristic time for the hyperfine interaction
is of the order of 5x10 sec, the hyperfine struc-
ture is not washed out by this process. Such a
mechanism assumes that the electron hops between
equivalent crystallographic sites; this hopping
process is possible because of the presence of B-
center clusters.

Between 60 and 90 K, the linewidth is approxi-
mately temperature independent; its value 4H, is
probably the smallest possible one, owing to crys-
tal-field inhomogeneities or other imperfections.

The increase of 4H above 90 K suggests that the
dominant mechanism is then due to spin-lattice re-
laxation. The temperature-dependent part of the
linewidth 6H= AH- WHO, has to be assigned to the
longitudinal relaxation time v, . One could inter-
pret 5H by a two-phonon Raman process. " Such
a process induces a T temperature dependence for
Kramers's ions such as Ti". In our case, a pow-
er law of T ' can be fitted; however, the preex-
ponent coefficient is found to be 10 ' G, which is
much smaller than the usual values (-10 G) for
most materials. ' We would rather suggest that
the relaxation is due to an excited state, therefore
to a resonant Orbach process. In the inset of
Fig. 8 (8H= DH- r Ho) is plotted vs 1/T. Good
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molecular levels scheme
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agreement is found with the law: 5II- e '~" with
5-0.08 eV-930 K. Obviously, a two-phonon Or-
bach process cannot be invoked as 5 is much larg-
er than kT and even larger than the Debye energy
(eD- 500 K). Therefore, we conclude that only a
multiphonon Orbach process can account for our
x'esults. A four-phonon mechanism has already
been proposed for the relaxation of V ' in TiO,
and has been theoretically discussed in Ref. 36.
It is clear that the excited state, situated 0.08-eV
above the Ti+ level, cannot be attx'ibuted to the
Tl excited states, as the crystal-field splittlngs
have been previously shown to be of the order of
0. 4 eV. If the Ti ' center is located on a Ti" site
[Ti(3) or Ti(l)], then the empty level correspond-
ing to the Ti ' sites [Ti(4}or Ti(2}] should lie a.

few hundreths of an eV above the Ti + level. We
propose that the Orbach process takes place
through these empty Ti ' levels.

The softening of the temperature dependence of
the relaxation near 130 K indicates a decrease of
the splitting between these two levels. Such a de-
crease is expected at the low-temperatux'e transi-
tion, as in the disordered intermediate phase, the
Ti ' ions are located either on the Ti ' or on the
Ti4' sites of the low-temperature structure. The
scheme of the levels is discussed in more detail
in See. VI.

As the 140-K transition is approached, the in-
tensity of the EItR signal decreases rapidly (see
Fig. 7). It is obvious that this is not due to a con-
ductivity effect as the skin depth in the intermedi-
ate phase is about 5 mm and the crystals are not
more than 0. 1-mm thick. But at the low-tempera-
ture transition (according to the model given in
Sec. IV) the Ti ' pairs become disordered. The

vanishing of the EPR signal indicates that the dis-
order of the intermediate phase is dynamic. When
the Ti" pairs get mobile, the electrons of the
broken bonds also hop through the crystal. Two
different mechanisms may explain the vanishing of
the EPR signal. Either, the lifetime of the un-
paired electrons on a given site becomes shorter
than 10 '0 sec, or in the hopping process, no un-
paired electrons are left through the crystal. The
first mechanism seems more likely. Therefore,
this result would indicate that the lifetime of the
electrons on a given site becomes less than 10 '0

sec in the intermediate phase.
The rapid decrease of the 8-line intensity through

a few degrees, correlated with the width of the
specific-heat peak seems due to nucleation of the
domains of the intermediate phase. Since the 8-
line intensity decreases sharply above 135 K, the
behavior of the linewidth just at the transition may
be not significant and will not be discussed any
further.

V. DISCUSSION

A. Low-temperature phase

The ordering of the Ti ' dirners on one type of
chain in the low-temperature phase leads to the
level scheme shown in Fig. 10. As a first approxi-
mation, we do not take into account any possible
broadening of the atomic or molecular levels into
bands. We separate the Ti sites into two types,
the Ti(l) and Ti(3) sites occupied by the Ti" iona,
and the Ti(2) and Ti(4) sites occupied by the Ti"
ions. We assume that the crystal-field splittings
are approximately the same for the Ti(l) and Ti(3}
sites and for the Ti(2) and Ti(4) sites, respective-
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FIG. 11. Pair formation by orbital overlap along the
pseudorutile e axis.

ly. Obviously this is not completely true as the
oxygen octahedra surrounding the Ti(1) and Ti(3)
sites, for example, are slightly different. The
fivefold orbital d state is split into a lowest triplet
I& and a highest doublet e~ by a cubic octahedral
crystal field. The orthorhombic component of the
crystal field then splits the t& triplet into three
orbital singlets. The lowest orbital singlet should
then correspond approximately to a d„~,2 sta, te.
This level should be slightly lower for the Ti '
sites (A level) than for the Ti" (B level), as shown
in Fig. 10. On the Ti chains, as the Ti ' pairs
are formed, the d„3 p orbital state gives rise to a
lowest bonding spin singlet state S and a highest
antibonding spin triplet state T. The S and T
states correspond to molecular orbitals built with
the d„a,a orbitals of two neighboring Ti(1) and
Ti(3) sites (see Fig. 11).

We may estimate a value for the splitting 2J be-
tween these bonding and antibonding states from
the temperature behavior of the magnetic suscepti-
bility y. As y is temperature independent up to
150 K, there is no direct contribution coming from
an increase of the population of the triplet state
versus temperature. This indicates that 2J is cer-
tainly larger than 0. 2 eV. Then g is due only to
the Van Vleck matrix elements between the singlet
S state and some excited state. It seems then rea-
sonable to assume that this excited state is the
triplet state. One may obtain a rough order of
magnitude for the 2Z splitting between S and T, by
the formula

where N is the number of electrons of the ground
state. A value for 2J of 0. 3 eV is deduced.

In Sec. V we proposed that the Orbach relaxa-
tion of the Ti ' 8 center above 100 K was due to
the empty higher levels corresponding to the Ti '
ions. One may assume that the orbital ground
state of the unpaired Ti ' is very near to the A.

level. Then the energy 5 obtained from the Or-
bach process gives -0. 1 eV for the splitting be-

tween the A and 8 levels, which are the ground
states of the Ti ' and Ti ' ions in the low-tempera-
ture phase.

As the 140-K transition is approached, this
splitting should decrease and 5 should become
zero in the intermediate phase where the Ti" and
Ti ' ions occupy both kinds of sites. This is in
agreement with the softening of the relaxation pro-
cess just below the transition.

The transport of the low-temperature phase
might also be related to the empty Ti ' levels.
However, the conductivity curve versus tempera-
ture (Fig. 2) does not show at low temperature a
well-defined activation energy. It was already
suggested in Ref. 26 that crystal defects, mainly
related to nonstoichiometry are responsible for
the transport properties below 120 K. Between
120 and 140 K, the conductivity behavior may be
described by an activation energy E,-O. 16 eV.
Figure 2 shows that an activation energy of the
same order of magnitude may be attributed to the
intermediate phase. We propose that in this tem-
perature range, the transport properties are in-
trinsic and related to a hopping process of the 3d
electrons of the Ti" sites. The possible mecha-
nism for this hopping will be discussed in Sec. V B.
The ordering of the Ti" ions on one type of chain
in the low-temperature phase has some similarity
with the classical Verwey model proposed for
Fe,04. The properties of such a system have
been discussed by Mott. They involve interatom-
ic electronic correlations and should depend on the
ratio Vo/B, Vo being the interaction potential be-
tween carriers on nearest-neighbor sites and 8
the width of a band built on the Sd orbitals. How-

ever, the presence of the pairs of Ti'+ differen-
tiates Ti407 from Fe304. In our case, Vo should
be the interaction between dimers located on
neighboring Ti chains and 8 the width of a band
built through overlap of the orbitals from one chain
to the adjacent one. This rather small overlap
should lead to a value for Vo/B la.rger than one and
therefore to the pair crystallization at low tempera-
ture.

8. Intermediate phase

As was proposed in Sec. IV, the intermediate
phase is a disordered phase as far as the Tis' di-
rners are concerned. The low- temperature transi-
tion is then an order-disorder transition and is
driven by the disorder entropy of these dimers.
At 140 K, this disorder entropy takes over the
interpair correlation energy.

The Van Vleck magnetic susceptibility of the low-
temperature phase was attributed to the matrix ele-
ments between the singlet and triplet states of the
pairs. As the susceptibility does not show any
anomaly at 140 K, we conclude that the short Ti"-
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FIG. 12. Bipolaron conductivity process for the in-
termediate phase. Two electrons of a Ti3' pair simul-
taneously leave their site towards an adjacent Ti chain
(a). Another Ti+ pair is formed on the adjacent chain
(b).

Ti" distance is the same in the disordered phase
as in the low-temperature "condensed" phase.

It has been shown in Sec. V that this disorder is
dynamic. Our model is then simila. r to the one
proposed by P. W. Anderson' for systems with
one electron per cation site, involving resonating
valence bonds, i. e. , two paired electron bonds
wandering through the crystal. However, in our
case, there is only one electron per two sites and
in order to destroy one pair and to create another,
both electrons must hop between sites by pairs.

Therefore we rather propose that the intermedi-
ate phase should be treated as a gas of two-particle
polarons, or bipolaxons. Such a model has al-
ready been proposed by N. F. Mott and recently
theoretically discussed by P. W. Anderson" for
amorphous materials. In this model, owing to
strong electron-phonon coupling, the Hubbard in-
teraction between up and down spins on the same
bond may be attractive because of the formation of
the bond between the two cations. Also, there is
no gap for a two-electron excitation and any ob-
served gap is a mobility one.

In the case of Ti40„one may attribute a half-
filled bipolaron band to the intermediate phase.
The conduction mechanism is shown in Fig. 12:
the two electrons of a Ti ' pair simultaneously
leave their sites and form another pair on the adja-
cent chain which was previously occupied by Ti'
ions. The two electrons therefore diffuse together
with a, local lattice distortion, just as in the small
polaron theory. This process is a bipolaron dif-
fusion. The experimental activation energy of
0. 17 eV is then a mobility activation through pho-
nons. At the low-temperature transition, the or-
dering of the Ti' pairs corresponds to a gap open-
ing in the bipolaron band, driven by the interpair
correlation energy. However, just below the tran-
sition this energy gap is rather small and the elec-
trical conductivity may also take place through
bipolaron hopping, just as in the intermediate
phase. The observed activation energy is then a

result of both this energy gap and the activation
energy for the bipolaron mobility.

C. Metallic phase

It was shown in Sec. IV that the 150-K transition
entropy can be accounted for by an electronic and
a lattice contribution of approximately the same
magnitude. Also at this transition, the unit-cell
parameters and volume undergo an abrupt change. '
These two facts indicate that this transition is in-
duced by an electron-phonon interaction. The tran-
sition by decreasing temperature leads to the po-
laronic intermediate phase, essentially because
there is only one electron per two sites. The dis-
tortion of the system is then local and not long
range.

The relatively high value of the magnetic sus-
ceptibility (750 emu/mole) at 152 K and the large
electronic contribution to the high-temperatur e
transition entropy (- 1. 5 cal/mole K) show that the
electronic effective mass is enhanced by electronic
correlations in a manner similar to that proposed
by Brinkman and Rice for other materials. But
in the case of Ti40„only interatomic electronic
correlations are likely to be important. The intra-
atomic correlations should not be effective because
of the one electron per two sites.

The rather poor conductivity of the metallic
phase is probably due to a lowering of the mobility
induced by impurities such as Te and Cl. The
material might be intermediate between a pure
metal and an Anderson insulator where localiza-
tion occurs by impurity potential perturbation.

VI. CONCLUSIONS

The most interesting feature of the titanium
oxide Ti407 lies in the nature of the semiconducting
intermediate phase. It is shown in this paper that
all the presently known data can be accounted for
by a dynamical disorder of Ti' pairs in this phase.
The detailed model of disorder along Ti chains is
in agreement with the measured value of the en-
tropy of the transition. Such a model might be
corroborated only by x-ray diffuse scattering.
This phase is also believed to be an illustration of
the bipolaronic state proposed by several authors.
The possibility of growing larger crystals and of
stabilizing this disordered phase in a larger tem-
perature range and down to lower temperatures
would allow an improved study of this phase by
other methods, such as optical and inelastic neu-
tron scattering measurements.
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