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Evidence for an ionic model of 31 impurities in metals
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The orbital susceptibility of Co impurities in several metals is shown to be consistent with an ionic model

suggested by Hirst which is generalized to include strong lifetime broadening of the many-body ionic energy
levels by k-d interaction. Kondo and both intra- and interconfiguration fluctuations are included. In CuCo
and AuCo at low temperature the 3d ionic ground state is a T,, orbital triplet which is broadened to about
0.1 and 0.02 eV, respectively. In liquid CuCo the ionic state is apparently an unsplit 4F orbital. In
nonmagnetic Co systems ionic linewidths may be several eV, but only a few distinct ionic orbitals are coupled
into the ground state. In AlCo, the ionic state is about 2.5 eV wide and is a superposition of either a 'F and
P (intraconfiguration fluctuation), or a 4F and 5D tinterconfigurational fluctuation). These considerations

strongly indicate that localized spin fluctuation and other band-type models are not appropriate for 3d
impurities.

I. INTRODUCTION

%hen a transition-metal impurity is dissolved
into a nonmagnetic Inetal, one observes a wide
variety of magnetic properties, ranging from
strongly magnetic (AuFe, CuMn, etc. ) to nonmag-
netic (CuNi, A. /V). Theorists have proposed an
equally wide variety of possible models for the im-
purity state, but most can be grouped into two cat-
egories. One is the "magnetic" group which pic-
ture the impurity as a reasonably well-defined
ionic configuration whose Zeeman levels are
broadened and coupled by conduction-electron in-
teraction. '~ The second category includes the
Friedel virtual-bound-state model, 3 the nonmag-
netic Anderson model, and the various localized-
spin-fluctuations models which assume a zero-or-
der bandlike picture for the impurity d electrons
with fluctuating spin and orbital moments caused
by residual ionic exchange interactions. Both ap-
proaches are physically equivalent when properly
formulated. However, the theoretical approxima-
tions (perturbation treatment, Hartree-Fock, ran-
dom-phase approximation, etc. ), which are nor-
mally used make these models proper only when
the intraionic interactions are strong (magnetic
group) or weak (nonmagnetic group) with respect
to ion-conduction-electron interaction. This dis-
tinction may be meaningless for a nondegenerate
model but is important for real orbitally degener-
ate impurities. s Unfortunately, it has proven dif-
ficult to tell which group if either, describes real
impurities.

The ionic structure of transitional impurities has
been discussed extensively by Hirst for impurities
with ground ionic levels which are not strongly per-
turbed by interaction with conduction electrons.
This weak-interaction approximation is known to
be valid for many rare-earth impurities and com-
pounds but is not obviously applicable for transi-

tion-metal impurities. Except for a few "bottle-
necked" impurity systems, EPH lines are too
broad to be useful in identifying ionic level struc-
ture. Optical measurements are very difficult,
and interpretation is ambiguous.

Since there has been little firm evidence of de-
tailed ionic structure, the intraionic interactions
usually are approximated by a greatly simplified
generalization of the Anderson model. Although
this simplification has made quantitative calcula-
tion of thermodynamic properties tractable in
special cases, ' it may have obscured some im-
portant physical properties as well. In this paper
the ionic structure of the particularly interesting
Co impurity will be discussed in detail, and it is
shown that proper consideration of orbital and
crystal-field splitting resolves several puzzling
exper imental observations. These considerations
indicate that the local d state of Co impurities is
a superposition of a small number of many-body
ionic orbital levels. The implication is that the
localized-spin-fluctuation group of theoretical
models which are basically interacting one-electron
approximations does not provide a useful picture of
the localized impurity d state of transition impuri-
ties. A model which assumes a well-defined many-
body ionic orbital ground state such as a general-
ized Kondo model seems to be a much more realis-
tic approximation.

II. Co IONIC LEVEL STRUCTURE

Cobalt is a particularly favorable impurity for
studying orbital effects, since it is known to dis-
play large orbital paramagnetism when dissolved
into most normal cubic metals. This is indicated
by large positive Co Knight shifts observed in such
systems as AuCo, ' CuCo, ' and liquid Cu+f|, Co."

As discussed by Hirst, 7 Co impurities in the
ground state should nave configuration (3d)~02,
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FIG. l. Schematic diagram of lower-lying ionic
energy levels of Co. The metal conduction band includes
the valence (k) impurity electrons and is assumed to be
in. its ground state, so ionic labels refer only to 3d core.
Broadening and overlap due to k™dmixing interaction Vhf
are shown on right-hand side.

where k denotes the predominantly s-p symmetry
(conduction) electrons. The ionic energy levels
for this and the neighboring (3d)8k configuration
are shown in Fig. 1. This diagram shows two ex-
treme possibilities where the low-lying states of
the two configurations are (a) very well separated
or (b) very close in energy. Other configurations
and the band of excited many-body conduction elec-
tron states attached to each ionic level are omitted
for simplicity.

In the level diagrams of Fig. 1 spin-orbit cou-
pling is ignored and an intermediate cubic crystal-
line field is assumed. These approximations are
qualitatively but probably not quantitatively valid
for all cases we consider. The T„crystal-field
ground state and its I parent level both have large
orbital moments in a magnetic field, in agreement
with experimental observations.

When a 4-d interaction V~~ is allowed, ionic en-
ergy levels in a configuration having n 3d electrons
are coupled to numerous levels in configurations
with n a1 Sd electrons in first order, n and n +2
3d electrons in second ordex, etc. When V,„ is
very small, the Zeeman levels of the lowest-lying
ionic orbital are coupled and lifetime broadened by
even order (Kondo-type) interactions, but higher-
lying distinct orbitals are not significantly coupled
into the ground state levels. When V~„ is larger

these higher-lying orbitals can become strongly
coupled to the original ground state orbitals. This
happens when the lifetime broadening becomes
comparable to the level separations. In Fig. 1,
the ionic level widths are indicated schematically
versus V,„. The region in which the lowest crys-
tal field orbital overlaps no other ionic level is
labeled I in Fig. 1. Beyond I the "ground state"
becomes a superposition of several oxbital levels,
and four important regions are labeled. II is simi-
lar to I except that crystal-field splitting is washed
out by V~~. In III the ionic linewidths are large
enough that crystal-field splitting is negligible,
and only one otherwise distinct ionic orbital over-
laps strongly with the low-lying E ionic level. The
two possibilities shown correspond to an intracon-
figurational fluctuation (low-lying 'P state of same
configuration) or interconfigurational fluctuation
[low-lying 'D state of (3d)8k' configuration] of the
impurity ion. If the level separations are small,
regions II and III cannot be separated as shown. In

IV, V~~ is so large that many otherwise distinct
ionic levels contribute to the ground state, but con-
siderable many-body ionic character still remains.
There are of course numerous other orbital super-
positions which can occur besides the ones shown,

V indicates the region in which essentially all
many-body 3d orbitals contribute to the ground
level and a one-electron description becomes pref-
erable.

The energy-level diagrams shown in Fig. 1 may
be considered a generalization of the orbitally de-
generate Anderson model in which considerably
more complicated intraionic interactions are in-
cluded. Previously only a spin-spin repulsion en-
ergy J has been included4'8'3; in this approximation
all levels of the same spin in any given configura-
tion are degenerate. For this special case, re-
gions I and II merge into 111(a) and the quartet-
doublet spin splitting in (3d) fP is 3J. Other mod-
els may be classified approximately in terms of
Fig. 1 also. The usual Kondo' model also neglects
crystal field and purely orbital ionic splitting and

would apply to an ionic state in region III(a). The
g-d interaction does not completely describe the
interaction between conduction electrons and the
ionic Zeeman levels if the ground state is orbitally
degenerate but can be genex alized to this case. '
It can also be generalized to regions I and II but
cannot describe transitions between regions. The
Friedel-Anderson ' nonmagnetic virtual bound

state model is valid in region V. The spin-split
magnetic version of that model is included in re-
gion IV but is, in principle, similar to III(b) since
it includes high-spin many-body orbitals from all
configurations in the ground state. Enhanced sus-
ceptibility models such as the localized-spin-fluc-
tuation' and Anderson-model random-phase approx-
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imation describe the transition from V to IV.

III. Co MAGNETIC PROPERTIES

Co impurities are usually classified as nonmag-
netic or weakly magnetic when compared to Cr,
Mn, and Fe. The latter three, for example, dis-
play Curie-like susceptibilities except at very low
temperatures, when they are dissolved in noble
metals. The impurity susceptibility of CuCo, how-
ever, is only weakly temperature dependent, de-
creasing from approximately 2. 3x 10 ' cm'/mole
at" 4 K to l.2x10 ' cm'/mole at the melting
point. In Au, the Co susceptibility is larger at
low temperature and more strongly temperature
dependent.

Recently, Ritter, Bremer, and Gardner" mea-
sured the Co Knight shift in liquid Cu+l„,co al-
loys in which the Co susceptibility ranges from
about 10 cm /mole in A/Co up to l. 2x10 ~ cm /
mole in CuCo. '6 They found a linear relationship
between the Co Knight shift w and susceptibility g
over a wide host composition and temperature
range. Representative data are shown in Fig. 2,
and it is seen that only the point corresponding to
CuCo falls significantly off the solid line. g is re-
lated to the Co spin and orbital susceptibility by

& = &0+ &orb+ ~&sygn y

where zo is the (approximately constant) Fermi
contact term. n is the orbital hyperfine coupling
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FIG. 2. Co Knight shift vs Co susceptibi1. ity in liquid

Cupel& „Co. Data are taken frornRef. 11. The solid line
is an extrapolation of the best-fit straight line to data in
the boxed region. These data are taken for host alloys
with less than 55@ Cu and are shown on expanded figures
in Ref. 11. The dashed lines are given by the broadened
ionic model for the labeled orbital overlap regions.

constant which should be approximately 120 mole/
cm', ' and P is the core (including conduction elec-
tron) polarization coupling constant which is typi-
cally —10 mole/cm' for 3d impurities. ' Figure
2 indicates that the second term in Eq. (1) is
dominant and that for g& 8x LO ~ cm~/mole the or-
bital and spin susceptibility must increase roughly
proportionally versus temperature and host com-
position.

The Linearity of Fig. 2 for nonmagnetic impuri-
ties is consistent with an impruity state in region
V or an intermediate "spin-fluctuation" region
similar to IV(a) of Fig. 1 in which all orbitals of
a given configuration are either completely ex-
cluded or equally represented in the ground state.
This is the situation represented by the Anderson
model if g= 0. It is not difficult to show that in
this case the orbital moment is always twice the
spin moment. The susceptibility depends on the
bandwidth, but the spin and orbital susceptibility
are everywhere proportional.

This interpretation of their data led Ritter et gl.
to three serious inconsistencies. First, using the
above hyperfine coupling constants and Eq. (1),
the slope hs/h)i in regions 1V(a) and V should be
7'r mole/cm, well above the experimental value
of 40 mole/cm'. Secondly, these data fix an upper
limit of considerably less than 0.3 eV for the
Hund's exchange energy J of nonmagnetic Co im-
purities. This is several times smaller than a
similar analysis indicates for J of Mn. If J is
less than 0.3 eV all energy levels of the (3d)~k
configuration must lie within a range of 1 eV or
less, more than an order of magnitude smaller
than in a free ion. Third and most significant, the
Knight shift of Co in liquid ChCo lies well above
the extrapolated solid line in Fig. 2 whereas the
model requires it to lie on or below the line.
should lie on the line if the impurity level width in
CuCo remains much greater than J. Otherwise,
the ratio of orbital to spin moment must decrease,
dz/dg must also decrease as a consequence of
Eq. (1), and z must fall below the line. Ritter
et al. discussed this discrepancy in terms of the
generalized Anderson random-phase-approximation
susceptibility, but it is a general feature of any
model in this transition region. A final puzzling
feature is that the Co Knight shift decreases from
7.Qq in liquid CgCo to 5. 2% at 4 K, although the
susceptibility increases by almost a factor of 2.

Ne propose that the discrepancies arise be-
cause the Go ionic state in liquid Al and Al„Cu&~
hosts is not in regions IV or V but rather in re-
gion ID where ionic level widths and spacings are
both of order a few eV. As shown below, this
assumption is also consistent with the observed
constant X„JX„„ratio. In CsCo and AsCo the
ionic level widths are much smaller, and a region
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I description is proper at low temperature. In
liquid copper the combined broadening effects of
V„„and temperature apparently wash out instan-
taneous crystal-field splittings such that a region
II state becomes appropriate. In Sec. IV we com-
pute the static magnetic properties of Co impuri-
ties in each of the regions shown in Fig. 1 and
show that experimental data is in excellent agree-
ment with these suppositions.

IV. MAGNETIC PROPERTIES OF BROADENED IONIC
STATES

II m(a) 111(b)

(g S(S+1)) 15 15 15 19.25

(gLL(L+ 1) ) 4. 5 12 9 9 ~ 17

Xor/Xspfa 0 3 0 8 Oo 6 Oe 476

III(c) IV(a) V

12 7 75
12 14 15

1.0 2. 0 2. 0

TABLE I. Spin and orbital contributions to the Co
susceptibility. The regions refer to different superposi-
tions of orbitals illustrated in Fig. 1. Region III(c) is
explained in text.

Regions

y~„= gag,'S(S+ I)/3k'(r+ rr),

)&„,= Pegz L(L+ I)/3k'(T+ Tr). (3)

Here g, = 2 and S = —,'. For the T& triplet, g~ = ——,',
and L=1. When T+T~ is greater than the crystal-
line-field splitting, the susceptibility is the same
as if the E level were unsplit (i.e. , a region-II
ionic state) by the Van Vleck theorem. 20 In this
case, g~„ is the same as above but gz = 1, and S
= L= 3. When the ionic ground state is a super-
position of distinct orbital levels which are not
coupled by the magnetic field such as in regions
IG to IV, the total susceptibility is an appropriate-
ly weighted average.

In Ta,ble I, (g2S(S+1)), (gr L(L+1)), and g„~/
y„„are tabulated for regions I, II, III(a), III(b),
IV(a), and V shown in Fig. 1. Also included is
region III(c) which is not shown in Fig. 1. This is
the overlap region similar to III(b) when the low-
lying ionic excited state is the E orbital belonging
to configuration (3d)~k~. We assume that Tr is the
same for all the distinct orbital levels which con-
tribute to the susceptibility and neglect all other
contributions to the impurity susceptibility. Van
Vleck orbital paramagnetism is probably the only
significant neglected quantity, and it should be

Even under the simplest possible assumptions,
it is clearly a formidable problem to compute pre-
cise properties of an ionic model like that pictured
in Fig. 1. Nevertheless a semiquantitative charac-
terization of static magnetic properties can be
derived by simple intuitive reasoning. Fortunately,
this is sufficient to provide a surprisingly detailed
picture of the ionic structure.

The magnetic susceptibility of a region-I ion
will exhibit normal Curie-like susceptibility only
when T» T~, where 0' is the ionic linewidth or
equivalently the average off-diagonal matrix ele-
ment splitting otherwise degenerate Zeeman levels.
At low temperatures the susceptibility approaches
a constant. A reasonable and common approxima-
tion is to assume a (T+ Tr) ~ form for the (zero-
field) susceptibility. As an example, when T+Tr
is much smaller than the crystalline-field splitting
the susceptibility of a region-I Co ion would be

small except in region I when T+ Tz is of order the
crystal-field level spacing.

Since the experimental data of interest are K

and X, it is convenient to consider the ratio

K Ko
& 1+ Xs&fi +~ 1+ (4)

Using the g and P above, this ratio is shown in
Fig. 3 versus T+ T~ and the corresponding suscep-
tibility (upper scale). The dividing lines are cho-
sen to place the experimental data into what appear
to be the appropriate regions. These divisions
are not unreasonable but in the absence of informa-
tion about ionic structure cannot be further sup-
ported. In addition to the experimental data for
liquid Cu„Al& „Co discussed above, liquid SnCO
(Refs. 21 and 22) and low-temperature Chco (Refs.
10 and 13) and A@Co (Refs. 9 abd15) data are also
shown.

The error bars on the experimental data in Fig.
3 are due to uncertainty in zo and g. There is also
an uncertainty of perhaps 25% in the computed ratio
because of uncertainty in o. The uncertainty in P
should contribute little error by comparison. It
is unlikely that the coupling constant depends
strongly on the ionic region, so any errors in ~
would cause an approximately uniform shift of all
the computed values. Within these limitations it
is clear that the experimental data are very well
described by this broadened ionic model provided
the "nonmagnetic" Co impurity state is in region
III(a) or III(b). The intraconfiguration fluctuation
model of Fig. 1(a) is in better agreement with the
experimental results in region ID, but in the inter-
configuration fluctuation model of Fig. 1(b) better
describes the transitions between regions II and
III. Either are in good semiquantitative agree-
ment with experiment which is all that can be ex-
pected from these simple considerations. The fit
to experiment is also indicated for the data shown
in Fig. 2 where labeled dashed lines are shown for
regions II and III(a), III(b), and III(c). The good
fit of the solid CuCo results to region I properties
indicates that our neglect of Van Vleck paramag-
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FIG. 3. Ratio of Co Knight shift to Co susceptibility vs total. level broadening energy k&(T+T&). Division by region
is arbitrarily chosen to place data into appropriate probable orbital overlap region. Co susceptibility obtained from
Table I for the (a) regions is shovrn on upper scale. Circles are data for solid love temperature CgCo (region I, beefs.
10, and 13); liquid CuCo (region II, Ref. 11); and liquid C&g&~ „Co (region III, Ref. 11). Square is for low-tempera-
ture AgCo (Refs. 9 and 15). Triangle is for liquid SnCo (Refs. 21 and 22).

netism is valid and implies that the total crystal-
field level spacing of E-derived levels is at least
4 or 5 times the level width, or about —,

' eV. Since
the liquid ChCo impurity state is in region II, the
average crystal. -field splitting is much smaller in
the liquid. Thi8 l8 hax'dly surpl ising Since the crys-
tal-field" perturbation in the liquid state differs
significantly from the low-tempex'ature cubic crys-
talline fieM. The position of the cx'ogsovex be-
tween region II and HI in Fig. 3 yields an estimate
of about 0.3 eV for the separation between the E
and ~I' or 4E and 5D oxbitals.

The above interpretation of the low- and high-
temperature a@Co data is internally consistent,
since the same value A~T~~0. 1 eV is required in
each case to fit the magnitude of X. In addition,
the slope of g in the liquid state is well fit by a
(T+6) ' dependence, where e= Tr~ l400 K. In
AuCo at low temperature e= 300 K, ~~ also in good
agreement with the Tz of about 300 K found above.
Ne note however that our neglect of spin-orbit
coupling is not completely valid if the ionic line-
width is smaller than 0.1 eV.

V. CONCLUSIONS

The general picture of the Co impurity state
that emexges from these considerations can be
summarized by reference to the ionic-level dia-
grams of Fig. 1. The total crystal-field splitting
of the + ground-state parent level is apparently
about the same as in similar insulating matex'ialg,
of order 1 eV. When the metal is liquified, the

"crystal fields" evidently become negligible since
the susceptibility of liquid ChCo indicates an un-
split 4g ionic gx'ound state and the same level
width found in the solid. As Al is added to the
liquid metal the ionic linewidth broadens and over-
laps the higher-lying P ox' 8 orbital. IJl liquid
A/Co the ionic linewidth is 2.5 eV. This broadened
ionic pictux e is semiquantitatively successful in
relating the lax ge positive Co Knight shifts ob-
served in low-temperature Au and Cu and in liquid
Cu, Al, Sn, and CujQ& „hosts to the Co susceptibil-
ity. These data are not in good agreement with
either the localized spin fluctuation or ezdmnced
virtual state models nor with a simple Kondo model
which does not properly account for ionic struc-
ture. Liquid alloy data have been fitby Petex'8 and
Flynn to an excited spin-only ionic model, but
this model neglects observed orbital susceptibil. -
ities and does not apply at low temperature.

Similax' broadened ionic diagrams can be drawn
for other transitional impurities, and expeximental
information on the hyperfine fields and susceptibil-
ity of 3d elements in normal metals are consistent
with this pictux e. Except for the Co x esults dis-
cussed above, data are generally not complete
enough to detex mine a great deal about the ionic
stx'ucture, ox' provide any strong evidence in favox'
of this model over most others. If one assumes an
ionic picture however, it is possible to make a few
deductions about the ionic level structure, For
example, Hirst showed that the ground configura-
tion of "magnetic" impurities near the center of
the 3d row is (3d)"k . Orbital contributions to non-
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magnetic Mn Knight shifts~4 indicate an orbi&~&3y

degenerate ionic level lying about 1 eV above the
ground ~S level. The V Knight shift is consistent
with the expected A.+ cubic crystal-field ground
state of the (3d)'k configuration and a crystal f-ield

splitting about the same magnitude as found above
for Co. '

It should be noted that extensive modification of

the ionic structure can occur through d-d inter-
actions, and these are explicitly ignored in the
model presented here. Consequently, this very
simple crystal-field approximation may not be
applicable for impurities in more complicated
materials and will certainly be improper for
very concentrated alloys and pure transition
metals.
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