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Novel methods for the determination of adsorbate position on surfaces based on final-state interference effects
are discussed. The first is the measurement of extended x-ray absorption fine structure (EXAFS) from
excitation of the adsorbed atom by monitoring the intensity of the Auger emission line as a function of photon
energy. Such an experiment should be feasible with synchrotron radiation. The sensitivity of surface EXAFS
to adatom position is demonstrated by calculations appropriate for adsorption of Se on several crystal faces of
Ni. We also examine the possibility of measuring EXAFS by monitoring the photoelectron intensity and
conclude that an average over a hemisphere outside the crystal is not sufficient to reduce the photoemission
data to EXAFS. Relations between EXAFS and angular-resolved photoemission are elucidated and it is shown
that the single scattering EXAFS theory includes second-order scattering from the excited atom in

photoemission theory.

I. INTRODUCTION

Recently there has been a revival of interest in
extended x-ray absorption fine structure (EXAFS).
Considerable amount of work has been stimulated
by the suggestion of Sayers, Stern, and Lytle! that
EXAFS may provide a new tool for structural de-
termination in situations where conventional x-ray
diffraction fails. Experimentally the field has
undergone major advances with the availability of
synchrotron radiation.? The greatly increased in-
tensity means that spectra that used to take weeks
can now be obtained in minutes. The availability
of the new x-ray source naturally leads one to
consider new classes of experiments that were
previously impossible. In particular, a number
of people have recognized that EXAFS may pro-
vide a new method for structural determination
of surfaces with adsorbed atoms. EXAFS has
the obvious advantage that it is sensitive to the
local environment of a particular species of atom.
Thus in principle one can tune in on the adsorbed
atom and deduce its position relative to the sub-
strate by determining its distances to a set of
neighbors. Unlike low-energy electron diffraction
(LEED) the adsorbed atoms are not required to
form a periodic array. Furthermore, it has been
shown?® that, by and large, multiple scattering
effects average out in EXAFS and relatively simple
single scattering theory gives satisfactory re-
sults.®** The obvious difficulty is that the absorp-
tion by one monolayer of atoms is so small that
EXAFS from the adsorbate will not show up in the
intensity of the transmitted x ray. To get around
that difficulty, and the more general problem of
weak absorption by dilute systems, EXAFS mea-
surements have recently been performed® in which
the absorption coefficient is measured by moni-
toring the fluorescence from the atoms that have
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absorbed the x ray. However, application of this
technique to an adsorbed layer will most likely
be limited to heavy adsorbates on light substrates;
otherwise the signal will be dominated by the back-
ground radiations from the bulk. A closely related
method which we suggest here is to monitor the
absorption coefficient by measuring the Auger
electron intensity. The K shell is filled by a KLL
Auger process with a probability of ~30% in cop-
per and even higher in lighter atoms., The result-
ing Auger electron has a well-defined energy and
one can energy analyze the electrons with crude
resolution (22 eV) to eliminate background elec-
trons. Since energy resolution of electrons can
be performed over a wide range of electron energy
and the background electron can originate only
from a few angstroms inside the surface, this
method has an obvious advantage in terms of signal
to background over fluorescence measurements
in surface experiments. We should point out how-
ever, that this technique is generally not applica-
ble to adsorbates from the first row in the Peri-
odic Table (with the possible exception of Ne and
partially ionized states of O and F) as the recom-
bination in these cases involves valence-band
electrons resulting in very broad Auger spectra.
If we stay away from these few, albeit important
cases, crude estimates based on available inten-
sity from the Stanford Synchrotron Radiation Pro-
ject indicate that this experiment is indeed feasi-
ble at the present time. To test the sensitivity
of surface EXAFS to adsorbate position we have
performed calculations of the spectra expected
for Se adsorbed on several faces of Ni. More
sophisticated calculations than those presented
here are possible but it is hoped that these results
will encourage experimental work in this area.

Yet another possible alternative experiment is
to measure the total number of photoelectrons that
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have been elastically emitted. One might be tempt-
ed to think that the total yield must be proportional
to the absorption coefficient. Indeed EXAFS have
been measured using quantum yield over a 100-eV
energy range on solid and liquid sodium by Peter-
son and Kunz.® In that case a high-pass filter is
sufficient to suppress the background electrons.
However, in our case we are interested in EXAFS
from an adsorbate on a single crystal surface.
Experimentally, the largest solid angle into which
photoelectrons can be collected is only 27 sr. The
intrinsic asymmetry of the position of the ad-
sorbate relative to the scatterers raises doubt
that a 27-solid-angle averaged measurement of the
electron yield is proportional to the total absorp-
tion. To answer this question, we are led to study
the angular distribution of photoelectron emission
from an adsorbed atom. As we shall see, our con-
clusion is that a 27 sr gverage of the photoelectron
yield is not proportional to EXAFS.

The problem of final-state effects on electron
emission from localized sources has, just as in
the case of EXAFS, a long history. Experimental-
ly, unusual diffraction patterns were first ob-
served by Kikuchi’ in electron diffraction experi-
ments and were explained by von Laue® as being
due to final-state interference of secondary elec-
tron emission. The localized emission sources
may be electrons excited directly from core states
or Auger electrons, depending on the excitation
mechanism. Recently, Liebsch® has suggested
that angular resolved photoemission may be a tool
for determination of adsorbate geometry and
McDonnel, Woodruff, and Holland'® have measured
the angular distribution of Auger electrons and
have emphasized its sensitivity to adsorbate posi-
tion. In his analysis Liebsch utilizes the tran-
slational periodicity parallel to the surface. His
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analysis is very close in spirit to LEED calcula-
tions. That the sophisticated theoretical machi-
nery devised for LEED may readily be adapted

to this problem was recently emphasized by Pen-
dry'* and by Holland.!? This point was recognized
in Liebsch’s original article® and very recently
Liebsch has performed numerical calculations
appropriate for sulphur adsorbed on nickel.!®> We
have formulated a “short-range-order theory”
for the photoemission angular distribution which
is closer in spirit to EXAFS theory. Relations
between this and EXAFS and Liebsch’s formula-
tions will be elucidated and the practical impor-
tance of studying photoemission normal to the sur-
face will be examined.

II. SURFACE EXAFS

We begin with a brief review of EXAFS. EXAFS
refers to the modulation of the absorption spec-
trum which is readily observed up to 1000 eV above
the threshold. Such modulation arises because the
final state of the photoelectron is perturbed by the
surrounding atoms. A convenient way to visualize
this perturbation is to picture the electron as
propagating outwards and then being backscattered
by its neighbors. The backscattered wave con-
tributes to the final-state wave function with a
phase difference given by 2k7;, where % is the
photoelectron momentum and 7, is the distance to
the neighbor. In addition the phase shift suffered
during the scattering and the phase shift due to
motion through the central atom potential must be
taken into account. The above picture yields the
following formula for the modulation of the ab-
sorption coefficient normalized to the unperturbed
value:
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In words this equation describes the excitations
of a level L, =(l,, m,) to a state with angular mo-
mentum L which propagates in the direction f‘,
with probability amplitude Y, (¥,). It is backscat-
tered by the atom with amplitude | f (7)| ' ¥*’. The
reflected wave has an angular component L” as it
propagates towards the central atom according to
Y}n»(~7%,) and is connected back to L, by the dipole
matrix element. The central atom phase shifts

r

67 and 6~ describes the propagation of the out-
going and incoming wave in the central atom poten-
tial. An exponential damping factor e 27" has

been included to account for losses due to inelastic
scattering and a Debye-Waller factor e~29% to
account for atomic vibration. A number of sim-
plifying assumptions have been made in arriving

at Eq. (2.1). One assumption is that the spherical
outgoing wave can be treated as a plane wave as
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far as the scattering by the neighboring atom is con-
cerned. Ithasbeenpossible torelax this assump-
tion3 resulting in an effective | f (r)| and ¥ (k) which
then depends on 7;. Such corrections are found
to be small at moderate energy and will be ignored
in this paper. Equation (2.1) also does not include
multiple scattering effects, but we argue that this
neglect is not serious. It has been found possible
to include multiple scattering by adding up all
possible paths for the photoelectron.® Clearly the
phase difference is k7, instead of 2k7;, where
71t iS the total path length. These path lengths are
generally quite large compared with near neighbor
spacing and give rise to rapidly oscillating con-
tribution to x which tend to average out. This has
been demonstrated by explicit calculation for the
case of copper metal.® Except for unusual situa-
tions like the fourth shell, which is directly sha-
dowed by the first shell, multiple scattering is
found to be a small correction. This kind of argu-
ment does not work for LEED because in that
case the path difference between a double scatter-
ing in the first layer and a single scattering by the
second layer can be arbitrary. Furthermore, in
EXAFS the electron is produced and detected at
the same point and as a result, most paths must
undergo several large-angle scatterings in order
to return to the origin and such scattering ampli-
tudes are small.

We now specialize to the case of excitation of an
s state. The angular part of the matrix elements
is very simple and Eq. (2.1) becomes

Z 3COS 91 Sm[2k7j+26,(k)+\ll(k)]

x| f(m)]|"277 e7205%" 2.2)

where 6, is the angle between T, and the polariza-
tion direction €. For polycrystalline sample

3 cos?6; averages out to unity and we recover the
usual result.! The computations in the rest of the
paper will be based upon Eq. (2.2). As a check we
have applied the computation to copper metal. The
result is very similar to the simple scattering
theory performed by Lee and Pendry® and com-
pares rather well with experiment.

To demonstrate the sensitivity of surface EXAFS
to adsorbate position and to estimate the magni-
tude of the effect, we have performed calculations
using Eq. (2.2) with parameters which would ap-
proximate the adsorption of Se on Ni. The inputs
are the Ni phase shifts and the central atom phase
shift 6] for Se. (In fact, the Hartree-Fock phase
shift using a program by Pendry'* for copper has
been used. The difference between copper and
nickel phase shifts is the same order as the dif-
ference between Hartree-Fock and X« calcula-
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tions.!®* Elsewhere'® we have pointed out that the
central atom phase shift for Se should be approxi-
mated by the ionized bromine phase shift to ac-
count for relaxation. Here we have simply used the
bromine atom phase shift. Again the difference is
small, ~0.2 rad. These points can clearly be
refined as data become available.) It is worth-
while to point out that substituting lighter atoms
like oxygen or sulfur will modify only 8;(k). The
magnitude of the EXAFS oscillations is deter-
mined only by the substrate. We have also used an
energy-dependent damping ¥ =0.147/k (in atomic
units) which corresponds to an imaginary part of
the self-energy of 4 eV, a number obtained from
LEED experiments. It is possible that for atoms
in the first layer there should be much less damp-
ing. These effects can be easily incorporated in
the future. For simplicity we have not included
backscattering from other adatoms and have also
omitted the Debye-Waller factor.

The LEED experiments!” suggest that the near-
est-neighbor Se-Ni distance is close to a bond
length of 2.27 A. We have chosen the adatom
position to satisfy this bond length and have then
moved the adatom 0.2 a.u. or ~0.1 A in and out
of the surface plane. Figure 1 shows the expected
EXAFS from an atom adsorbed in the fourfold
hollow in the (001) plane for these three vertical
positions. Note that relative peak heights change
and peak positions move systematically. As dis-
cussed earlier and demonstrated by explicit cal-
culations for copper,® multiple scattering correc-
tions do not produce changes and systematic shifts
that correspond to those indicated in Fig. 1 by
varying the distances. However, to make absolute
distance determination reliable central atom
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FIG. 1. Theoretical EXAFS spectrum for Se adsorbed
on the (001) surface of nickel. The Se atom is assumed
to be in the fourfold hollow and the distance from the
last atomic plane is indicated for each curve. Polariza-
tion is in the surface plane and in the direction indicated.
Debye-Waller factors have not been included in these
plots.
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phase shifts 6;(k) are required. The phase shifts
can be determined from model systems with known
distances and recent work on simple molecules
shows!® that such measured phase shifts can be
used to predict distances in simple molecules to
within 0.02 A. Furthermore recent development!®
in the calculation of such phase shifts indicates
that much better agreement in absolute distance
determination than the 0.1 A obtained for copper
using Hartree-Fock phase shifts? is possible.
Thus our knowledge of the phase shifts is suffi-
cient to distinguish changes shown in Fig. 1. Fur-
thermore if good quality data is obtained over a
sufficiently wide energy range it should be possi-
ble to obtain distances by Fourier-transform tech-
niques. This is especially true for the nearest-
neighbor distance which is well separated from
other distances. It has been shown in many cases!
that this distance can be obtained to better than
0.1 A when the shift is calibrated using known
materials as standards.

A more interesting situation is the (110) sur-
face. The substrate is made up of rectangular
cells and it is found that whereas sulfur on nickel
sits in the hollow, oxygen on nickel sits in a bridge
position over the short side of the rectangle.?°
In Figs. 2 and 3 we compare the difference between
those two sites. Even for the same nearest-
neighbor distances the contrast is striking.

Synchrotron radiation is linearly polarized and
in Fig. 4 we compare two different polarization
directions (both in the surface plane) for the hol-
low position. Again the change is substantial.
Such changes can be used as further checks on the
position assignment.

In Fig. 5 we show some calculations for the
most unfavorable case. In the (111) direction
there are two alternate sites in the threefold hol-
low, one of which has an atom directly underneath
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FIG. 2. (110) surface of nickel with Se atom in the
short bridge position. Polarization is in the surface
plane.
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FIG. 3. (110) surface of nickel with Se atom in the
center of the rectangle. The nearest neighbor is immed-
iately below the adatom. Polarization is in the surface
plane.

the adatom in the second layer. It turns out that
the first-, second-, and fourth-neighbor struc-
tures are the same in both cases. We have com-
pared the two sites with a polarization vector that
makes a 45° angle with the plane to gain some
sensitivity to the third-nearest neighbor. The
difference between the two sites is probably at the
limit of our confidence in the simple theory. It
may still be possible to resolve the difference by
Fourier transform if high-quality data is avail-
able, or by polarization effects since the orienta-
tion of the nearest-neighbor triangle is different
for the two sites.

Finally we comment on whether the calculated
amplitude for the EXAFS oscillations are realistic.
When compared with EXAFS measured by trans-
mission it has been found that the theory is too
large by about 50%.2'* Recently we have pro-
posed!® that this discrepancy is due to the fact that
only the elastic electron contributes to the EXAFS
and its relative strength is estimated to be 70%
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FIG. 4. (110) surface of nickel with polarization in
the surface plane but pointing in a different direction
from that in Fig. 3.
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of the total number of emitted photoelectrons.
However, if EXAFS is measured by Auger elec-
tron spectroscopy, the Auger electrons emitted
from atoms that have undergone shakeup or shake-
off processes will presumably be shifted in energy
and be removed from the primary peak being
monitored. Thus, the modulation in the intensity
of the primary Auger line should not require the
70% correction and the calculations shown here
should approximate more closely the experimental
measurement.

IIIl. RELATION TO ANGULAR RESOLVED
PHOTOEMISSION FROM ABSORBATE

We now turn our attention to the problem of mea-
suring surface EXAFS by monitoring the intensity
of the photoelectrons. The angular distribution
of photoelectrons from absorbates has been studied
by Liebsch.® His approach is similar in spirit
to LEED in that he makes use of the translational
symmetry in the surface plane. To make contact
with EXAFS we would like to recast his formula-
tion into a “short-range-order theory” in which
we consider scattering by each individual atom.

If the electron mean free path is short this later
approach is more convenient. This is indeed the
case for EXAFS, The main conclusion we draw
from this section is that the simple EXAFS ex-
pression is the result of intricate cancellations
upon a 47 sr averaging of the angular resolved
photoemission expression. Consequently a mea-
surement of the photoelectron emitted into a
hemisphere outside the crystal will not be the
same as EXAFS, We also elucidate the origin of
the central atom phase shift term in the EXAFS
expression and show that the single scattering ex-
pression for EXAFS actually includes second-
order scattering processes in angular resolved
photoemission.

We calculate the photoemission into a particular
angle k by the golden rule. Note that in EXAFS
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FIG. 5. (111) surface of nickel with Se occupying two
inequivalent sites. Polarization makes a 45° angle with
the surface plane.

the total absorption rate is given by
a~ D Kile-FIN)P(w-¢-¢), (3.1)
7

and | f) is any complete set of eigenstate of the
Hamiltonian. However, we are now interested in
the emission probability in a given direction 2 and
we must choose the final state with some care,
Let us consider the problem of a single neighbor
located at T, relative to the excited atom, ignoring
for the moment the potential due to the excited
atom. The eigenstates of this problem can be
written down exactly in terms of the T matrix

and consists of an unperturbed plane wave |k)
plus a scattered wave:

[f)=l%)+G;T|k), (3.2)
where

G =(3k® - Hy+1i6)™, (3.3)
and

T*=V+VG,T* (3.4)

is the T matrix due to the atomic potential V of
the scatterer. Equation (3.2) is equivalent to the
Lipmann-Schwinger equation.?! Note that by
choosing G; T~ in Eq. (3.2) we have chosen a solu-
tion corresponding to a plane wave plus incoming
spherical waves. This is in fact the appropriate
final state for measurement of photoemission in
the % direction as a plane wave plus outgoing waves
would imply probability of emission in all other
directions as well. This point has been discussed
in detail by Breit and Bethe.?” The emission rate
P(k) is then given by

P(k)=D|(i|& -F| )I2, (3.5)

where the state | f) is given by Eq. (3.2). In Eq.
(3.5) it is understood that the magnitude of k is
determined by energy conservation and D is a
slowly varying factor that includes the density of
states. For simplicity we shall specialize to the
case where |i) is an s state. Putting Eq. (3.2) in-
to (3.5) we can write

pE)=p| M- B+ @I T/ 0115,

(3.6)

where

M=@npt [ arro-i)i,6n)e,0), 3.7)
o
is the matrix element with the core-state radial
wave function &,(7).

We shall need several representations of the
Green’s function?®!:
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Gi(k, T, T') = =21k ) j, (kY R (k)
L

XY, (P)Y](P). (3.10)

The last form is obtained from the first by ex-
panding e€**"" in spherical harmonics and then
performing the k2dk integral by contour integra-
tion after extending the integral to negative %
using the symmetry properties of j,. Using Eq.
(3.10) we can write

klT;Gre-Fli)
=———— fdrdz"'e'”‘ r

XTE =%, F-F)hkr)e -7
(3.11)

We note that T'(¥’, ) is nonzero only near ¥ =F'=F,.
For k7;>1 we approximate

—ihV (r)E « V= i(e** JRv)E - 7

=i(e'N T Rr)e 7, (3.12)

where k; =k7,. We have made the assumption that
the spherical wave can be approximated by a plane
wave propagating in the 77, direction by the time
it reaches the scatterer. Now the T and ¥’ inte-
grals can be performed and Eq. (3.11) becomes

G'e 7 M etk k”j‘ == sl
(k|Tj Il>"‘ o7 "

(3.13)

where T(k,k,) is the Fourier transform of T (", F).
When |k|=|k,|

T(k,k;) =-211(8,),

where 6, is the angle between k and ¥, i.e., cosé,
=k- r, Using these simplifications, Eq. (3.13) can
be put into Eq. (3.6) and we obtain

PS 2
2lg by Z f(65) oitryL-cosg . ;j
77

(3.14)

The cross term is the interference term which
exhibits oscillations with variation in 2. Equation
(3.14) is not new?® and McDonnel et al.!° have per-
formed calculations for the angular distribution
of Auger electrons using a similar formulation.
Equation (3.14) has the simple interpretation of
interference between the plane wave |k) with the

wave which propagates towards T ; and is then
scattered in the k direction with amplitude f (6;).
The phase factor k7,(1 - cos6,) is simply related
to the difference in the two path lengths. We pre-
sented the derivation in some detail because later
we want to generalize Eq. (3.14) to include the
effect of the excited atom potential.

Formally we know that the integration of P (k)
over all solid angle £ must yield the total absorp-
tion rate which we have seen is proportional to

1-2 Z Im( f (n)e**i ] /kr?

to first order in the scattering amplitude. That
this is indeed the case can be shown explicitly
from Eq. (3.14). Let us focus our attention on the
cross term

d—k-P“’(k) D|M|22Re<ze‘kvé-?,§), (3.15)
7 i
where
k .
Ij= %_€ ke-{krj c“‘“elf(f),). (3.16)

This integral can be performed by choosing 7, as
the z axis and writing

ek (4) rin@Ta®).

The azimuthal angle integration immediately yields
m =0 and the integral is reduced to

I;=E7,3 f dcosf;cos6, e”!*i <0 f(g;)

=€-?,Zisﬁg;-j—)[(—i)'j,(kr,)]f,. 3.17)

In the second line we have expanded
£(6)=2 f, Py(cos6)
1]

and e”**% % in P,(cosd) in the standard way. Using
the asymptotic form of j,(k7) we finally obtain

I; =[(€ * ?j)/krj]%i[f(”)e!k' + f(O)e‘“" ]. (3.18)
Equation (3.15) then becomes
f PV - E (€W me2% £ (n) + £ (0.
(3.19)

Noting that the (¢ - k)? term in Eq. (3.14) averages
out to be 3 we see that the oscillatory part com-
pared with the unperturbed part is precisely the
EXAFS expression with central atom phase shift
5, set equal to zero. The part proportional to

f(0) is nonoscillating and arises from the incoming
part of the plane wave. This part does not con-
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tribute to EXAFS and indeed it is exactly cancelled
by the angular average of the modulus of the sec-
ond term in Eq. (3.14) arising from the same
atom. This is easily shown by use of the optical
theorem,
k

Imf(0)= Hquuzcoself(e)lz. (3.20)
That this cancellation has to take place can be
shown more generally by working with Eq. (3.6)
and using the formal expression®

ImT =3iT"(G* - G)T*, (3.21)
while we have not demonstrated it explicitly, it
must be true that a similar cancellation occurs
between the angular average of the squared term
arising from different atoms, i.e., terms of the
form

f(Gi)f*(Gj)e""i“‘“‘”e" e-lkrju-cnse,), i#j ,

and the angular average of the second-order scat-
tering term from atoms i and j. This is because
in EXAFS we know that multiple scattering in-
volves sums of interatomic distances, and not
their differences.

From Eq. (3.4) we see that for each particular
% direction the oscillatory term is not at all like
the EXAFS oscillation. The period 27, is replaced
by 7;(1 - cosé,). It is only by integrating over 4n
that we recover the EXAFS result. It is then ob-
vious that integrating over a hemisphere is not
sufficient to reproduce the EXAFS result. While
it is true that quantum yield measurement is found
to compare well with EXAFS,® in that case the ex-
cited atom can be anywhere within the escape depth
of the surface. Furthermore, the surface is poly-
crystalline. These factors may be sufficient to
make the measured quantum yield effectively a 4n
average.

We next consider the inclusion of inelastic ef-
fects. In EXAFS the excited atom is in the bulk
and a simple model is to add an imaginary part
to the photoelectron energy, i.e., E =3k is re-
placed by E +:iI'. The above discussion still holds
if the k vector is generalized to represent a com-
plex quantity defined by &k = (¢, + i¥)k, where k, and
y are the real and imaginary part of (2E +2i )2,
Then integration of P(ﬁ) over any finite sphere will
be proportional to the EXAFS expression. How-
ever, for adsorbed atoms we have to consider a
model in which damping occurs only in half space
for negative z. In this case the noninteracting
eigenstates are given by

i-\.t'r. T
et e 7, <0,

-
(Flky=1¢ _ .
eik-r’ T‘>0’

and
g‘”‘"'?’l’l, 7.<0,
(k|F) = .. (3.22)
e—(k-r , ,r'>0,
where
v, =ImQ@E - k¥ + i2I'M2 (3.23)

and k, is the component of k parallel to the sur-
face. In Eq. (3.22) only damping in the z direction
is chosen because that is the only solution that
matches a plane wave at the surface. Note that the
right-hand eigenstate |k) is not the complex conjugate
of the left-hand eigenstate (k| because the Hamil-
tonian is not Hermitian, Itisinterestingtonote that
inside the substrate the amount of dampingdescribed
by Eq. (3.22)is the same as thatdescribedby acom-
plexk vector because, tofirstorder in ', yr =y, 2
for a wave that propagates a distance » in the kdirec-
tion. Thus we should generalize Eq. (3.14) by includ-
ing a damping factor in the second term given by

e" "%t where 7,2 <0,

Our next step is to make contact with Liebsch’s
theory. It is derived by using the plane-wave rep-
resentation Eq. (3.8) for G* instead of the spheri-
cal wave representation. Let us follow Liebsch
and consider a semi-infinite cubic structure such
that ¥, =n& +mJ + pz, where n,m =-= to < and
p === to 0. We denote the adsorbate position as
T,. Then

Do (RITIGYEFli)
i

) T(ﬁ,il)ze‘(r{".ﬁ)'?j by
j'l:’ k2 -PR'?2 4+ 16 ‘

(3.24)

The sum over n, m results in 02k} -k} +G,) where
5" are reciprocal-lattice vectors in the plane.
Note that this remains so even with damping as
damping affects only the k2, component. The &,
integral is performed nextyielding 8(k, + (2E +2iI"
—k{2)2), [One argues that T'(7,7') is localized
within the muffin-tin radius 7,, and hence the
singularity structure is dominated by the e'*s"sz
term if |7,,|>7,.] This 6 function places the inter-
mediate state k’ on the energy shell and points it
towards the substrate. The p sum is then per-
formed, giving (1 — **°)"! where a is the lattice
constant. One then obtains

Z(E\T;c*é-ﬂi)

. i et ®-TeT,
=2 Me-kf (O3 , (3.25)
£

kla
- £
G 1-¢

where k’(G,) is determined by the 6 functions stated
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above and 633+ is the angle between k and . Thus
we see that Liebsch’s theory is mathematically
equivalent to the short-range order theory given by
Eq. (3.14).

The above derivation of the EXAFS expression by
averaging the angular resolved photoemission re-
sult raises an apparent paradox. The potential of
the central atom can be incorporated in the photo-
emission expression by inclusion of a phase shift,
However, since the direct wave and scattered
wave are both outgoing waves they are phase
shifted by the same amount and the central atom
phase shift will cancel out in the interference
term. To this order the only effect of the central
atom is to modify the matrix element M and the
central atom phase shift does not enter either the
photoemission or the EXAFS expression. This
point is evident from Eq. (3.1) of Liebsch’s work.'?
It is then of interest to consider in some detail
the role of the central atom potential and show
explicitly where the central atom phase shift in
EXAFS comes from.

We take the unperturbed Hamiltonians as H}, =p%/
2m +V,(r) where V,(7) is the central atom poten-
tial. Our previous procedures must then be modi-
fied in two ways. First the unperturbed state |k)
is an eigenstate of H,. The eigenstates are well
known in the scattering problem and can be chosen
as a plane wave plus either an incoming or an out-
going wave. For reasons discussed earlier the
appropriate choice is the incoming state, i.e.,
asymptotically

-
T

(FIK) =] =e'KT 4 fX(1 = 0)e /7, (3.26)

where 6 is the angle between k and ¥ and f, is the
scattering amplitude due to the central atom. This
is to be contrasted with the better known form

+f.(0)et* /7. (3.27)

A second modification is that we replace the free-
particle Green’s function G; by G} which satisfies
the equation

-
T

+ ke
b =pt

Gi =Gy +G;V,G;. (3.28)

An analogous representation to Eq. (3.10) is
Gik, T, T') ==2ik Y &, (k, r)h{V (k7,)Y, (7)Y ¥ (7),
2

(3.29)

provided 7 is larger than the muffin-tin radius.
Here &,(k,7) is the regular solution of the Schré-
dinger equation which equals e'®t(h{’e? %1 4 n{2)e™#51)
outside the muffin-tin radius.?* Equation (3.29) is
obtained by putting Eq. (3.10) into Eq. (3.28) and
noting that ®,(kr) satisfies the equation

@,(6r) =51 r) + [ 5,En )V, ()GEL, 7, 7 )ridry.

(3.30)

We then proceed exactly as before, the only change
being that the matrix element M is now between the
initial-state and the exact radial solution inside
the muffin-tin radius. An important additional
term arises however, since the state k) in Eq.
(3.11) is no longer a plane wave, but has the addi-
tional incoming wave. We approximate the incom-
ing spherical wave by a plane wave as before

FHn= 0 /r= fHu— 0)e i fy
~fe(m- 9)6-‘F"G_?i)e-'ii' 7;/7’{ .
(3.31)

The matrix element of this plane wave with the T
matrix gives rise to =27 f (7). The total result is
then

P(k)=D|M|?|é -k +P, +P,|?, (3.32)
where
a A 7, (1= Cos - yrtyehe f(e)
Pl=€\__:(e-rj)e“ﬂ‘ 00 e Y7 vty ® r,] (3.33)

and

P, =Z (€ - 7,)ei? em27n My(;‘el_) . (3.34)
In Eq. (3.33) ;-2 <0 and 7, is defined in Eq.
(3.23). Interestingly enough if we examine the
terms linear in f and integrate over % the term
P, produces a factor i(e? %1 —1)f ()e?**" /2k72 by
projecting out the /=1 component of f, (7 - 9).
This term is just what is necessary to combine
with the angular average of the P, term to repro-
duce the EXAFS result with the central atom
phase shift. The term P, has a simple physical
origin, It is simply the second-order process in
which the photoelectron is backscattered by the
neighbor [thus accounting for the f(r)] and is then
scattered by the central atom into the E direction
[with amplitude f, (7~ 6;)]. Thus the single scat-
tering EXAFS theory actually includes multiple
scattering contributions in angular resolved photo-
emission. We note that these multiple scattering
terms are special in that they have an effective
path length of 2k7, whereas all other terms have
longer path lengths.

Strictly speaking, the simple scattering theory
is valid only to lowest order in P, and P, and for a
polarization direction such that € - E is not too
small, Eq. (3.32) should be expanded as follows:

P(R)=D|M|*[€ k)2 +2( -R)Re (P, +P,)]. (3.35)

This equation can be interpreted in the same way
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as EXAFS except that in addition to oscillations
with period 27;, there are oscillations with period
given by the sum of 7, and the projection of —T; to
the normal to the surface plane. It is worth noting
that the P, term is larger than the EXAFS oscilla-
tion given in Eq. (2.2) by a factor of k7; which

also means that it converges more slowly in a
sum over 7;. This interpretation is especially
interesting for emission normal to the plane. For
adatoms occupying reasonable bonding sites there
is usually sufficient symmetry so that several
substrate atoms have the same interference path
lengths. In that case Eq. (3.35) suggests that
Fourier-transform techniques may be applied to
separate out these path lengths. In particular, the
path length to the nearest neighbor is expected

to be considerably shorter than either 27; or path
lengths to other neighbors which means that it
should be readily resolved. Another interesting
observation is that the central atom phase shift
does not enter into the P, term in Eq. (3.35). In
EXAFS it is found that the 2 dependence or the
central atom phase shift dominates that of the
phase of f(m). This k dependence introduces shifts
in the absolute position determination that neces-
sitates corrections by the use of empirical stan-
dards.!® Such corrections are unnecessary here
for distances that appear in P,. We should caution,
however, that the phase of f(6;) may have stronger
dependence on k than the phase of f ().

It remains to discuss the importance of multiple
scattering. Multiple scattering can be included in
our short-range-order theory by adding more and
more complicated paths. Just as in EXAFS each
multiple scattering path can be characterized by
its interference path length which is equal to

rlj"'kl=ri+|Fi-Fj! +"'+‘Fk—F‘|—k'I"x.

There are two separate questions one can raise:
(i) is Fourier transform still a viable technique,
and (ii) how important are the multiple scattering
corrections to P(k)? If E is normal to the surface
plane multiple scattering corrections to P, and P,
involve long interference path lengths. It should
be possible to separate these from the single scat-
tering path lengths by Fourier transform. How-
ever, unlike EXAFS, there exist contributions to
P (k) that involve difference in path lengths arising
from (P, +B,) * (P, +B,). For Fourier transform to
be useful we must require that such terms are
small, i.e., |P,| and |B,| must be much less than
unity. This will probably be the case for relatively
high photoelectron energy when both the scattering
amplitude and the Debye-Waller factor tend to re-
duce P, and P,. As far as the importance of multi-
ple scattering is concerned, the case of normal
emission is more closely analogous to EXAFS and
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we might argue that multiple scattering paths are
long and make rapidly oscillating contributions to
P, and P, which tend to average to zero. The im-
portance of multiple scattering clearly depends

on the electron mean free path and our argument
needs to be supported by detailed calculation or by
comparison with experiment. Recently Liebsch!?
has calculated the multiple scattering contribution
for an overlayer of sulphur on nickel. His results
show that the modulation amplitudes are large and
that multiple scattering is very important even
for normal emission. While the inclusion of ther-
mal vibration may reduce both the amplitude and
the importance of multiple scattering and the situa-
tion may also change for heavier substrates that
have larger damping coefficients or for more open
substrate structures like those appropriate for
semiconductors, at this stage it appears that full
multiple scattering calculations have to be per-
formed to analyze photoemission data.

IV. CONCLUSION

Final-state interference effects can be used as
a basis of powerful new techniques for determina-
tion of adsorbate structure. Observation of the
Auger spectral lines is a way of measuring EXAFS
from adatoms. Our calculations indicate that
EXAFS is sensitive to the symmetry and the bond
length of the adsorbed atom. We also elucidate
the connection between EXAFS and angular re-
solved photoemission and conclude that measure-
ment of the intensity of electrons emitted outside
the crystal is not equivalent to EXAFS. The theory
for the special case of emission normal to the
surface is very similar to EXAFS theory which
suggests that it may be possible to determine bond
lengths directly by Fourier transform if data over
a sufficiently wide energy range (~1000 eV) are
available. If these suggestions turn out to be true,
analysis of the data will be very simple. Other-
wise LEED-type calculations have to be performed
and compared with experiment. While the theo-
retical simplicity is lost, photoemission measure-
ment will still be a valuable tool when compared
with LEED as LEED is sensitive to the adsorbate
and substrate together whereas the signal from
photoemission originates only from the adsorbate.
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