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Metal-semiconductor junction for (110) surfaces of zinc-blende compounds
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The behavior of the metal-semiconductor junction is studied for some III—V and II—VI zinc-blende

compounds, within the framework of a one-electron theory. Using a pseudopotential description of the
semiconductor crystals, the density of interface states is analyzed performing the matching of the wave

functions at the interface. The characteristics of the different types of interface states are discussed in detail,

and particular examples are given for contacts with metals of high and low electronic densities. As a by-

product, the surface states at the semiconductor vacuum interface are also calculated. Finally, the barrier
potential of the junction is obtained as a function of the metal work function (for metals of high density).

Although very good agreement has been found with the experimental data for the compounds of the covalent

group, large discrepancies arise for those of the ionic group. Some comments on the reasons for these

discrepancies are made.

I. INTRODUCTION

The metal-semiconductor (M-S) interface is of
prime interest not only because of its technical ap-
plications, ' but also owing to other theoretical and
experimental reasons; for instance, the study of the
properties of the M-S junction could help one attain
a better understanding of the characteristics of the
junction components. In particular, the M-S in-
terface has recently been used to study the ionic
character of dielectric crystals. It turns out, af-
ter the analysis of the experimental data carried
out by Kurtin et al. , that the dielectric crystals
could be classified into two main groups, ionic and
covalent, according to the degree of stability of the
Fermi level when the crystal is placed in intimate
contact with different metals. The more ionic the
crystal, the weaker the pegging of the Fermi level,
and the junction has a more Schottky-like behavior.
On the other hand, in the extreme covalent case the
Fermi level is pegged by a high density of interface
states that confers a Bardeen-like behavior' to the
contact. Moreover, this transition from Schottky
to Bardeen-like behavior seems to occur abruptly.
This striking transition is explained by Kurtin et
al. in terms of the electronic differences between
the valence-band states of those two groups; name-
ly, in the covalent crystals the valence states have
an extended character, while in the ionic solids
this character is localized.

In a previous paper we reported the preliminary
results of a study of the behavior of some zinc-
blende solids at the M-S interface; we studied just
the (110) surface of those crystals. At this stage
our purpose is to describe and extend the model and
calculations we performed in I. We shall investi-
gate the role played by the interface states in the
M-S junction of (110) surfaces of zinc-blende crys-
tals and whether the transition outlined above can
be explained in terms of those interface states.

Our model is mainly based upon a pseudopotential
description of the semiconductor bulk band struc-
ture. Although we shall perform the calculation
using the abrupt potential model (APM), we shall
discuss, by means of a model previously applied
to the semiconductor-vacuum system, ~ the rele-
vance of a smooth interface potential at the M-S
junction. The density of interface states is ana-
lyzed by performing the matching of the wave func-
tions at the interface; in the present work we ana-
lyze two points of high symmetry of the two-di-
mensional Brillouin zone (BZ). The characteris-
tics of the different types of interface states which
can appear at the M-S junction are discussed in
detail and particular examples are given for con-
tacts with metals of high and low electronic densi-
ties. Detailed calculations are performed for
some zinc-blende crystals joined to a metal of high
density (Al); our results confirm the conclusions
of I (that calculation was carried out considering
a single point of the BZ) in the sense that while our
theoretical calculation agrees with the available
experimental data for solids of the covalent group,
the differences between the theoretical and the ex-
perimental results for crystals of the ionic group
are remarkable. At the end of this paper we shall
discuss these discrepancies.

As the most important by-product of our analy-
sis, we shall study the semiconductor-vacuum in-
terface; this study will be a way of checking our
description of the semiconductor wave functions by
comparing our results for the surface-state ener-
gies with those obtained by means of more elabo-
rate calculations. Our analysis allows us to write
secular equations for the surface-state energies which
consider in a clear way the heteropolar character of the
(110)surface of the zinc-blende structure.

This paper is organized as follows: In Sec. II
we shall present the calculation of the evanescent
wave functions at two points of the BZ, which we
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FIG. l. Two-dimensional BZ (inner rectangle) and projected Jones zone for the (110) face of a fcc lattice. The
parallel components of the crystal momentum which were included in the analysis of the I' and X points of the two-di-
mensional BZ are shown in (a) and (b), respectively.

have carried out in an analytical way, with a de-
scription of the approximations involved in our anal-
ysis; in Sec. II we also calculate the surface-state
energies at the free surface of seven zinc-blende
crystals. In Sec. III the characteristics of the in-
terface states at the M-S junction are studied for
the two points of the BZ analyzed in Sec. II. Al-
though the detailed calculation of interface states
is restricted to metals of high electronic density,
the junctions with a metal of low density (Na} are
also discussed and some details of the interface
states which can be found, are given. The rele-
vance of the interface potential in the calculation
of interface states is also discussed. In Sec. IV
we apply the analysis of Sec. III to the quantitative
study of the barrier height at the M-S interface for
the (110}surface of seven zinc-blende crystals;
our results are discussed and compared with the
available experimental data. Finally, in Sec. V
we make some concluding remarks.

II. EVANESCENT WAVE FUNCTIONS AT (110)
ZINC-BLENDE SURFACES: SURFACE STATES

In this section we shall study analytically the
semiconductor wave function at the forbidden en-
ergy region. We shall base our analysis on the
pseudopotential scheme; in particular, we shall
take the pseudopotential form factors from the

empirical pseudopotential method.
In principle, the exact study of the matching pro-

cess at the interface would require including an in-
finite set of evanescent waves in correspondence to
the infinite number of parallel components of the
crystal momentum associated with a given z of the
first two-dimensional BZ. Unfortunately, since
we cannot get an infinite set of waves to be
matched, we must take a finite number of evanes-
cent functions. As discussed elsewhere, an es-
sential requirement for an approximation to give
physically sensible results is that the number of
real lines must equal the number of parallel re-
ciprocal-lattice vectors used in the calculation.
In order to satisfy the above requirement we shall
use here the method employed by Elices et al.
As discussed by these authors, the evanescent
waves at the (111)surface of silicon can be de-
scribed with enough accuracy by including in the
analysis of a particular z of the BZ just those par-
allel components lyinginside the (111)projectionof the
Jones zone. ' '" In this section we shall use that criter-
ion for studying the evanescent waves at two points of
highsymmetryof the BZ (F and R,~2 see Fig. 1).

A. Point R

Consider the point R,(~, —,', 0} of the three-dimen-
sional bulk band structure. As one moves along
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the [110]direction, one comes across three other
points of this symmetry, (0, 1,0), (—,', —,', 0), and

(1,0, 0}, respectively, equivalent to X4(1,0, 1),
Rz(—„—,', 0}, and X~(0, 1, 1}[Fig. 1(a}]. As sketched
in Fig. 1(a), at the point R, we have the following
six parallel components of the crystal momentum
lying inside the (110) prolection of the Jones zone":

We shall describe the bulk band structure at X, by
means of the six plane waves

(0, 1, 1) (0, 1, 1) (0, 1, 1) (0, 1, 1) (1,0, 0) (1,0, 0)

KS K K Kg K K

(2)
which have the parallel components indicated in

(2). These waves are only those included by Heine
and Jones' in their study of the bulk band struc-
ture of diamond crystals. In order to find the real
lines and evanescent wave functions at this point,
we add X(110)= Xh to each one of the plane waves
of (2).

For energies in the principal forbidden gap we
find two loops joining through the complex K plane
the valence-band level Ez with the conduction levels
E, and E,. In diamond crystals' ' E, and Es are
degenerate, giving rise to a single degenerate
loop. The following wave function is associated to
the first loop [in components of the plane waves
in (2)]:

&f&, =e '&'[(i& 1,0, 0, —,'(1+ f)a4&2(1 —i)a4)

ln (3) and (5) V, , V", , and V, are the symmetric
and antisymmetric pseudopotential form factors,
and z is the direction perpendicular to the surface.
As stated above, in diamond crystals the conduc-
tion band is degenerate, giving rise to a degenerate
loop a&

=—~, in this case the wave functions along
the loop are usually written as —,'(&t&, + $3) and (1/
2i)(&f&, —&f&z), &f&, and &f&3 being the waves in (3) and

(5), respectively.
The X4 point is analyzed in an analogous way.

Two wave functions (&f&, and &f&4) are calculated after
the analysis of the complex band structure at X4;
as they are similar to those given in (3) and (5),
we shall omit details.

The bulk band structure at the R, point will be
described by means of the plane waves

(2&2&0) ( 22&&)0(2 2& 1) (2 &2 &1) (2 2 0)

The analysis of the complex band structure leads
to a loop joining the valence band (Ez} to the con-
duction band (E4). The wave function along this
loop is given by

&f&,
= e '&'[(0, 1,—,'iy„—,'iy ,2)0+a~(1, ,0,'iy„,'—iy 30—)],

(8)
where

qs
——(1/2h)[(E4 —E)(E—Eq)] ~

1 —g[(z, —E)/(E —E,)]'"
1+ f[(z, —E)/(Z —Z,) ]»3

and

W(v,"+fv, )
Yg E 3P

4 4

+ a~(0, 0, —f, 1, ~ (1+ fo&4, ~ (1 —i)n&4)], (3)
W(v", —fv,')

ES —~PP

&t&3
= e '~'[( f& 1, 0, 0,—,'-(1 - i)e, & g (1+ i) a,)

+a~(o, o, f, l, g(l-f)as, 'z(1+i)az}],
where

q, = (1/2h)[(Z, —E)(z-E,)]'",
1 —f[(E,—E)/(E —E,)]"'
1+ i[(EI —E)/(E —Es)]»~

M(vs v,")
$ E+VA jyP

(5)

where

qq
——(1/2h)[(zq —E)(E —Es)] ~

1-*[(E,-E)/( —,)]'"
1+f[(E,-E)/(E-E, )J«2 '

W(vz+ V~)
R4 =

Eq- V4-~ jgA

The wave function through the second loop is given
by

The analysis of the real lines at R~ gives rise to
a single wave function &f&z similar to that in (8).
This function completes the set of six evanescent
waves needed to perform the matching correctly.

We shall apply our analysis to the study of sur-
face states at the semiconductor-vacuum interface.
For the sake of simplicity we shall use the APM
throughout. As stated elsewhere' this is not a re-
liable model as far as the calculation of surface-
state energies is concerned; nevertheless, as we
are interested in (a) checking our description of
the evanescent wave functions by comparing our
results with calculations which use that model
(APM) and (b) understanding the role played by the
ionic potential in the surface-state calculation,
are shall use the APM everywhere in this section.
In performing the surface-state calculation, the
six wave functions described above (&f&q, i = 1, . . . , 6)
should be matched to six plane waves at the vacu-
um side.
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A standard analysis gives rise to a secular
equation which can be factored into the determi-
nants

a, = i(1 -2ih23)/(I+ 2 ibIl3)

a, = —i(1 —,'i—kC,)/(1+ —,
' ihC, ),

(12b)

(12c)

det[D+ (V,"/V, )Z] =0, (los, )

where D (diamond} and Z (zinc-blende} are the fol-
lowing matrices:

dg+ idp —dg+ idp d6

D = d3 —id4 0 d6 (lob)

and

0 d3+ id4

dg+ idp dq —id' 0

d6 (10c)

where d;, i = 1, .. . , 6, are given by the following
expressions:

d = [-W V /2(E, ——'b )](1+a )(1+—' ihC, ),
dz = [W2 V ~~ /2(E, —2 b )](1+a|)(1—~ iaaf |),
d3 = 1-2sM3,

d4 = —a,(l+ —,
' ihC~),

d5 = (1 —aa) —i'd@,(I + a3)

ds ——[W V ~ /(E4 —~ b )](1+as),
with 2; = ( Wo+ ~; —E) ", i = 1,3 (IV0 fixes the vac-
uum level). In obtaining Eqs. (10) we have per-
formed the following approximations: First, we

have supposed the small splitting of the conduction
band at the X point to be negligible, that is, E,- E3
and a~ = az in expressions (3)-(6), and second, we

have taken V4 -0.
We want to stress that the secular equation (10a)

gives rise to a degenerate surface state for cova-
lent solids (diamond crysta, ls), since in this case
V~ = 0 and Eq. (10a) then becomes [det(D)] = 0.
This agrees with previous theoretical analysis. ' ' 6

The ionic component V3 leads to an interaction be-
tween both surface states and then to the splitting
of the two surface states, degenerate in the cova-
lent limit. This shows, therefore, that Eq. (10a)
includes clearly the heteropolar character of the
(110) surface of zinc-blende solids. '7

It is worthwhile studying the secular equation
(10a) within the lowest approximation (two-band
limit). This approximation consists in neglecting
the (111}Fourier component of the crystal pseudo-
potential. In this case d, = dz = ds = 0, and Eq. (10a)
can be factored in the following secular equations:

a, = (1 —iM~)/(I+ ikC, ), (12a)

Two points of high symmetry of the bulk band
structure project into I' [Fig. 1(b)], I'(000) and
X(110). A standard calculation gives the lines of
real energy and the wave functions along them.
Figure 2 shows the real lines in the region of the
fundamental gap. Omitting details, we shall re-
strict ourselves to the discussion of the secular
equations for surface-state energies in the lowest
approximation (two-band model). As discussed in
Sec. IIA, this approximation consists in neglecting
the terms involving the (111)form factors. We
shall describe just the Z, symmetry which is the
only one giving surface states. 6 For this sym-
metry the surface states are given by

b, =(1 —ihC )/(01+ihCD),

b, = (1 —ihG,') /(1+ iM,'),
where

1 —i[(Eq —E)/(E —E3)] ~

1+ i[(E' —E)/(E E )]us

(13a)

(13b}

(14a)

which correspond, respectively, to three one-di-
mensional models. ' The meaning of Eqs. (12) can
be clearly understood. Equation (12a) is related
to the loop at the R, point and therefore corre-
sponds to a one-dimensional model in which the
bulk band gap at R, is described by means of an ef-
fective pseudopotential Fourier component V„,(220);
in this approximation we retain the energy levels
calculated by means of more elaborate models, in
the spirit that our approach describes the essential
features of the wave functions and thus of the
matching process. Equations (12b) and (12c) are
typical for a two-dimensional system' ' and are
related to the two loops of the complex band struc-
ture at X. In this approximation we have decou-
pled the points X and R in such a way that a sur-
face state could appear at one of these points for
energies corresponding to the allowed energy re-
gion at the other point; in such a case the interac-
tion between both points, introduced by the (111)
pseudopotential Fourier component, would change
the surface state into a resonance. Finally, we
stress that this approximation does not take into
account the heteropolar character of the solid as
the V(220) form factor is purely covalent and all
information on the ionic character of the pseudo-
potential is contained in the (111)Fourier compo-
nent neglected here.

B. Point 1

1 —2i[(E,' —E)/(E —E,')]'"([,'(E,'+ E,') E)/(E,' —E-) fv'—

1+ 2i[(ESI —E)/(E —E4') ]~~~([g (E5 + Es) —E]/(Es —E)p (14b)
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FIG. 2. Real lines of GaAs, along the I'(000)-X(110) direction, included in the analysis of the I' point. The sym-

metries attached to the lines of real energy are those corresponding to the diamond lattice (see text).

while the 2', are

20=(WO —E) ' and R(=(WO+ Kj~ E)'

I s,') =(0, 1). The energy levels E(, .. . , E6 (X„X„
X~ F/5 Fg and I'» in the usual terminology) are
specified in Fig. 2. In the covalent limit Eq. (13a)
corresponds to the Z, symmetry whereas Eq.
(13b) belongs to the symmetry Z, . The meaning of
these equations is clear. The first equation is as-
sociated to the loop at the X point (Fig. 2), while
Eq. (13b) is associated to the loop at I' (Fig. 2).
This can be seen in a clearer way by noting that
the level E6 is, in ionic crystals, at much higher
energies than E4 and E5, in such a way that

1 —Wf[(E,' —E)/(E- E,')]
I+Wg[(E,'-E)/(E-E,')] '

Finally, we stress that the fact that the lowest ap-
proximation decouples the loops at X and I' implies
that we could obtain surface states below the fun-
damental gap, in the energy region E' & E & E4,
however, in higher approximations such a surface
state would emerge into a resonance state.

C. Surface~tate energies and discussion of the approximations

In order to check the approximations we have
performed in describing the semiconductor evanes-
cent wave functions, we have calculated surface-
state energies for seven zinc-blende compounds;
this calculation allows us to compare our results
with those obtained by means of more elaborate ap-
proaches, in particular the calculation of Ball and
Morgan. In Table I we report our results (points

6

I' and X) and those obtained by Ball and Morgan;
the agreement between both theoretical calcula-
tions is greater for the 1 point. This seems rea-
sonable since in this point we have described the
evanescent wave functions by means of more par-
allel components [Tc) than in the case of X. Note
that at the I' point of GaAs we have found a single
surface state, whereas Ball and Morgan find two
surface states; the reason is that those authors ob-
tain the surface state close to the top of the valence
band, while in our case the surface state is just ap-
pearing.

Finally, it is worth noting that the point X could
be a measure of the ionic character of the solid; as
discussed previously in this section, Eq. (10a)
gives the surface states which are degenerate in
the covalent limit and split in the ionic limit. The
results obtained with that equation are reported in
Table I and display an increasing gap on going
from less to more ionic crystals; in other words,
as the ratio V~/Vf increases.

Our results for surface-state energies indicate
that our description of the semiconductor evanes-
cent wave functions is good enough for the particu-
lar case we shall study in Sec. III, namely, the
continuum density of states characteristic of junc-
tions with metals of high density (Al). This point
will be cleared up in Sec. IV.

III. ELECTRONIC STATES AT METAL-SEMICONDUCTOR
INTERFACE

In this section we shall discuss the characteris-
tics of the interface states at the M-S junction.
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TABLE I. Surface-state energies (eV) at the points I' and X of the two-
dimensional BZ of the (110) zinc-blende surface for some crystals. In the cases
of GaAs and InP, (a) corresponds to Ref. 6 and (b) to the present calculation;
the results for all of the other solids are those calculated in this work. The
energies are referred to the top of the valence band for each semiconductor.

GaAs InP

(a) (b) (a) (b)

0.272 ~ ~ ~ 0.272 0. 05
1.088 0. 8 1.224 0. 9

GaP InSb CdTe Z nSe Z nS

0. 05 0.35 1.05 0. 85 0. 8
1.3 0.4 1.2 1.6 2. 2

0. 544 1.0
1.088 1.48

0.408 0. 9
1.088 1.44

0. 92 0. 9 —0. 06 —0. 2 —0. 1
43 1.37 2. 02 2.4 2. 55

The metal will be described by the Sommerfeld
model. Depending on the width of the metallic band
we shall find different types of interface states;
namely, virtual states for metals of high density,
Breit-signer resonances' for narrow-band metals,
and even true surface states for metals of very
narrow band. All of these cases will be discussed
by means of particular examples for the points X
and I' and for junctions with different types of
metals. At the end of this section we shall discuss
the relevance of the interface potential for the den-
sity of interface states at the M-S junction.

In order to investigate the density of interface
states we shall use the surface-Green's-function
method. ' In this scheme the density of interface
states minus the density of states associated with
the hard cores of both media is directly given by
(for a given ~)

P(&~ 4 = Pr+ Pa+ Ps ~

where

1 d as —(1 —

ikey,

}/(1+ihC &)
P, E = ———argvdE a, —I

(i7)

(isa)

where Do and Z are the matrices D and Z calcu-
lated by setting 2, = 0 in Eq. (11), that is, the
semiconductor joined to an infinite potential bar-
rier (hard core). It is worth noting that the right-
hand side of (16) includes contributions coming
from possible surface states associated with the
infinite-barrier case (hard-core surface states);
these contributions should be neglected as they can-
cel with the other terms involved in the definition
of p(E), ' ' which we have omitted.

In this case we shall also analyze in detail the
lowest approximation (two-band limit), since, in
this limit, Eq. (16) factors into three terms,

p(E, x) = ———argdetS, (E'),1 d 1 + (is)
I d a~ —i(1 —~iLG3}/(I+ ~ihg3)

p, z= ———arg '
Qy —S (lsb)

The surface-state energies were calculated by
means of Eq. (10a). Keeping in mind the defini-
tion of p(E} in (16), the density of states is

1 d yA
p(E, X)= ———argdet Da 3 Z

w dE y$

1 d yA+-—argdet D'+ sZ'
w dE 3

(16)

where 9,' is the inverse matrix of the surface
Green's function (see Ref. 21 for details}. There
are many ways to calculate Q,; once we have ana-
lyzed the semiconductor evanescent wave functions
and the matching at the interface, the most
straightforward way to calculate Q, is to get it from
the secular equation obtained through the matching
at the interface. Nevertheless, to avoid details
we shall derive the determinant of g, in an heuris-
tic way.

A. Point X

1 d a~+ i(1 —&ihGs}/(1+ ~ibis)
P, E = ———arg

v dE a&+ i (18c}
In the case of semiconductor-vacuum interfaces,
it is clear that Eqs. (17) give the density asso-
ciated with the surface states calculated by means
of Eq. (10a}minus that quantity associated with the
infinite-barrier case (hard cores).

Equations (17}allow a straightforward discus-
sion of the different types of interface states one
can find at the M-S junction. In those equations,
the magnitudes 2, and S3 can be either imaginary
or real quantities, telling us whether the wave
propagates or does not propagate, respectively,
at the metal side. If the metallic band is wide
enough, both quantities will be imaginary, giving
a continuous density of virtual states along the for-
bidden gap (Fig. 3} and displaying no structure
(this is the case usually analyzed '~'~'); the total
density of states is & for each loop. If the metal
has a narrow band, it could happen that Z, would
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3eV p'

2eV-

Zn Se(110)
Cu

leV-

0 I

0.1 0.2 0.3 P(E,I'), (eV)

FIG. 3. Broken line: density of virtual states for the
Al-ZnSe(110) junction. . Solid-line: Breit-Wigner
resonance characteristic of the junction Cu-ZnSe(110).
The results correspond to the 0& symmetry of the 1"

point.

be real and 8& imaginary. In this case we mould

find "true surface states" for the loops associated
with the X points and a density of virtual states for
the R points; then, if we introduce the interaction
between X and 8, we find a resonance state of the
Breit-Wigner type (Fig. 8). In the last case, the
total density of states is one-half of the virtual
state and one true surface state. In Fig. 4 we plot,
for the junction ZnS-Pt, two distinct energy regions
at the X point; in region II we can find resonance
surface states and in region III true surface states.
These features of the density of states at the M-S
junction indicate that the characteristics of the
contact depend on the particular metal.

tion between the loops b„bz, and b3 lead to a reso-
nance of the Breit-Wigner type (Fig. 3). In Fig. 4

we have sketched the situation for the junction
ZnS-Pt; in this case we have at I' an energy region
where one can find virtual states (region I of Fig.
4) and a much larger region (II of Fig. 4) where
resonance states can be obtained. These features
of the density of interface states indicate, as in X,
that the characteristics of the contact can depend
on the particular metal.

As we are interested in the role played by the

ionic character of the semiconductor at the M-S
junction we shall restrict ourselves to junctions
with metals of high density, for which the analysis
of the density of interface states is much simpler.
In Table II we have reported our results for the
density of interface states for junctions of several
zinc-blende crystals (InSb, GaAs, InP, GaP, CdTe,
ZnSe, and ZnS) with Al; the ca.lculation has been
done for an energy which is cp= 3E~, where the en-

ergy refers to the top of the valence band and E~ is
the thermal gap for each semiconductor (this ener-

gy is where the Fermi level is supposed to be
placed for most of the junctions, as will be dis-
cussed in Sec. IV). Although we have performed
our calculation by means of the highest approxima-
tion we have studied, it is worth pointing out that

the density of states does not vary very much (20%)

Pt-Zn 5 (110)

6eV—

8. Point 1

The lowest approximation at this point allows us
to write the density of interface states, as in X, in

the following form:

4eV

E,

p(E, I ) = pz+ pz+ pz
2eV—

where in this case the terms p;, i = 1, 2, 3, are
given by

( )
1 d bz —(1 —ihCp)/(I+ihfl )0

p~ E arg
5, —1

0—
Ei

1 d bz+(1 —iIzl'z)/(I+ iizi",)
pz(E = ———arg

v dE bp+ 1

(E)
d bz —(1 —zjzgz)/( 1 + zkgz)

g dE b, —1

(2Ob) -2eV—

In this case we can also have the types of interface
states discussed in Sec. IIIA. The virtual states
appear for the loop associated with the parallel
component of the crystal momentum of lowest en-
ergy (that is, bz), while for the loops bz and bz we
can find true surface states. As in X, the interac-

FIG. 4, Bulk band structure of ZnS projected on the
(110) face (solid line) and the two free electron parabolas
(see text) of lowest energy for Pt (broken line). Differ-
ent regions are to be noted: in region I only virtual states
can be found, whereas in regions II and III resonancesor
true surface states, respectively, can be obtained.
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TABLE D. Densityof interface states (eV ) at the
metal (al)-(110-zinc-blende junction for some semicon-
ductors. The density of states has been calculated for
an energy equal to $ E~, referred to the top of the valence
band, where E~ is the thermal gap for each semiconduc-
tor. Results are given for the points I' and X of the two-
dimensional BZ.

GaP
GaAs
InSb
InP
CdTe
ZnSe
ZnS

0.224
0.348
0.88
0.38
0.28
0.185
0.117

0.43
0.49
0.62
0.46
0.40
0.33
0.29

if we use the two-band model. This is in contrast
to the case of the semiconductor-vacuum system,
where both approximations differ qualitatively [at
X the lowest approximation gives degenerate sur-
face states, while the highest approximation splits
those states by an amount proportional to the ionic
character of the crystal; see Eq. (10a)]. As a con-
sequence, the density of interface states is not di-
rectly a function of the ionic potential but only of
the band effective masses and of the magnitude of
the forbidden gap (both quantities are functions of
the strength of the atomic potential). Although the
calculated density of states decreases as the ionic
character of the solid increases, the differences
between the densities corresponding to GaAs and
ZnS (Table II) are not as large as one could expect
from the experimental data. ' One feature to be
noted is the slight difference between the densities
calculated at the I' point and at the X point; this
independence of p(E, «) from the particular x has
also been found for the Si(111)-Al junction. As a
final remark, we stress that these features are
also valid for all junctions with metals of high den-
sity; the density of states being, in this case, al-
most independent of the particular metal.

C. Interface potential

So far we have assumed the APM; the question
now is the quality of this model for the M-S junc-
tion. We know that for the study of the free sur-
face of semiconductors the APM is a poor model,
at least for the electronic surface-state energies,
which are very sensitive to the profile of the po-
tential at the surface.

In order to elucidate this point we have studied a
model with the following features: (a}As we shall
study only the case of metals with a wide Sommer-
feld band, the model displays a density of "virtual
states". (b) we shall use a one-dimensional model;
this point is justified by the reliability of the low-
est approximation, as discussed earlier; and (c) we

2eV

leV-

0-

-1eV—

-2eV 0.08 0.1 0. 12

~\

P(E),(ev)-'

FIG. 5. Density of virtual states at the I-S junction
for a one-dimensional model, calculated using either the
APM (broken line) or the linear-barrier model (solid
line). Two cases are shown: @q =180' and ft52=0', that
is, the periodic potential is finished at a minimum (bond-
ing case) or a maximum (antibonding case), respective-
ly (see Ref. 5).

shall use a linear barrier as a model of the inter-
face potential. ' '

We have studied the density of virtual states for
a semiconductor like GaAs and a metal of a Som-
merfeld band of 5.0 eV; we then varied the slope of
the linear potential and thus the width of the inter-
face region. The results for two extreme cases
are drawn in Fig. 5. W'e have used an interface
region 8 A wide; this is clearly unphysical but it
amounts to a test which is even stricter than physi-
cal reality. The results show that the densities of
virtual states of the Fermi level corresponding to
that model and to the APM do not differ by more
than 5%. Moreover, the total density of states at
the semiconductor gap is nearly independent of the
interface potential, the differences being negligible.
Our conclusion, then, is that the density of inter-
face states is not very sensitive to interface poten-
tial, justifying in this way the calculations we have
performed in this section.

IV. CALCULATION OF THE BARRIER HEIGHT:
COMPARISON WITH EXPERIMENTAL DATA

In order to obtain the relation between the bar-
rier height at the junction and the metal work func-
tion, we shall follow the work of Cowley and Sze. 6

First, we consider the experimental data reported
by Mead, according to which the Fermi level for
several dielectrics in contact with Au is placed, as
stated in Sec. III, at Ez= &E~. (A theoretical cal-
culation of the Fermi level at the junction would
require a complete analysis of the charge redis-
tribution throughout the whole spectrum of occupied
states. '~) The fact that the density of interface
states, D, is almost independent of the metal (for
metals of high density), and that the distance 8 be-
tween these (virtual) interface states and the op-
posed charge placed at the metal surface is also
independent of the particular metal, as will be dis-
cussed later, allow us to write the barrier height
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TABLE III. Calculated values of the slope S and the electronic density
of resonance surface states for different OI-V and II-VI compounds.
The density of resonance surface states has been calculated for an energy
referred to the top of the valence band equal to 3 E~, where E~ is the
thermal gap for each semiconductor.

InSb GaAs InP GaP CdTe ZnSe ZnS

10 D (eV' cm'2) 5. 05 3.72 3.45 3.12 2. 34 2.28 1, 96

S 0. 05 0.1 0. 09 0.12 0.14 0. 155 0.18

S = (1+4vD5e ) (2 la)

b is a constant which can be determined through
experimental measurements and e is the electron
charge.

In Sec. III we discussed the calculation of the
density of interface states for seven zinc-blende
solids joined to a metal of high density (Al). As
shown in Table I, the density of interface states
does not depend very much on the particular z.
This allows us to calculate the total density of
states for a given energy in the following way:

D(E ) = —Mp(&, E ), (22)

where, in the present case, the sum over g is re-
stricted to I' and X, and where N is the number of
terms included in the sum (in this case X= 2).

In Table III we have reported our results for the
total density of states. As pointed out in Sec. III,
this density decreases as the ionic character of the
solid increases; nevertheless, the difference be-
tween the densities corresponding to the covalent
solid (GaAs) and those found for the ionic crystals
(ZnS) are not as large as expected from experi-
mental measurements.

We shall now discuss how to calculate the effec-
tive distance between the virtual states and the op-
posed charge at the metal surface, which will com-
plete the information needed to calculate the slope
S of Eq. (21). In order to estimate 5, let us first
consider the screening of the resonance charge
placed at the semiconductor half-space. We as-
sume that this screening can be described by a bulk
electronic dielectric function; in particular we
shall use that proposed by Inkson 0 (which is a
simplified version of that given by Penn" )

c„—1
I+(e„—1)k /k, ' (22)

where k, and c'„are the Fermi-Thomas wave vec-
tors and the static dielectric constant, respective-

Qs„(for type n semiconductors) at the junction as a
linear function of the metal workfunction ~ Q„:

4s. = SAsr+ b

where

1 1 1
+ + ~

2~ q ks km
(25}

This expression indicates that the effective dis-
tance is a sum of a distance (k, '+ k ') within which
there is no screening of the charge plus the dis-
tance I/2e„q which is nothing but the effective dis-
tance where the charge, completely screened by
the crystal, is located.

This result allows us to include the effect of the
ionic screening. Since the effective distance re-
lated to the ionic screening [this distance is char-
acterized by the distance between equivalent (110)
planes in the solid] can be expected to be larger
than k, ', we can write 5 as follows:

1 1 1
+ ~ +

2&pq k, k
(26)

where ap includes the ionic screening in the long-
wavelength limit.

The value of k, + k ' is very approximately 1 A
and is largely independent of the particular metal,
as was assumed at the beginning of this section.
The term 1/2eoq can be calculated as follows: As
discussed in Sec. III, the density of virtual states
can be calculated by considering the different loops,
included in the analysis independently; this allows
us to attach to each loop an effective distance re-
lated to the imaginary part of the component of the
crystal momentum perpendicular to the surface, q.
The value of 5 does not depend very much on the
particular semiconductor since (a) the value of
k, + k dominates and (b), on the other hand,

ly. Bearing in mind that the resonance charge de-
cays as exp(- 2q I z ~ ), where q is directly obtained
from the equations of the loops discussed in Sec.
II, and symmetrizing into the whole space, the
effective distance from the charge to the semicon-
ductor surface turns out to be approximately 1/k,
+ I/2e„q. We may suppose that the screening of
the induced charge in the metallic side is described
by the usual dielectric function

= 1+)P /k',
where k is the Fermi-Thomas wave vector of the
metal. Finally, we obtain the total effective dis-
tance to be inserted into (21),
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FIG. 6. Theoretical values (+) and experimental data (&) for the slope S plotted as a function of the lattice electro-
negative difference ~. The curve is taken from Ref. 2.

(eoq)
' is almost constant because as the ionic char-

acter of the crystal increases, &0 decreases and q
increases, keeping the value of EFq almost con-
stant.

Now we are able to calculate the magnitude D5 as
the sum of the charges associated with each loop
included in the particular w under study, multiplied
by the effective distance associated to that loop.
Thus D5 for the energy F~ is just

N

D5(Ep) = —QP(~, i;Er)5(z, i;Ez), (27)
pT, f

where N is the number of g considered and i runs
over the loops included in the analysis of each &.
In our case N= 2, and the g are X and F.

Our results for the slope S are given in Table
III. The theoretical values of the slope are plotted
in Fig. 6, together with the experimental data col-
lected by Kurtin et al. The present results differ
slightly from those reported in I, because in that
case we included just one point in the analysis (I').
The inclusion of X has increased the values of the
total density of interface states and then lowered
the values of S; nevertheless, the discrepancies

are not considerable. As in I, there is an excel-
lent agreement between theory and experiment for
crystals of the covalent group (InSb, GaAs, and
InP} and the discrepancy between theory and ex-
periment increases with increasing ionicity (ZnS).

V. CONCLUDING REMARKS

In this paper we have presented a study of the
properties of the (110}zinc-blende surfaces and of
their junction with different metals. Although our
main purpose was the analysis of the covalent-
ionic transition in the 1lf-S interface, the study of
the free surface which we have carried out has al-
lowed us to analyze clearly the heteropolar char-
acter of the (110) surface. Regarding the interface
density of states for junctions with metals of high
density, we have proved that the lowest approxi-
mation gives quite accurate results; this conclu-
sion shows that since this approximation does not
involve the (111)pseudopotential form factors, the
ionic character of the crystal is not of prime rele-
vance in calculating densities of virtual states.

As for the covalent-ionic transition, we have
found that our model, based on a one-electron
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scheme within the pseudopotential framework, is
unable to explain the data reported by Kurtin et
al. ; our model fails in treating highly ionic com-
pounds. Since the slope S calculated in this paper
is nearly independent of the ionic character of the
solid, one can ask whether the agreement between
theory and experiment for covalent solids is fortu-
itous, the one-electron model being basically in-
adequate for the study of metal-semiconductor
junctions. Nevertheless, it should be noted that
the covalent-ionic transition has been observed in
different kinds of experimental properties, as dis-
cussed by Kurtin et al. Their results regarding
optical absorption (excitons and nondirect transi-
tions) tend to show that the one-electron approach
is not a proper scheme for the study of properties
of ionic solids. We think that the experimental
data reported by Kurtin et al. , the model dis-
cussed in this paper, and other theoretical works

about many-body effects in ionic solids point in
the same direction; namely, they show that the
one-electron scheme is an adequate framework for
the treatment of some properties of covalent solids,
but cannot explain most of the characteristics of the
ionic solids (the correlation effects are greatly en-
hanced as the ionicity of the solids, and then the
localization of the electrons, increases). Hence
we think that the metal-ionic junctions should be
studied by including many electron effects and, of
course, the entire charge of the system, that is,
the valence electrons and the resonance surface
states.
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