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Using a linear-response formalism coupled with an infinite resummation, expressions are derived for the
driving force of electromigration for a system of independent electrons moving among an array of self-
consistently screened ion potentials. We assume that the net scattering is weak, but do not expand in powers
of the individual-ion scattering strengths nor do we take an average over the configuration of neighbors about
the electromigrating ion. Our final formulas, which are tractable for evaluation, may be understood in terms
of solutions of the Boltzmann equation. We discuss this interpretation and show how it resolves the question
of the existence and quantitative significance of the Landauer resistivity dipoles. We also comment on the

still-unresolved question of the ‘“‘direct” force.

I. INTRODUCTION

When large steady electronic-current densities
are passed through metals the atoms are also ob-
served to undergo directed flow. This phenomenon
of electromigration has been extensively studied, 1,2
especially so recently owing to its technological
importance in thin-film circuitry.® On the theo-
retical side there has been a resurgence of inter-
est in the past few years owing to the realization
that important questions of principle remained to
be answered, ~°

These questions center on what driving force
acts to cause the electromigration. To consider
this problem, first note that the Born-Oppenheimer
approximation allows one to calculate the driving
force by taking the ion in question to be stationary.
This approximation finds its validity in the small
electron-mass to atomic-mass ratio and in the high
temperature necessary for observable atomic mo-
tion. One may then conceptually divide the driving
force into two pieces: First, what we call the
direct force, the applied electric field acting on
the bare nuclear charge; and second, what we call
the indirect force, the consequence of the applied
electric field acting on the electrons causing them
to polarize and/or conduct, thereby changing their
spatial distribution and yielding an induced force
on the nucleus in question. Thus one must not only
consider the electric field acting directly on the
nucleus but also must take into account the re-
sponse of the electrons to the field and the new
force they subsequently exert on the nucleus. This
response may be viewed easily in two extremes.
First for tightly bound core electrons one expects
the response to be solely polarization. Such elec-
trons do not conduct. In fact when one works
through the algebra, !® the response of such core
electrons merely acts to effectively reduce the
bare nuclear charge to the valence charge of the
ion in question. The other extreme of electronic
response is conduction. This gives rise to a force
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on an ion due to the momentum exchange between
the drifting electrons and the ion in question.
Such a source of induced force has the pictorial
name of “electron wind.” The theoretical prob-
lem arises in the attempt to treat these two ex-
tremes of electron response (and the possible
range of intermediate cases) on the same funda-
mental footing.

Kumar and Sorbello!! have shown how this may
be formally accomplished through the use of lin-
ear-response theory. This theory expresses the
response of the electrons to the applied electric
field in terms of correlation functions of the sys-
tem in the absence of the field. It only requires
that the response be linear in the applied field,
which is true since the metals are ohmic. How-
ever the evaluation of the formal expressions is in
general quite difficult and one is soon forced into
an approximate model and/or evaluation. Kumar
and Sorbello invoked an approximate bootstrap ar-
gument to recast their general expressions into
more tractable form.'"!? We have given a rigor-
ous basis for this transformation to random-force
correlation functions!® but found that its correct
evaluation is just as difficult as that for the origi-
nal expressions. One hopeful fact that did emerge
from this work was that we can reproduce most of
the modern quantitative theories’*~'® merely by as-
suming that the electrons in the system move as
independent particles among the array of ion scat-
terers, Of course, the precise electron-ion po-
tential has the requirement of self-consistency,
but this is a restriction that can be determined in
the system unperturbed by the electric field. The
success of this simple approximation motivated
the present paper.

An independent-particle treatment of the elec-
tron dynamics, in fact, does allow considerable
progress., Although we must still assume that the
net scattering in the system is weak, our results
show how one can easily go beyond a Born approxi-
mation for the driving force.®=%° Furthermore,
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we show that there is no theoretical need to con-
sider only an average driving force: Our final ex-
pressions depend on the actual locations of the
electromigrating atom and all its neighbors. The
derivation of these formulas is given in Sec. II.

In Sec. III we discuss some of the implications of
our results and their possible extension. We also
discuss the work of Sham, 2! which parallels and
complements this paper.

In the remainder of this section we wish to give
a simple physical description of our results based
on the Boltzmann equation., This discussion will
also allow one to see clearly how our results re-
solve the controversy over the existence and quan-
titative significance of the so-called Landauer re-
sistivity dipole contribution®? to the driving force
of electromigration, 7+2%:2

Our use of the Boltzmann equation means that
we are focusing on the response of electrons in the
conduction band and are not considering the polar-
ization response of the more tightly bound elec-
trons. Hence we consider the electron-ion po-
tential to be the appropriately screened interac-
tion between an electron and ions of charge Z,
where Z is the valence, and assume that the net
effect of such interactions is only to give the elec-
trons a long mean free path. The long mean free
path does not, however, imply that the electron
states are nearly plane waves. The electron
states are in general severely distorted in the im-
mediate vicinity of each ion; it is only their net
scattering rate from the ion configuration which is
weak. This situation is the familiar basis of
pseudopotential theory.

To put our use of the Boltzmann equation in con-
text, let us consider briefly the approach of pre-
vious workers. The early ballistic theories!3"
of the electron-wind force determine this force di-
rectly from the Boltzmann equation,

@2 E LI N (1)

where E is the uniform applied electric field; n=n
+n, is the electronic distribution function, with »n,
independent of E and n, linear in E; ¥V is the veloc-
ity of an electron of state label K and energy €;

and <0 is the electron’s charge. We use the Ein-
stein convention to imply a sum over repeated
Cartesian subscripts. In the second line we have
approximated the collision integral by its relaxa-
tion-time form, which is sufficient for our discus-
sion here. The ballistic theories assert that the
wind force on an ion is proportional to the negative
time rate of change of K due to collisions with that
ion. This approach soon encounters ambiguities
in extracting the portion of the collision operator
(or the portion of 1/7) that may be considered as
due to a certain ion, especially when multiple

scattering is important. Such ambiguities are
avoided in the approach of Bosvieux and Friede
They concentrate on calculating the induced charge
density about the ions and from that, by the Hell-
man-Feynman theorem, calculate the induced
force on any particular ion. Their approach was
extended by Gerl'® and made quantitative through
the use of pseudopotentials by Sorbello. *®* How-
ever, in all these papers the induced electron den-
sity is calculated by quantum mechanics only to
linear order in the electron-ion potential strength.
There is a similar approximation in the classical
analysis of Das and Peierls.® Consequently these
theories, as written, cannot describe any con-
tribution to the driving force arising from the in-
duced charge densities of higher order in the scat-
tering strength. Such a higher-order contribution
was proposed by Landauer as a consequence of

his theory of impurity resistivity, ?* wherein dipo-
lar charge distributions proportional to the re-
sistivity were found to develop in the presence of
conduction about each impurity scattering center.
Landauer and Woo?® made a rough estimate of the
size of such effects on the driving force. They
found it comparable to the Bosvieux-Friedel term,
the higher order in the scattering strength being
compensated by the nonoscillatory nature of the
charge density.?® One need not however carry

out such an order by order calculation of contribu-
tions.

To develop a more useful procedure we use the
Boltzmann equation in the spirit of the Bosvieux-
Friedel approach; i.e., we compute the induced
charge density from the Boltzmann equation assum-
ing that only the distribution function is modified
by the electric field. Since the induced change in
the electron-density matrix is diagonal in K and
equal to n,(K), we find simply

L®

on(F) = e2_my(B) 4z (D)2, 2)
k

where ¥; (¥) is the wave function associated with
state label K and &n(r) is the induced charge den-
sity. Our general result has essentially this form,
the only subtlety involved lies in the recipe for de-
termining |9z (T)1%. We only emphasize here that
it is independent of the electric field; the appropri-
ate recipe is derived in Sec. II.

For now let us just consider a simple case
where we may guess the answer: A dilute random
array of spherically symmetric impurities in jel-
lium. To compute the indirect contribution to the
driving force for this case we only need the in-
duced charge density about the impurity ion in
question. Around each impurity we expect ;b;('f)
to be well approximated by d)%(i’), the scattered-
wave solution about that impurity. Far outside
the range of the ion potential this wave function
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may be written®

W) = e FELr(0) et /r (3)
where 6 is the angle between K and T and the im-
purity is at T=0. To obtain the asymptotic form

of 5n(T) we simply substitute (3) into (2) and use
the solution of (1) appropriate for this model:

> o

ny(K) = <— —"q)ﬁk ¢E,T, (4)
9€

where m is the electron mass, and at zero elec-

tron temperature (- 9n,/9€¢)=6(¢ - €), with €y the

Fermi energy. Further in calculating lw;(;)lz,

we replace the plane wave by its asymptotic form,®

- 6(ﬁ+ ?) e+ 0(1/7%).
(5)

After some straightforward algebra, which re-
quires the use of the optical theorem,

KT _ (20 /iky) [6(1%— r;‘) et

1mf(0)=fr f a|f(e|?, (6)

where Im denotes “imaginary part of ” and the in-
tegral is over solid angle, we find

on(T) - 3E - rn<_ﬁkE )(k—lz Im [ f(m) e®*F7]

+712f%ii—z(1—cos9)lf(9)‘2>+0(1/1’3) , (D

where 7 is the average charge density, kg is the
Fermi momentum, and f(7) is the backscattering
amplitude. Although the specific result (7) is only
valid at large 7, it clearly shows the existence of
both oscillatory'® and monotonic contributions to
on(r).?% Note that the transport cross section mul-
tiplies the monotonic term; this is the dipolar
charge distribution that gives rise to the Landauer
resistivity dipole.22 One can easily write down
formulas for &n(F) valid for all T in terms of the
radial solutions of the electron Schrddinger equa-
tion.® We do not give these here because our in-
terest is in the driving force which involves an in-
tegral over 6xn(T). By using the formal definition
of Y3(r) we show in Sec. II that the relevant inte-
gral can be expressed in terms of

————Zl<kit|k'\|2<1-ﬁ-ﬁ'>o(ep—<,z.>, (8)

where the (K| tiIE’) are plane-wave matrix elements
of the ¢ matrix of the impurity ion and Kk is a vector
of length 2z, The remarkable feature is that (8)
differs from the Bosvieux- Friedel (Born-approxi-
mation) result only in the replacement of the elec-
tron-ion potential v; by #;. The formula agrees
exactly with the prediction of the ballistic theo-
ries, ** since our dilute-impurity model is the
one for which they encounter no ambiguities.
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From the above simple considerations we can
draw the following conclusions: First, there is a
contribution to the indirect driving force of elec-
tromigration from the Landauer resistivity di-
poles. Second, the question of the quantitative
significance of this contribution and higher-order
ones is not particularly relevant. By this we mean
that, since one only measures the net driving
force and since this is by (8) expressible in terms
of a # matrix, the size of higher-order correc-
tions to the Born approximation for the above
model will depend on how close plane-wave ma-
trix elements of v; approximate those of #;. Since
the spirit of pseudopotential theory is to make
these differences as small as possible, we see
that by choosing a “good” pseudopotential we can
effectively eliminate all but the Born-approxima-
tion term from our final result.

II. DERIVATION

In this section our aim is to derive the formulas
which justify the simple description we have just
given. The quantity we seek is the indirect con-
tribution to the driving force; i.e., the one due to
the electron’s response to the applied field. We
do assume that the net scattering in our system
is weak in order that we might hope to make con-
tact with the Boltzmann equation, which is only
justified in this limit, Hence our attention is on
the conduction electrons, and we cannot describe
the purely polarization response of tightly bound
electrons. By assuming that the electron-ion po-
tential is an appropriately screened interaction
corresponding to ions of valence Z, we formally
eliminate the core electrons from consideration.
This reasonable but somewhat arbitrary procedure,
which presumes that there is a clear distinction
between conduction and core electrons, leaves us
with a “direct” driving force of - ZeE. Here and
below E is the average macroscopic field in the
sample, '

The other major assumption we make is to treat
the electrons as independent particles moving
among a self-consistently screened array of ion
potentials. Since the linear-response formulas we
use relate the indirect driving force only to prop-
erties of the system before the application of the
electric field, our procedure amounts to the com-
mon assumption of metal physics that electron dy-
namics may be adequately described by the dy-
namics of independent quasiparticles. We have al-
ready noted its success in low-order calculations!?
and shall discuss its justification further in Sec.
III.

For simplicity we assume that the electron tem-
perature is zero, no magnetic field is present, and
all electron scattering may be treated as elastic.
This last assumption is a consequence of the Born-
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Oppenheimer approximation; note that it does not
eliminate phonon scattering, '%'%2 In discussing
our formulas the model system we have in mind
is a liquid metal. This avoids consideration of
band-structure effects. However our formulas
have been written so that they would also apply to
a one-band model of a crystal; i.e., a model
which neglects any interband coupling. We return
to this point in Sec. III.

Let us begin with the linear-response formula
for the indirect driving force on a particular
ion, 19127 which we denote by f,,E, where f,,

=lim .o £, [w]:

fulol=g [Tare (Lam, —er))  (9a)

=51; f: dr et ([f.(7), ] . (9b)

Here { is the operator of the force on the ion in
question, J is e times the total-velocity operator,
and eR is the dipole operator of the electron sys-
tem: e(8/8f)R=J. The time dependence of fis
determined by the adiabatic Hamiltonian H as is
the ensemble average denoted by the angular brack-
ets. The square brackets denote a commutator.
To pass from (9a) to (9b) requires simply an in-
tegration by parts. Next we use the formalism of
second quantization and our assumption of inde-
pendent electrons to reduce (9b) to

fulw]=L D ——taz

WeF €t w—€,+i0" alfulo)®la,la)
(10)
where the labels a, b refer to single-particle elec-
tron eigenstates (of energy €,, €, and wave func-
tion |a), b)), and the n’s are state-occupation
factors, which at zero electron temperature be-

come

ng= {1’
0,

where € is the Fermi energy. We remark that in
zero magnetic field the wave functions may be
chosen as real functions so that the product of ma-
trix elements in (10) is a pure imaginary number.
Consequently, the real part of f,, is given by the
principal value part of the summation. This im-
plies that in general f,, is not determined solely
by properties of electrons at the Fermi level.

This situation is in contrast to that for the elec-
trical conductivity o,, where f, is replaced by J,
in the expression (10), and one soon arrives at the
Greenwood-Kubo-Peierls formula.?"? The physics
in these remarks are that the possible polarization
response of core electrons is still contained in
(10). It is only when we make an approximate
evaluation of (10) based on weak net scattering that
the response of electrons away from the Fermi

€F> Ea ’ (11)

€F<€a ,
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level will be suppressed.
To this end we introduce into (10) the identity

. ng=m, :J‘" d(nw) o
: € +hw—¢€,+i0" J.o 27 Gilw+w) Glw) , (12)

where the G’s are simple Green’s functions

G(@)=(a| G(w)| @) = [Fiw - €,+i0* sgn(fiw - €x)]™" .
(13)

Then we remove the explicit state sums to ex-

press f,,[w] in terms of a single-particle trace

folol=t (T8 pe 600 Do, @)]

- (14)
where the extra index on the G(w) is + depending
on whether 7w Z €y, and similarly for the index on
G(w+w). Now we make an infinite-order expan-
sion of each G in powers of the electron-ion po-
tential V; e.g.,

©

¢*(@) = 63@ 2 [Vei@)", (15)
p

and seek a resummation. By this method we are
following the work of Langer on the impurity re-
sistance problem, %% especially its extension to
treat liquid metals.?' We have not introduced the
projection operators of Ref. 10 since they only
complicate the resummation; their utility lies
more in formal applications.

At this point in the theory one has always intro-
duced plane-wave intermediate states and taken an
average over the configuration of scattering cen-
ters.?®% As we have already discussed'® such a
procedure is, however, most undesirable in the
calculation of the electromigration driving force.
We can circumvent this averaging process by the
following arguments and assumptions. The re-
summation is made possible by the appearance of
the Van Hove diagonality conditions®*** in the
plane-wave expansion.® To obtain these without
a configuration average we need to assume, first,
that the disorder in the system is homogeneous
and, second, that any short-range order is limited
in spatial extent by a microscopic length 7, (cor-
relation length) and that the spatial extent of the
influence of any one ion on V is similarly limited
to a microscopic length 7,. If we were to write
the electron-ion potential at X as a superposition
V(X)=3,;v; (X=R;), where the sum runs over ion
locations {ﬁi}, then our assumptions are merely
that the array of {—ﬁi} is homogeneously disordered
(no long-range order) and that the range of any v;
is microscopic. Hence these assumptions are
easily met. Their utility lies in the fact that from
them we may deduce

% f d X' S(X") e TF = (SR 53,o+0<%), (16)
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where Q is the volume of the system and S(X) is
any function that depends only on the configuration
of ions within the distance L of X, where L<«< /3,
The double angular brackets denote a configura-
tion average; hence, {((S(X))) is independent of X.
In essence (16) replaces a space average by a con-
figuration average, but only for the diagonal frag-
ment. To see that functions such as S(X) do arise
in our infinite-order expansion of (14) consider,
for example,

(k| GSVGEVGEVGEV| k')

:%fdxe'“'?'z')';slﬁ), (17a)
or
(k| GEVGSI,GaVGEVGRVGa| k'

- [ EE ), (17b)

where |K) and |K’) are plane-wave states. When
we insert complete sets of intermediate momentum
states and sum over them, these expressions will
be effectively coarse-grain averaged with respect
to momentum, *%3%'3 which in turn makes them
satisfy the conditions above on S and, further-
more, makes their configuration average well-de-
fined. %% Note, however, that in

1 - S (ReR? You -
(k| GAVGE 7,8 VGE | k) =5 f ax e FEO R g (3

(18)

the presence of f, and the existence of 7, means
that S4(X) does not satisfy the conditions for (16),
Consequently, SS(§) cannot be replaced by its aver-
age and does depend on the specific environment

of the electromigrating ion of concern.,

Since the appearance of the § function in (16)
constitutes in essence the Van Hove diagonality
conditions, 3% we can immediately effect a resum-
mation. Since J, is diagonal in momentum space,
we find

1 7 diiw) BN By
by = Hu k)Uu k) s 19)
fulol=g [ S Enew@ui (

w

where the vertex is given by

2 ®@(F ety 3 (e wrlD) L @0

i.de
with g*={(G %)), and the weighting factor is
I 8(K) = (k| G2, G B))) . (21)

The i.d. restriction in (20) denotes “irreducible
diagonal ” 333 and means that U,(K) is to be evalu-
ated by inserting sets of plane waves in the expan-
sion of (20), but that in the summations none of the
labels of matrix elements of V can equal K or each
other. These restrictions arise because the re-
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summation procedure to obtain (19) has removed
the diagonal singularities.

To further reduce and interpret (19) let us first
consider I ¥*(kK). This quantity satisfies a Bethe-
Salpeter equation, 2°:%%3%:3 which in the weak net-
scattering limit becomes the Boltzmann equation
of (1). This limit is obtained if we assume

(K| g®|K) =[rw - €z+iTpsgnio - €p)],  (22)

with T';/€p<< 1. Here 7/(2T})= 7; is essentially the
lifetime of the state K. We shall assume that g
has the form (22) for all kK and w, but the only
check considered to apply is to be sure that the
electron lifetime at the Fermi level is long. Fur-
thermore we only retain I} (k) since the other
terms give contributions of O(I"kF/ef) if (22) holds.
We remark that it is these specific procedures
that suppress the response of electrons away

from the Fermi level; we hope to return to this
point in later work. Granted the imposition of

the weak net-scattering limit, we find that I1}°(%)
obeys?30

[
3. (K)= 13 6(eg — €5)
(@19, + B w® D oL nD),
7 n T
(23)
where
W+-(§,r>:( K vY (e v D v
n=0
x Z(g'v)'"llb)i.d_, (24)
m=0

and by the generalized optical theorem®+3* (in the
weak net-scattering limit3')

1 2 .
= :Z_n Wk, 1) 6(egp - €3) . (25)
e 3 n

Substituting this result in (23) we find after a sim-

ple rearrangement

— tleg- €0 [0, |F)
-, D - ) (26)
1

with the transition operator given by
7k, 1) = 7(T, &) = @a/mw* (&, T) s(ez - €5) . (27)

In all these expressions, (20) and (23)-(27), we
have set w=0 due to the eventual limiting require-
ment on f,,[w]; the 1/w in (19) is simply cancelled
by the w integral in the weak net-scattering limit
as w—-0. Comparing (26) with (1) we identify

(7/27) I (R)E, = ny(K) , (28)

which reduces (19) after the w integral to
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furEo=2_m(®03®) (29)
k
the analog of (2).

To make this connection clear we must examine
Ti(K). We expect it to be similar to [ dx|y;(X)?
Xf,(X), where f,(X) is the contribution to the force
on the ion of concern by electrons at X. In fact
such structure is apparent in (20), which may con-
sequently be interpreted as giving the precise
recipe for |¢z(X)|2%. Unfortunately this recipe is
in terms of the “i.d.” restriction which is only
interpretable in a momentum-space expansion,
Also (20) shows that only |9z(X)|? is rigorously de-
fined not z/z;(§) alone. To develop an approximate
recipe that is more tractable, consider various
limits of (20). First if we simply expand V;'(k)
in powers of the electron-ion potential, the first
nonvanishing term is at second order, the Bos-
vieux-Friedel result

Ur®= 2 [®]VIRY GHE) R 7, |R)

-
»,

k(#K)
+(K|f .| K" GyR) (K| VK] . (30)

Here to be consistent with the weak-scattering
limit we have replaced g*— G§. Equation (30) cer-
tainly has the appearance of a perturbative esti-
mate of |yz]2, retaining only the first-order inter-
ference terms, **11822 A more revealing model
is the one discussed in the introduction, a dilute
array of impurities. In order to evaluate (20) for
this model, note that the diagonal fragments that
would arise in (20) if we ignored the “i.d.” restric-
tion all involve factors of the impurity-ion den-
sity, 2393 Thus in the low-density limit we can
consistently evaluate L‘;’(E) if we replace V by v;,
the potential due only to the ion of concern, and
ignore the “i.d.” restriction. We then find (d for
dilute)

Uyt o(R) = (K| (14 £365) FL(Gs 5+ D |K)
= [ axle;, PG (31)

where ¢, is the ion’s f matrix, and we have used
the formal definition of the outgoing wave-scatter-
ing state®: ¥ ,(X)=(XI(1+Gj¢})IK). Thus we con-
firm our intuitive guess of Sec. I.

Although at present we can find no other limits
which we can treat exactly and must therefore in
general rely only on the prescription (20), the sec-
ond model treated above does suggest a useful
cluster approximation. To compute the force on a
particular ion we only need the wave function in the
near (~7,) vicinity of that ion. The mean free
path is, in the weak net-scattering limit, much
longer than this distance. Thus we argue that a
reasonable calculation of the relevant portion of
the wave function can be done by including only the
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scattering from ions in the near vicinity of the ion
in question. We thus retain the possibly strong
reactive scattering that distorts the wave function
about each ion, but suppress the weak dissipative
scattering that leads to a loss of phase coherence
over a mean free path. Interms of (20) we are
proposing that one take for V the electron-ion po-
tential due to a cluster of ions about the one in
question, with the dimension of this cluster being
somewhat greater than », but much less than the
mean free path. One omits all other ion scatterers
and neglects the i.d. restriction in (20). This is
the prescription in a liquid metal; in a crystal,
one would remove all defects outside of the cluster
but retain the perfect-lattice scattering in order
to preserve the Bloch waves. Of course to be rea-
sonable the results must not depend sensitively

on the cluster size. In the absence of detailed
calculations (aside from the results of Sorbello, '8
which support this picture), it is difficult to as-
sess the precise validity of this cluster approxi-
mation. However, examination of the effect of
this approximation on the momentum expansion of
(20) is encouraging. The internal sums in (20)
over the unrestricted intermediate momentum
states are, by the effective coarse-grain average®?
and phase cancellation, functions only of the local
potential about the ion in question. Furthermore,
the diagonal fragments in the cluster evaluation of
(20), though they do not vanish, are not 6 functions
since the integrals such as (17a) have no contribu-
tion far away from the cluster. Their restricted
region in phase space and now finite contribution
suppress their importance, in effect applying the
i.d. restriction. These arguments suggest that a
cluster evaluation of (20) is a reasonable approxi-
mation,

If we accept this approximation, then the re-
moval of the i.d. restriction allows us certain
useful formal manipulations. Just as in (31) we
can now write (c¢ for cluster)

;' () = (K| (1+ T365) £, (G T + 1| K)
=fd§|\l'fi'i(§)t2f“(§) : (32)

where T, is the # matrix of the cluster about ion ¢
and \IIE' '.(;() is the outgoing wave-scattering state
for this cluster. The direct calculation of \IIE' i()‘()
is easily within the scope of existing multiple-
scattering theory, say for a muffin-tin model of
the electron-ion potential,®*3® However, it is only
an integral over | ¥ ,(X)|? that enters in the elec-
tromigration problem. This integral may be sim-
plified as shown in the Appendix. Using the fact
ny(K) = = n,(~K), the only part of ’U;"C(E) that con-
tributes to (29) is
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vl = 201 (s | 73 Dotz - 0 T T3
1 [

(33)
where R} is the uth Cartesian component of the
position vector of the ith ion. This result is easily
evaluated for the model of dilute impurities in
jellium since then

<E|ti'r>:<ﬁlti Ii.>0 e-“ini)'ﬁi ’ (34)

where (K| #;11), is the matrix element of the single-
ion ¢ matrix when it is at the origin. Substituting
in the dilute limit of (33) yields

'U:f,a(lz)=+ ZWZI(E[ t,~|.l—)lz(k“ - lu)é(eg— €1
i

(I DI B Dotes- )

ﬂik“(r%)’ (35)

where the second line follows for the case of
spherical symmetry of #; and the third line from

a comparison with (8) and a recollection that (29)
will force 1Kl =%kp. Finally, using (1) to find 7,(K),
(29) gives the standard result for this model. '3:1*

III. DISCUSSION

In this section we wish to restate our results in
general terms, pointing out some of their implica-
tions and limitations. We have obtained, as ex-
pressed in (20) and (29), a complete solution of the
problem we set for ourselves. With the assump-
tion that the electrons may be treated as indepen-
dent, undergoing a weak net scattering from the
ion potentials, Eq. (29) is the prescription for cal-
culating the indirect contribution to the driving
force of electromigration. It consists of two fac-
tors. The first #,(K) is a property of the average
system, independent of any particular ion. We
have not written out a formula for nl(iZ) because
we wish to leave it simply as a solution of the rele-
vant Boltzmann equation of the system. In this
way our treatment may be immediately generalized
to other perturbations beside an electric field;
say, for instance, a temperature gradient. On the
other hand, the second factor in (29), v;*(k), is a
quantity that is specific to the ion in question and
its local environment.3® We have shown, either in
limiting cases or by a reasonable cluster approxi-
mation, how to evaluate this vertex. In order to
do an actual calculation of the driving force, one
must determine V, the self-consistent electron-
ion potential., We emphasize that this preliminary
effort is to be done on the system unperturbed by
the electric field. This feature is a principal ad-
vantage of the linear-response formalism.

Turning to our approximations, we remark that
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the assumption of weak net scattering has, to a
certain extent, fixed the form of our final result,
wherein it is only the distribution of electron
states that is modified by the field, not the states
themselves.”® This is a reasonable result for
electrons that obey a Boltzmann equation, but not
all electrons follow such dynamics. Consequently
our separate treatment of the direct plus polariza-
tion-indirect force (i.e., - ZeE,) and the wind-in-
direct force [i.e., (29)] is suspect. We have in
effect said that an electron in an applied field
either polarizes or conducts. Some sort of inter-
mediate behavior would seem possible, %% but we
presently don’t know how to describe it.

Our second major assumption, the use of inde-
pendent-electron dynamics, has been recently ex-
amined by Sham, ! Although he limits his treat-
ment to a dilute system of impurities, he does use
the full quantum-field theory to examine the con-
sequences of electron-electron interactions. His
result for the driving force on one of the dilute
impurities is essentially our Eq. (29) with the sub-
stitution of (35) for the vertex. The slight differ-
ence rests in the fact that nl(E) is now the solution
of the Landau-Boltzmann equation, which allows
for Fermi liquid effects.*® The mutual interac-
tion of the electrons that he includes merely acts
to convert the “bare” electron-ion potential to a
self-consistently screened interaction so that the
vertex is the same as our result. Of course one
now has a complete diagrammatic prescription for
this interaction.?' Furthermore it seems that a
similar proof of the essential validity of our inde-
pendent-particle treatment is possible for a general
array of scattering centers. The key point, in
field-theoretic la.nguage,21 is the separation of the
force vertex from the current vertex in the evalu-
ation of (9). That ensures aresult of the form (29),
wherein the distribution for the electrons is de-
termined independently of the details of the poten-
tial about the electromigrating atom, which is de-
scribed by U'(k). The existence of this separation
only requires the general assumptions that lead to
the Van Hove diagonality conditions.

We consider next whether our result is consis-
tent with the general sum rule, 1°

2 fi,E,=NeE, , (36)

where the sum on ¢ runs over all ions and N is the
number of electrons in the system. For this we
need to examine the sum of U}'(k) over all scatter-
ers. To simplify matters assume that the total
electron-ion potential may be written as a linear
superposition of local potentials, v; associated
with the {th scatterer. Then, explicitly limiting
ourselves for the moment to a liquid metal, we
have, since the |K) are plane waves,
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(RI7L R = —5pr RlodF - RY[R)

=ik, — kL) (K| v;| K" , (37)
where T and Rf are the electron and ion coordi-

nates, respectively. If we sum (29) over all scat-
terers using (37) we obtain

i -

Z fquu"Nu-veEv
all

scatterers

(38a)

:<(1/e)Z:5(eF- €k)h’ku(E]J,,|E>)eE, . (38b)
k

The exact sum rule (36) requires this result to be
NeE,; consequently the dimensionless tensor N,
defines our model’s estimate of N. In a weak net-
scattering liquid metal we immediately find that
N,,=N°,,, with N°¢the number of conduction elec-
trons. This result is consistent with our approxi-
mation of removing the tightly bound core elec-
trons from explicit consideration and simultaneous-
ly reducing the direct-force term for any ion from
— Z%E, to — ZeE,, where Z° is the bare charge

of the nucleus and Z is its valence in the metal.

In effect this procedure of treating the (supposed)
pure polarization response has removed a contri-
bution (N = N°)eE, from the sum in (36). For a
liquid-metal system this approach is well-defined
and consistent in the weak net-scattering limit.

Lastly, we wish to discuss some aspects of the
influence of band structure on the driving force.
Our work here has not come to full grips with this
problem, even within our major assumptions. We
have written out the derivation in Sec. II so that it
would be valid for a one-band model of a metal;
there was no need to mention the band dispersion.
Hence our results should be valid for a crystal
whose conduction bands may be treated in parallel
and in a weak net-scattering limit. In fact if we
generalize this last assumption we can even include
interband scattering as long as the various bands
at any Kk are well separated in energy. Mathe-
matically this is made possible by the use of I'y/
(ef-€}),as well as T';/€r, as a small parameter.
Here EE and € are the energies for state k in bands
n and n’, respectively. One may consider this re-
striction as part of the requirements of a general
weak net-scattering limit; they are necessary for
one to derive the usual Boltzmann equation. With-
in these limitations our formulas may be applied
to crystals.

To point out some of their subtlety, let us con-
sider their implication in regard to (36). We im-
mediately encounter the difficulty that (37) will not
in general be true in a crystal. Only in an effec-
tive-mass approximation, ?**! when one has a small
Fermi surface near a single-band extremum, can
one obtain (37). Consequently we can only check
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the sum rule in this limit, but even here it is re-
vealing. Given (37) in a crystal, we may pass with
no further approximation, aside from that of weak
net scattering between Bloch waves, to (38). Note
that now?*?
n

-i— (nk|Jv|nk>=m%, (39)
rather than the liquid-metal result 7k,/m. If the
Fermi surface is electronlike, we obtain a result
for N,, entirely similar to the liquid-metal case.
On the other hand for a holelike Fermi surface,
if we assume for simplicity that the band has an
ellipsoidal shape, we find N,,=-N"5,,, where N*
is the number of holes in the band. This is con-
sistent with the common belief that the “hold wind ”
yields a driving force parallel to the applied
field, 21r43:44 However, it implies through the sum
rule (36) that we may have treated too simply the
polarization response of the “core” electrons.
The sum rule in physical terms expresses the fact
that, for ohmic conduction, the total force (direct
and indirect) on all the nuclei vanishes. Electro-
migration is a relative motion, even in a pure ma-
terial. Of course the true direct force on the bare
nuclei is always toward the cathode. If in addition
we allow the possibility of a hole wind, i.e., an
indirect force toward the cathode, then the re-
mainder of the indirect force, which we have pre-
sumed throughout this paper may be treated simply
as a polarization response leading to an anode di-
rected force, must be of sufficient magnitude to
counterbalance in sum both the true direct and the
hold-wind indirect forces. To illustrate this re-
striction imagine that the situation of hole conduc-
tion arose from the substitution of N; impurities
into a host, each with bare nuclear charge Z%-1,
one less than that of the host, Z°. One way that
one could then satisfy (36) with the hole-wind re-
sult for N,, would be to presume that the contribu-
tion from electron polarization to the indirect
force on any nucleus (impurity or host) is Z”eEu.
Note that this choice is not unique since we only
have a sum rule to guide us, but any other choice
will lead to the same general conclusion: The total
polarization indirect forces outweigh the total di-
rect forces; so if we choose to represent their in-
dividual sum on each nucleus as a “direct” force,
some of these direct forces would be towards the
anode. For the interpretation suggested above,
the direct force on a host nucleus would vanish
while that on an impurity would be eE,; i.e., to-
ward the anode.

Another way of viewing the sum rule is as the
requirement that the direct force and wind force
must cancel on the average. Hence, in order to
predict with confidence the relative direction of
electromigration, we need both these forces as a
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function of atomic configuration. This paper has
shown how to calculate the wind force, which
arises in the weak net-scattering limit, in such
detail. However the treatment of the direct force
is probably too crude, especially in crystals.
Clearly this point warrants further study so that
one can also determine the direct force as a func-
tion of atomic configuration and band filling.
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APPENDIX

We show here how to simplify the integral (32).
First note that since

9

i —
Su= 3RL v, (A1)
and since T; is defined by
T3=V+VG;§Ts, (A2)

where V is the cluster potential, we may rewrite
(32) as

0=~ (5 73) (14 6T (1 63T
3
(A3)
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Now define

8*=Gg+ G5 TiG;=Gg+ GgVg* | (A4)
from which one may easily derive

g*V=GET* (A5)
and

gt -8"=(1+g"VM(G; - Gg) (1+ Vg*) . (A6)
Using these we can simplify the factor,
(1+GiT)M A+ G TH=(1+g" M) (1+g'V)  (ATa)

=1+(1+g7V) " (g" =87V (A7b)

=1+(Gy~Gp) (1+ VgV (A7c)

=1+(Gy - Gy)T3 , (A7d)

and, hence, write the vertex as

9

r;*,m:-mmr;m

f)> olez— ) (1| T3|K).

9 - .
+2wiZ(a—R—; &| T3
1 I3

(A8)

The first term will not contribute to (29) because
nl(m is odd in k while (k| T;li} is even in K.
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