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Study of the dielectric function of PbSnTe epitaxial film by far-infrared reflectivity*

W. E. Tennant and J. A. Cape
Rockwell International, Science Center, Thousand Oaks, California 91360

(Received 15 September 1975)

Far-infrared reflectivity measurements have been carried out from -40 to 320 cm ' on a PbQ88SnQ»Te
epitaxial film of low carrier concentration (p —10" cm ') on a high-carrier-density (p —10" cm ')
PbQ 7SSnQ 22Te substrate. The reflectivity data were analyzed using a two-oscillator dielectric function including
free-carrier and phonon linewidths. An upper bound for the LO-phonon frequency was determined to be 115.7
cm ' at room temperature and 113.5 cm ' at liquid-N, temperature. Other parameters obtained were the
phonon linewidth y = 19 cm ' at room temperature and 12 cm ' at liquid-N, temperature, and the substrate
free-carrier linewidth v=81 cm ' at room temperature and -70 cm ' at liquid-N, temperature. An analysis of
the oscillatory behavior of the reflectivity at frequencies above the highest plasmon-phonon mode permitted
the determination of the spatial variation of carrier concentration in the region of the film-substrate interface.

INTRODUCTION

The strong interaction of phonons, free car-
riers, and bound charges in PbSnTe alloys has
caused them to be widely studied from the stand-
point of fundamental solid-state physics. Moreover
the performance of PbSnTe devices near zero fre-
quency depends critically on the dielectric prop-
erties determined by these interacting phenomena.
The lattice modes of the system are of particular
interest because the materials are paraelectric
and for sufficiently large Sn concentrations they
become ferroelec tric.

In a polar semiconductor the optical-mode fre-
quencies are modified by interaction with the free
carriers. ' The effect is greatest for the zone-
center (q=0) optical modes which determine the
far-infrared ref lectivity. Bulk crystals of PbSnTe
generally grow with sufficiently large carrier den-

sities that the q =0 dielectric function is dominated

by the free-carrier plasma. Unless the carrier
density is &10'6 cm the longitudinal mode is
strongly screened and cannot be determined by
conventional far-infrared techniques. Carrier
densities of this level and lower have been achieved
in liquid-phase epitaxial films. 3 5

In such low-carrier-density materials, the re-
flee tivity approximates nearly the ideal "restrahl"
behavior, rising sharply at frequencies below the
unscreened longitudinal optical mode ~~. Pre-
liminary results of some of our measurements on
such epitaxial films have been reported previous-

6

Thin transparent films on a transparent or re-
flecting substrate of a few wavelengths' thickness
show oscillations in ref lectivity characteristic of
interference between radiation reflected from the
two film surfaces. Therefore in addition to de-
termining some of the phonon parameters, the
analysis of ref lectivity of the film-substrate sys-
tern in the frequency range above ~1, yields in-

formation about the spatial variation of the carrier
concentration in the interface region. The analyti-
cal methods used herein should be applicable to
many semiconductor heterojunctions and homo-
junctions where a nondestructive determination
of the carrier concentration profile is required.

The present work presents a more complete
analysis of the film studied earliere and corrects
some errors in the earlier work.

EXPERIMENTAL

The Pb, Pn„Te sample was a P-type epitaxial
layer grown by liquid-phase epitaxy on a P' sub-
strate. X-ray determination of the lattice spac-
ing gave values of x equal to 12% (+ 2%) for the
film and 22% (+ 2%) for the substrate. ~

The ref lectivity measurements were made using
a Beckman FS 720 Fourier-transform spectro-
photometer which had been modified to accom-
modate ref lectivity samples at liquid-nitrogen tem-
peratures as well as at room temperature. Data
were taken and partially processed in real time
by a dedicated PDP 11/05 NC digital computer
with 16x 103-word memory, a 1.2-megaword disk
unit, and high-speed paper tape storage and input-
output capabilities. A monitor scope was attached
to the system for real-time monitoring and dis-
play convenience. The system provided on-line
data acquisition, Fourier-transformation, phase
correction, ratioing, and averaging capabilities.
Data reduction and analysis were done with the
same computer.

Spectra of the film were taken with resolution
of = 10 cm ', a value sufficient to resolve all spec-
tral features. For substrate spectra. 20 cm ' was
sufficient to see the minimum in ref lectivity as-
sociated with the plasma frequency. The small
sample size (&2-mm-diam usable area) caused
light below 40 cm ~ to be diffracted out of the
beam, prohibiting accurate measurements below
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this frequency. The accessible spectral range of
our apparatus was bmited at high frequencies by
the 350 cm ' cutoff of the cooled black polyethyl-
ene and sapphire window in front of the doped sili-
con bolome ter.

Normally, three or four spectra were taken at
room temperature and at liquid-nitrogen tempera-
ture without moving the sample. Reference spec-
tra of an aged, front-surface aluminum mirror
(nominal ref lectivity 0. 985 in this regiona) were
taken close in time to the sample spectrum to re-
duce any effects of bolometer drift which might
have been present. In fact, no bolometer drift
appeared on a scale of several hours. Noise on
the spectra was averaged to yield a standard de-
viation for the spectral points.

Ratios of sample spectra (5„;) to reference mir-
ror (S~;) spectra were obtained and standard de-
viations in the ratio of data points (r; = S„,/S~;)
were computed according to the formula

Ar, = [(ES„;/S„)'+(d S„.S„;/S',;)']"'. (l

Errors ln mirror posltloMngy surface irregu-
larities, smaB shifts in the sample position upon

cooling, and lack of a calibrated reference mirror
combined to make the normalization of the reflected
spectrum uncertain. to a few percent.

To circumvent these difficulties, the final nor-
malization factor was established by requiring a
best fit to the experimental data in and near the
restrahl region where the ref lectivity is greatest
and least complicated by effects of roughness and
interference (see discussion below). The com-
puted normalization factor was 0.976 for the low-
temperature data and 0. 99 for the room-tempera-
ture data. Taking into account the nominal mirror
ref lectivity, this implies that 2-4 jo of the light re-
flected from the sample was not eolleeted.

REFLECTIVITY ANALYSIS AND FITTING PROCEDURE

The ref leetivity 8, of the graded medium in
which e is a function of both x and (d was calcu-
lated by approximating the sample as a stack of
dielectric layers each with spatially constant e(e).
Thus, for example, the dielectric constant of the

jth layer, for the ease where only ~& varies spa-
tially, is given by

e1 = e((u, (u~(X, )),

wllel'e (d~(x1) ls glvetl by E9. (6), (7), (8), ol' (9}
below, and where the remaining parameters are
independent of j. The ref lectivity for the struc-
ture is computed from the complex ref lectivity
amplitudes R, of the jth layer by the iterative ex-
pression

R1 = 8 & (p1,1~1+R1~1)/( P +, g111~R)1q1

The ref lectivity 6l at the film surface at xo is just
This procedure is computationally con-

venient, but one must be assured that the layers
are sufficiently numerous so that their size and
number introduces no layer-dependent effects on
the computed ref lectivity. To ensure this, the
number of layers was incxeased until no signifi-
cant change in the quality of fit occurred.

The best-fit parameters were obtained by mini-
mizing the value of

X' =(r, —(R;)'/d, r2,

where r& are the ratio spectral data points, (R&

the computed ref lectivities (as a function of fre-
quency &u, and the dielectric parameters), and hr,
is the standard deviation of the ith point.

MODEL DIELECTRIC FUNCTION-BULK

The theoretical model for the bulk dielectric
function has been discussed in some detail by
several authors. ' ' We note briefly that the low-
frequency dielectric properties of PbTe and re™
lated compounds have been described with fair
success by the two-oscillator dielectric function

( )
6~((d1, —Kr) (dp

2 2 2

=Q~+ 2
(Or —&d —fp(d N((d + fv)

where &„ is the bound charge contribution and is
considered a constant, v J. and (d~ are the longi-
tudinal and transverse optical-phonon frequencies,
~~ is the plasma frequency, and y and v are the
phonon and plasma linewidths. The longitudinal
and transverse modes defined by this function in
the usual way correspond closely to the frequencies
at which "anomalies" are observed in the reflec-
tivity. These characteristic frequencies are con-
ventionally called v, e~, and ~, in order of in-
creasing frequency. At frequencies above (d„ the
higher longitudinal-mode frequency of the coupled
phonon-plasma system, the medium becomes
nearly transparent. The frequency w~ is only
slightly shifted from the bare-TQ-phonon frequen-
cy (for our purposes we shall not distinguish be-
tween them) and ~ corxesponds to a low-frequency
longitudinal resonance induced in the plasma sys-
tem by the interaction with the phonons.

The basic assumption of our analysis of the epi-
film ref lectivity data is that the dielectric model
of Eq. (5) may be applied, it being necessary only
to allow for spatial dependence of one or more of
the parameters. Several of the dielectric param-
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eters could be expected to change in going from
the surface of the film into the substrate. The
analytical approach taken was to perform a X2 fit
to the data of the ref lectivity calculated from Eqs.
(3) and (5) using spatially varying dielectric
parameters.

The variation of each parameter was modeled
as follows:

The values for the high-frequency dielectric
constant were chosen from data by Lowney et al. '4

Their interference technique is expected to be
more accurate and reliable than other methods to
determine &„ in PbSnTe.

Both the low-temperature ref lectivity analysis
and a microscopic examination of an etched cross
section of the film and substrate indicated a fairly
abrupt chemical interface. It was therefore felt
that z„, which depended only on the tin concen-
tration at these low-carrier densities, would be
adequately modeled by two discrete constant val-
ues, one for the film and the other for the sub-
strate. The distance for the change from film to

substrate value was taken to be the film thickness
obtained from a low-temperature two-layer fit (de-
scribed below). The exact value of this change
over distance was not critical since an error of as
Inuch as 2 IU, m would not appreciably affect the re-
sults of our analysis.

Like e, vz depends on x and therefore
would not be expected to vary significantly within.

the film. Moreover in the substrate the effects of
~~ on the ref lectivity are smaller than those of the
plasma. For example, the effect on ref lectivity
of a 10% difference in ~~ betweenfilm and substrate
could be offset by a 2 jp change in the substrate
plasma frequency. The data, therefore, are not
very sensitive to the value of the substrate ~~ and

for simplicity of analysis the value has been taken
to be equal to the film value.

y: The phonon linewidth was assumed to be the
same in film and substrate for reasons similar
to those given above for ~J..

co~: The spectral ref lectivity from 40 to 350
cm ' is rather insensitive to the value of the TQ
phonon. Therefore, the room-temperature value
of 32 cm obtained by neutron measurements for
PbTe was used for both film and substrate at room
temperature. For liquid-N2 temperatures 20 cm '
was used, this figure having been obtained by
interpolation from literature values of PbTe and

PbSnTe
v: Because phonon scattering of the free car-

riers dominates at room temperature, the film
and substrate free-carrier linewidths were as-
sumed to be equal. Hall measurements on platelets
of bulk material grown under conditions identical
to those for film growth indicate that the film
linewidth shouM decrease 10-20 times on cooling

to liquid-N2 temperature. The present ref lectivity
measurements indicate that the substrate linewidth
decreases only slightly upon cooling. For low-
temperature analysis, it was assumed that the
film linewidth was a factor of 10 smaller than the
substrate linewidth. Because of the low film
plasma density, the data are insensitive to the
exact magnitude of the room-temperature and
low-temperature film free-car rier linewidths.
The approximation is therefore adequate for this
analysis.

The plasma frequency is equal to (4m¹ /
m, )' where N is carrier concentration and m,
is the conductivity effective mass. Because of its
dependence on carrier concentration and effective
mass, ~~ is the dielectric parameter with the
greatest spatial variation. Four models for the
spatial variation of this parameter were tried with

varying quality of fit.
Takeo-layer model: The simplest model used was

defined by

(dFy 0~ X& a
(dp =

+gy a~ X
(6)

2 (l e(xm)/c)
F

em/c
4Pp =

~s I.
= ~p(xo)l ~

0 X XQ

xo& x

Tank model. The functional form of this model
was

n+ p tanhI (x- a)/c], O«x& a
QPp =

2
(d gy a —x

where ez = n+6 tanh(-a/c) and &u2 = n.2

Linear-sloPe model. The functional form of this
model was

where x is the distance into the film from the front
surface, ~F is the film plasma frequency, and ~~
is the substrate plasma frequency. This model
proved very satisfactory for describing the low-
temperature data in the region from 40 to 160 cm '
which extended from the restrahl region through the
first minimum and maximum in the ref lectivity
above ~,. Because the wavelength of light in the
medium in this region is long compared to film
thickness, there was no significant difference be-
hveen the quality of fit obtained for this two-layer
model and the quality of fit obtained with the vari-
ous graded models below. The results of the hvo

layer fit were therefore used to establish values
for ~I. and y at low temperatures. Qn fitting the
entire spectral range, the two-layer model proved
much less adequate than any of the graded models.

Exponential model. The functional form of this
model was
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0» X~0

QJr + X(QP& —&dp)/c, Q & X~ 0+ c

0+ f."» X.

For these graded models, the layer thickness
mas chosen so as to select equal arc lengths along
the ~~(x) profile. This is somewhat arbitrary,
but it serves the purpose of preventing unduly
large ~~ steps at steep regions of the profile.

Because of the difficulties in determining ex-
perimentally the absolute magnitude of the reflec-
tivity spectra (discussed in the experimental sec-
tion), a normalization factor S was included as a
fit parameter in our analysis along with the di-
electric parameters +I, y, v, v~, v~, a, and e.

Because they affect the ref lectivity primarily at
long wavelengths the values of ~I, y, and ~~ mere
insensitive to surface roughness. However a
parameter 4 had to be included to simulate the
effect of surface roughness in ox"der to obtain an
accurate profile of the carrier concentration. In
oxder to model the effect of surface roughness
perfectly, it would be necessary to know the dis-
tribution of step heights and widths over the sur-
face. The average distance between steps as de-
termined from a microscopic examination is
= 60 )L(, m. Therefore the experimental wavelengths
bracket the average distance. Assuming that the
incident wave front is coherent on the order of a
wavelength, one might expect that the roughness
would average reflected intensities at shorter
wavelengths and reflected amplitudes at longer
wavelengths. Both averages mould tend to reduce
the magnitude of intereference effects in the re-
flected spectrum. %'e have chosen 4 so that the
calculated ref leetivity 8 is actually

fectively determines the single quantity (&ul,

+ Hz/e„) rather than the two independent fit
parameters, ~x, and ~~. '8 Because there is no
convenient direct may to measure v„ independent-
ly, owing to the presence of the substrate, the
ref lectivity data by themselves establish only
an upper bound for vl. To obtain the upper bound

value, ez is fixed at the smallest value possible
at the appropriate temperature and ul. is fit to the
data. For room temperature this value of v~ is
estimated from the intrinsic carrier concentration
to be =200 cm '. An error of 50 cm ' in our
estimate of ~~ would yield a change in the com-
puted ~~ value of only 1 cm '. At liquid-N2 tem-
peratures the intrinsic carriers provide a negli-
gible contribution to co~. However, the lowest.
doping density measured for platelets of similar
growth conditions is 5x 10 5 cm corresponding to
an ~~ of 110 cm '. As will be shown below in. t,he
discussion section, the upper-bound values thus
determined probably do not exceed the actual val-
ues by more than 1-2 cm '.

RESULTS

Figure 1 shows the room-temperature spectrum
of the film together mith the best fits produced
by the models for u~ [Eqs. (6)-(9)]. The reflec-
tivity is highest at the low frequencies because
this is the restrahl region. Above ~, (= 120 cm ')
the film becomes transparent and reflection from
the substrate and film surface interfere to cause
Fabry-Perot-like oscillations in the reflected
intensity. Minima in the reflected intensity occur
when the optical thickness of the film is In&/4
where n is the refractive index at free-space wave-
length ~ and I is an odd integer. The first mini-
mum, corresponding to a thickness of n&/4, oc-

(10)

where the —6/2, 0, and 6/2 indicate the displace-
ment of the front surface of the film with respect
to x=0. This amplitude averaging gave a greater
reduction in the value of y, than intensity aver-
aging. To average both amplitude and intensity
would requixe the introduction of yet another param-
eter, a complication which me felt mas not war-
ranted by the scope of this study.

In some cases, a change in one fit parameter
may be offset by a change in one or more of the
other parameters to yield nearly the same value
of g near the minimum. Because of the functional
form of e, the tmo parameters col and vz are inter-
dependent in this manner, particularly at lom tem-
peratures where y and v are small and do not sig-
nificantly affect the ref leetivity.

The result of this interdependence is that the
ref lectivity spectrum at each tempex"ature ef-

I

100
I

300

FIG. 1. Boom-temperature ref lectivity of PbSnTe
and accompanying theoretical fits. { ) exponential
model {.. ) tanh model- {-~ —~ ) linear model- two-
layer model.
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Dielectric function parameters of PbSnTe epitaxial film at room temperature.

P arameter Two-layer Linear tanh

Estimated
statistical

errors Source

~~ film

sue

(dr.
(d~

(dy

f sub( ~fi lm)

S

39
44

115.7 cm
32 cm

17.4 cm
245 cm ~

1579 crn '
99 crn ~

0. 99
1.28 pm

86

39
44

115.7
32

18.8
233
1891

83
0.99

1.08 pm
52

39
44

115,7
32

19.0
205
1891

81
0. 99

l. 08 pm
42

39
44

115.7
32

19.1
201
1891

81
0. 99

l. 12 pm
41

+0.3

+1.3
a

+0, 01
a

X ray and
Ref. 13

Present work
See text

Present work
Present work
Present work
Present work
Present work
Present work

a Variations due to modeling are more significant than statistical errors (see text).

curs at 12V cm '.
Table I summarizes the results of our analysis

which was performed as follows:
SteP 1. A preliminary fit using the tyro-layer

model was made to the entire curve to establish
a vat. ue for the film thickness a. For this pre-
liminary fit, 6, the roughness parameter, was
set equal to 0.

SteP 2. Fixing a, v, b. (=0), and vr (at the

room-temperature minimum value of 208 cm '},
the spectral region from 40 to 130 cm was fit
with a two-layer model varying (dI, y, e~, and S.
The quality of fit, X', was 7. 5 for six independent

variables.
Step 3. The values obtained for (dl and S were

then used to fit the full curve with the two-layer
(d~ models, varying wz, m~, a, v, y, and h.

Step 4. The values obtained for +L and S from
step 2 were used to fit the graded models, while

(d~ was fixed at the value determined directly
from a ref lectivity measurement of the subst;rate.
(Because the two-layer model gave such a poor
fit, uz was allowed to vary in that model, } Fit
parameters were &uz, v, y, a, e (the grading
parameter), and n, .

Errors listed in Table I for vl. , y, and S are
statistical estimates based on the fitting at step 2.
Error in u~ is a statistical estimate based on the
fit to the substrate ref lectivity. Uncertainties in
~» v, and a are difficult to determine being
somewhat model dependent. Under the assumptions
stated above that (dF is near its mihimum value,
the errors in v and (d~ for any given model prob-
ably do not exceed the spread of values listed in.

Table I. The uncertainty in 6 is larger, owing to
the simplicity of the roughness model we have cho-
sen (see discussion below).

The ability of this technique to determine the

w& profile can be seen by considering the differ-
ence among the model profiles (shown in Fig. 2) as

compared to the quality of fit. For example, de-
viations of = 1 p.m between the linear and exponen-
tial models near the substrate cause a change of
15 (or 80%) in y'. The closeness of X values for
the tanh and exponential models is also seen in
the near coincidence of their e~ profiles.

Figure 2 also shows the result of an optical
micrographic measurement of the film thickness.
This procedure is the only technique other than
the one herein described for detexmining film
thickness of epi films on conducting substrates.
Moreover, the microscopic measurement deter-
mines the position of the chemical interface which

30-E

CL

3

I L I I I I .' '. '
I I I

10

0 I STANCE FROM F ILM SURFACE (p, )

FIG. 2. Boom-temperature ~&2 profiles. ( )ex-
ponential model; ( ~ ~ ) tanh model. (- ~ --) linear model.
(- —-) two-layer model. Dotted area on horizontal axis
indicates position of chemical interface as determined
by microscopic examinatio~.
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1.0

Q 0. 5

200
I

300

FIG. 3. Liquid-N& temperature reflectivity of PbSnTe
and accompanying theoretical fits. ( ) exponential
and tanh models; {--- ) linear model; (---) two-layer
model.

is not necessarily in perfect coincidence with the
features of the v~ profile. In the case of our
present film, however, the microscopic measure-
ment, although much lower in resolution, shows
good agreement with the beginning of the sharp
rise in the (d& profile.

Figure 3 shows the liquid-N2 temperature spec-
trum with the best fits to the data given by the
various models for +&. The data show the same
basic features that appear at room temperature.
The amplitudes of the interference fringes are
larger at low temperatures because of the larger
E„and because the phonon and plasma linewidths
are smaller. The nX/4 minimum has shifted to
123 cm '. Assuming that v~ does not change from
room temperature to liquid-N~ temperature, (see
discussion section below), the magnitude of this
shift closely corresponds to what would be ex-

pected if the film were nearly intrinsic (doping
level = 2x 10'~ cm ').

The fitting procedure was the same for the low-
temperature data as for the room-temperature
data. However in the low-temperature case for
step 2 the frequency range used was 70-160 cm '.
Lowest frequencies (40-60 cm ') were excluded
because the scatter in the data there significantly
reduced the fit quality. The higher frequencies
(130-160 cm ~) were included since the abruptness
of the increase in carrier profile at low tempera-
tures more closely resembled the two-layer model
and gave a good fit even at frequencies up to 160
cm . The y value for the fit in this region was
4. 3 for six degrees of freedom. The main un-
certainty in the ~~ bound is the estimate of the car-
rier concentration in the film (corresponding to

~~ =110 cm '). Even if the carrier concentration
were zero, however, the value of ~L, would increase
only = 1 cm '. The bound thus determined appears
to be somewhat lower than could be expected from
interpolation of the P-n junction measurements by
Nill et al. '

Table II summarizes the results of our low-tem-
perature analysis and Fig. 4 shows the ~~ profiles
obtained for the different. models. The difference
in the value of ~ from room temperature to low
temperature is not surprising when one considers
that the larger carrier concentration and plasma
and phonon linewidths in the film at, room temper-
ature act to reduce the amplitude of the interfer-
ence oscillations in a manner similar to that of sur-
face roughness. Because the linewidth effects are
greatest at the longer wavelengths, they apparent-
ly obscure the effects of roughness averaging al-
lowing the roughness parameter to better fit the
shorter wavelengths where the amplitude-aver-
aging model is less appropriate. This is also
consistent with the observa. tion that introducing

TABLE II. Dielectric function parameters of PbSnTe epitaxial film at liquid-N2
temper atures.

Parameter

~ ~ film

~ sub

(dl

CO&

'y

COy

(dg

S

Two-laye r

46
52

113.5 cm '

20 cm'
12. 5 cm
43 cm
118 cm
1170 cm '

0. 976
0. 68 pm

155

Linear

46
52

113.5
20

12. 3
60
109

2547
0. 976
0. 68

93

tanh

46
52

113.5
20

11.9
73
85

2547
0. 976
0. 70
76

46
52

113.5
20

11.7
75
71

2547
0. 976
0. 70
76

Estimated
statistical

errors

+0. 13

+0. 5

+30
+0. 007

a

Source

X ray and
Ref. 13

Present work
See text

Present work
Present work
Present work
Present work
Present work
Present work

~Variations due to modeling are more significant than statistical errors (see text).
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f as deter-axis indicates position of chemica

mined by microscopic examination.

into the model did not reducesurface roughness into e
thethe room-temperature g value as much as e

d 1-A more accurate mo e-low-temperature value.
ti of the surface roughness toto include intensl yIIlg 0

am litude averages would

presumably increase the agreement in 4 e ee
the two temperatures.

DISCUSSION

A comparison 0 ef th theoretical fits in each
ra e (Figs. 1 and 3) shows that the

differences among the models appear mos
ll onl at the higher frequencies and are negli-

in the region of w, .gible
use of the +, region to establis e p
ters as described abov .
Thefacttha e i

' ' ' '
ntl e-t the fit quality is significantly e-

ter for the gra e mraded models than for the two- ayer
1 lies the existence of a few-p, -gra emodel imp ies

n A furtherregion in eth carrier concentration.
1'Rded IIlod-comparison e wbetween the continuously gra e

delential and tanh) and the linear mo eeis (exponent&a an
i orm becomingshow that this grading is nonuniform,

as one might expect because
in film growof diffusion of carriers during

'
g

value of g ls su fficiently large to indicate that the

statistical qua i.y o i1 ty f fit could be improved with a
more flexible mo ed 1 than those used. However,

rove on thea more extensive model would not improve on e
values obtained for ~L and y.

The quality of i orf t f the room-temperature data
foI this same fi m in the earlier work' was higher
because the a a id t did not cover as large a frequen-
cy 1 Rnge Rn wad as of poorer quality, having larger
error bars on most data points,

the carrier concen-In the graded region, where th
tration is no longer neaI"ly intrinsic, u~ is ex-

because of thepected to change on cooling only bec
Assuming that rn,*(room tempera-

n tantj/ n~*, li uid-N2 temperature) is constantul e M~ lqul
- ubstrate inter-(= 1.81) o throughout the film-subs ra

-tern erature Rndface, one can compare the room- p
low-temperature profiles. This comparison is
made for the linear and tanh models in Fig. 5. The
norma ze

rofile reach-our ec nique,t h ique the low-temperature pro
toi its value a ewf tenths of a micron closer ong

Most of this smallthe film surface in both cases.
dlscI'epRncy can be accounted OI'for b the statistical
uncertainties in e ath d ta Rnd by the uncertainty of
a few percent in the values used for c„.

Qne might expec at th t the region of gradation in
me wa corresponds tocarrieI concentration ln som y

the gradation in chemical co pm osition from film to
The sample is P-type with the sub-substrate. e sa ' ub-

strate being richer in teljurium an in.
Te from sub-o Pb from film into substrate andof ro

strate to film would cause a gradatioi n in the carrier

I
/

t /
I /-t/:
]l
I
I::

l'
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I I I I 'I I I I
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5, Normalize rq& prod ~ ofile of room-temperatureFIG.
LT tanh and linear models.N, T) and low-temperature (LT an

( ) LT tanh; (- —-) RT tanh; --- r ~ ~ ~----) LT linear; ~ ~ ~

The rofiles have been normal yized b the
1 d--ratio of room-tempe arature m to iqui

The good agreement shown dn demonstrates e cVE g
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concentration in the manner indicated. As far as
the dielectric properties and ref lectivity are con-
cerned, this grading in film properties over
=1-2 p. m will appear significantly only in ~p as
was indicated above in the discussion of the vari-
ous parameters. The published values of diffusiv-
ity D for self-diffusion of Pb in PbTe would give
a diffusion length (D times growth time)'~ of
about 0. 3 p, m for the growth conditions of this
sample. This length is comparable to, but some-
what smaller than, the -1-p.m diffusion length one
might estimate from the figures. The diffusion of
Te from the substrate is comparable to that of Pb
from the film.

It was mentioned above that the upper-bound
figures for ~1, shown in the tables probably do not,

exceed the actual values by more than 1-2 cm '.
A comparison of the room-temperature neutron
results' for PbTe with the P-n junction results'
for PbTe at 4 K indicates that ~~ does not change
from 114 cm upon cooling. The claimed accuracy
of each measurement is + 2 cm '. This suggests
that our film sample, being only 12% Sn, will not

behave in a significantly different manner. The
upper-bound values presently obtained for ~ at
the two temperatures agree within the 2-cm ' er-
ror both with each other and with the PbTe values.
A doping density of only 2x 10" cm would reduce
(d~ to 111 cm ' at liquid-N~ temperatures while
leaving &I. at room temperature essentially un-
changed at 115 cm '. This would seem to be too
large a change in ~1. in light of the PbTe values.
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