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The electronic structure of the; (111)surface of semiconductors is investigated using the bond-orbital model.
The semi-infinite solid is represented by a system which has the two-dimensional periodicity of the (111)
surface, but the third dimension is terminated after a finite number of layers, which leads to a convergent
electronic band structure. Since there is an abundance of experimental data on Si(111),we have examined this
material in great detail. The total densities of states and the energy-band structures are presented for ideal,
relaxed, and (2 X 1) reconstructed Si(111). The effect of the reconstruction is to split the universal surface
states, 5, , S~, and S3, into various bands. n particular, we have been able to explain various features of
the recent angular resolved photoemission from cleaved Si(111)without invoking any new surface states.
The calculated electronic structure of ideal Ge(111)and diamond (111)is briefly discussed. The chem-
isorption of hydrogen on Si(111)is also studied. The surface states of the compound semiconductors,
e.g. , AlP are found to have similar features to the elemental semiconductors. However, their energy loca-
tions depend on the nature of the surface (i.e., anion or cation type). We compare our results with photo-
emission experiments.

I. INTRODUCTION

Current advances in capabilities to measure
precise surface properties have stimulated many
experimental and theoretical studies in this area.
The surface electronic properties of semiconduc-
tors, whose bulk properties are fairly well known,
have been the focus of much recent attention. The
early pioneering work of Tamm and Schockley
clearly established that the breakdown of the crys-
talline periodicity due to the presence of a surface,
leads to new states designated as intrinsic sur-
face states. Many sophisticated treatments for a
detailed understanding of surface states have ap-
peared subsequently.

Most recently, interest in the study of the elec-
tronic structure of semiconductor surfaces has
been brought about by various spectroscopic mea-
surements which are now available. Photoelectric
measurement of Allen and Gobelli 3 and of Fischer
and Eden~4 first revealed photoemission from sur-
face states. Later, Eastman and Qrobman" and
Wagner and Spicer' observed the surface states
near the valence-band edge. Electron-energy-loss
and photoemission studies of Rowe and Ibaeh
brought to attention additional intrinsic surface
states. Almost simultaneously Appelbaum and
Hamanne reported the first self-consistent calcula-
tion of intrinsic surface states for both ideal (un-
relaxed-unreconstructed) and relaxed Si(111)-
(1x1) surfaces.

In this paper, we present a detailed study of the
(111) surface electronic structure of semiconduc-
tors in the diamond and sphalerite structures by
using the bond-orbital model~"'~ (BOM). The use
of bond orbitals20 rather than atomic orbitals al-
lows one to work with the fec structure rather than
the diamond or sphalerite structure. Therefore,

energy-band structure plus total and local densi-
ties of states can be calculated using relatively few
energy parameters. Unlike some previous imple-
mentations of tight-binding methods for surface
calculations, the above energy parameters in the
BOM are obtained strictly from bulk calculations
without appealing to any other surface calculations.
Furthermore, in the bond picture it is straight-
forward to examine various models of reconstruc-
tion. Our calculations are not self-consistent
which only slightly changes the values of the ma-
trix elements used here, but should not affect our
conclusions in any essential manner. Self-con-
sistent calculations, ' on the other hand, are use-
ful for obtaining accurate electronic charge den-
sities.

The organization of the rest of the paper is as
follows. In See. II, we briefly review the BOM
and show how one can calculate various bulk prop-
erties, such as the valence-band structure and the
photoelectric threshold of semiconductors. The
energy matrix elements determined in this section
are essential for the calculation of surface elec-
tronic structure of these semiconductors. In Sec.
111, we show how one can adopt the model to the
surface studies. Here we also give a very simple
description of the intrinsic surface states as a
prelude to our detailed calculations presented in
Sec. IV. We devote Sec. IV to the discussion of
our results for the electronic structure of the (ill)
surface of semiconductors. Silicon is examined in
great detail and the results are compared with ex-
periments. Various features in angular-resolved
photoemission studies~' are successfully explained.
The electronic structure of ideal Ge (111)and dia-
mond (111) surfaces is also studied. In order to
investigate the aspects of the (ill) surface elec-
tronic structure of semiconductors in the sphalerite
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structure, especially to see the effect of the asym-
metry in bond orbitals, a study of both cation and
anion (111) surfaces of AlP is included. The gen-
eral trends obtained from our study (based on a
number of semiconductors) are briefly summarized
at the end. Finally, we close with our conclusion
in Sec. V.

II. BOM FOR BULK ELECTRONIC PROPERTIES AND THE
PHOTOELECTRIC THRESHOLD
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FIG. 1. . Schematic description. of the bulk and surface
states fromthe bond-orbital point of view. (a) Energies
of starting hybrid orbitals. (b) Bond forming. (c)
Broadening into the valence band. (d) Producing certain
surface states due the effect of the surface. (The sym-
bols are explained in the text. )

A variety of approaches for determining the en-
ergy-band structure of semiconductors have, in
the past, been developed wherein one concentrates
on a p"=.;='ticular material and performs detailed cal-
culations. ~2 However, the simple chemical bond
concept" ~4 has been useful in understanding whole
series of properties of these solids in a systematic
way. The change in the ionic character of the
purely covalent bond as one goes from an elemental
semiconductor to the compound (i. e. , increasing
asymmetry of the bond), has been shown to cor-
relate many properties including the electronic en-
ergy structure. 'O' The BOM ' employs sim-
ilar concepts, and starts from the anion sp'
hybrid orbital Ib'& and the cation sp3 hybrid orbital,
Ib'& directed along the same bond [see Fig. 1(a)].
Two energy parameters describe the intrabond in-

V =(&b'~H b'& —&ll'~a~b'&)/(1 -S')' '

Here, the overlap of two hybrid orbitals, S
=—&b' lb'& is calculated'9 to be -0.5. Note that in
elemental semiconductors, Ib'& -=I Jg'&, therefore,
V3=0, and the polarity of the bond'

n, =- V,/(V,'+ V,')"'
vanishes. The values of these energy parameters
were obtained' from the dielectric properties of
these solids. The bond orbital I b, & directed along
ith tetrahedral direction is constructed from the
linear combination of I lg'

& and I
b'

& as was first
done by Coulson and co-workers 2' [see Fig. 1(b)]

The coefficients I, and u, are determined from the
minimized bonding energy '8

V~ = —(V~+ V~)' +SV2.

Note that u, =u, = [2(1+S)]'~' for an elemental
semiconductor. As is usual in the tight-binding
method, the Bloch sums are now formed in terms
of bond orbitals

'I b, (r —R,.) &,

~ ~ ~ p
4 o

Here Rz denotes the translational vectors of the
fcc lattice. Customary variational arguments lead
to the secular equation

(H-Zl)a=o,

where the interactions of the neighboring bond or-
bitals, i. e. , the elements of H, are expressed in

nerg

(anion site, i xj),a =-(b,.(r) ~a~b,.(r) &

C=-&b, (r) le lb, (r) &

V, =&b, (r) lamb, (r-lt, )&,

D = —&b, (p) (
H

( b~(r -H, )&, i uj,

(cation site, i 4j),

where 8, denotes the first-neighbor translational
vectors of the fcc lattice. Note that for elemental
semiconductors, A = C and 2A or 2C is denoted by
V&.

' Through the interactions described in Eq,
(8), the single level of the bond energy broadens
into the valence band as shown in Fig. 1(c). In
Table I, the energy eigenvalues of the secular
matrix in Eq. (7) are given for high symmetry

teractions. The covalent energy, ' ' '
V~ is the

measure of the hopping from the anion to the cation

V, =- &b'iamb'&/(1 -S').
The polar energy"" V, reflects the tendency of
the electrons to move from the cation to the anion
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TABLE I. Energy eigenvalues of the bulk electronic
states at high symmetry points of the BZ. {In elemental
semiconductors X& —X4, X3 —X&, I'&'5 F2'Q I.3 I 3',

and I., -I.,'. )

E{I'gg) =0
E (I."))= —4%'~

E(X))= —8(g+ V4)

E(X,) = 4(C+ 2V, )
P(X ) — 4{g } 2V )
&(L,) =-4(D+ V,)

~ {L&)-=- {8V4 - 2 W+ 2[A.'+ C'-.AC -2V, (w+ C)]'~~

E(L,) =——(8V4+ 2W) -2[A.'+ O'-WC -2V4(x + C)]'~'

W=X+C+4D [see Eq. (11)],

V'„and o~ are listed in Table II. It is seen from
pig. 2 that one can obtain a fairly good descrip-
tion of the vaLence-band structure a,nd of the den-
sities of states in terms of only a few parameters.
In addition, the model has been very successful in

exploring various properties of semiconductors. 8'
1%ext, let us study the photoelectric threshold of

semiconductors, which is of considerable impor-
tance in determining the energy matrix elements
used in the calculation of the surface electronic
energy structure. We therefoxe concentrate on

the secular matrix (whose elements are described
in the Appendix) at the I' point. By taking the bond

energy as a reference, we obtain

points in terms of A, C, V4, and D.
Since no explicit form for the hybrid orbitals is

used, one has to determine A, C, V, , and D from
the experimental data or from the realistic band
structure calculations. In Ref. 19, the fit to the
Herman and co-workers" orthogonalized-plane-
wave (OPW) band models has been provided by
using the following relations:

GVq —E

8-EI = '

—W'

where the band-broadening energy is

6V4 -E-

A = —~ [sz(x,) —2z(x, ) —z(x, ) +z(r,)],
C= —~ [SE(X}-2E(X,) -E(X„)+E(I",}J,
V, = —~[z(X,) +Z(X,) —E(l', ) +2E(X,)],
a=- ~ [2z(x,}-z(x, ) -E(x,)+z(l,)] .

The values of these parameters along with V2,

Th1s ls R stRndRx'd matrix whose 61genvRlues Rx'e

E(I'2, ) =6V»+ W (triplet),

E(I',) =6V4 - SW (singlet) .
By adding the absolute bond energy to the triplet
energy one is able to obtain the absolute energy of

TABLE II. Covalent and polar energy, polarity, and bulk energy par@rne-

ters obtained from OP% band models. V2, V3, and e& are taken from Ref. 18.

V2

Semiconductor (eV)
V3

(eV)

C
Si
Ge
O.'-Sn
AlP
A1As
A1Sb
GaP
GaAs
GaSb
InP
InAs
InSb
ZnS
ZnSe
CdSe
CdTe
CuBr"

610 0 0
220 0 0
215 0 0
176 0 0

2. 20 l.18 0.47
2. 18 1.06 0.44
1.97 1.26 0.54
2, 18 1.33 0. 52
2. 15 1.21 0. 50
1.94 0. 94 0.44
l. 97 1.41 0. 58
1.94 1.22 0. 53
1.76 1.04 0.51
2, 18 2.32 0.73
2. 15 2. 26 0.72
1, 94 2. 35 0. 77
1.76 2. 08 0.76
2. 15 2. 77 0.79

A
(eV)

2.20
1.34
1.46
1» 27
a. 74
1.93
1,49
1.80
2. 10
1.87
2. 02
2. 19
1.81
2.21
2.28
2.17
2. 01
3.20

C
(eV)

2.20
1.34
1.46
1.27
0.84
0.81
0. 91
1.03
0, 88
0. 82
0.71
0.71
0.71
0, 62
0.68
0. 54
0. 59
0.63

V4

(eV)

0.47
0.28
l. 32
.29

0.20
0.22
0.23
0.25
0.26
0.26
0.20
0.22
0.21
0.18
0.19
0.16
0.19
0.13

D
(eV)

0, 24
0. 06
0.03
0.01
0.03
0. 03
0.03
0.03
0. 02
0. 02
0.01
0. 01
0. 01
0. 02
0.01
0. 01
0. 00
0. 00

In elemental semiconductors 2A =2C = V~.
Since no complete GPW band model is available, some of the parameters

for this solid are estimated by interpolation.
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the valence-band edge, which is designated as the
photoelectric threshold C. For this purpose we
use the average of anion and cation hybrid ener-
gies, as shown in Fig. 1, and arrive at the re-
sult"

C = —2 (e'„+e'„)—V~ —6V4 —W,

where V, is given in E|l. (5). In Fig. 3, the ex-
perimentally known photoelectric thresholds
are compared with our predictions of Eq. (13).
Small deviations from the straight line might be
attributed to the different band bendings in differ-
ent semiconductors. Having this brief summary
of the model, we show in Sec. III how one adopts
the model to the surface studies.

25' 25'

III. BOM FOR SURFACE ELECTRONIC PROPERTIES

The cleavage through a (111)plane intuitively
implies the breaking of the bonds and the creation
of dangling bonds sticking into the vacuum. In
terms of the BOM, each bond orbital is broken into
two dangling bonds, one associated with each sur-
face. To accomplish this, it costs approximately
the bonding energy V,. Our calculation for Si
gives 1.1 eV per dangling bond for the cleavage
energy. This is in good agreement with the ex-
perimental values' of -1.0 eV per dangling bond.

The surface electronic structure differs from
the bulk due to the presence of these dangling bonds,

9 I I I

ZnS
o

~ CdS7- ZnSge ~ C B
CdSe

6 — CdTe+
GaAs ~. ~ Inp

pl nAs
o

' «.Y&Insb
GBSb

4 5 6 9
C [eV]

FIG. 3. Experimental photoelectric threshold C,~ vs
the calculated photoelectric threshold 4. Experimental
values are taken from Refs. 29 and 30.

which destroy the translational periodicity in the
direction normal to the surface. From the tight-
binding point of view, the presence of the surface
is taken into account through the changes of the
Hamiltonian matrix elements which express the
interactions of the orbitals in the top few surface
layers. Away from the surface region, bulk en-
ergy parameters were used. We describe below
all the energy matrix elements necessary to ob-
tain the surface electronic energy structure of the
ideal (111) surface of semiconductors.

(i) For the dangling bond energy, we have

G~ ~ ' = (PP"(r )
~

ff
~

g~"(r ) ) . (14)

15 15

-10—
1

{b)

1
-8 —,

—10

1 2
{ ) Si

L A 1 6 X K Z I

CD
L

0)
C

LLl

L

Q)

UJ

D.O.S

here the superscripts a and c stand for the anion
and the cation, respectively. The symbols with-
out superscript belong to elemental semiconduc-
tors. It should be noted that the self-energy of
the dangling bond G~" can be taken as atomic sp3
hybrid energies (as shown in Fig. 1). Alterna-
tively, one can calculate it by using the experi-
mental photoelectric threshold ' ' 4 and ex-
pressing all the energy states (including the in-
trinsic surface states) with respect to the vacuum
level. According to Fig. 3 there is, however, no
significant difference between the two schemes.

(ii) We have the interaction energy between the
dangling bond and the back bonds

G"' = (hf"(r) ~H~ b,.(r) ), j xl .
(iii) Next we have the interaction energy between

the dangling bond and the nearest-neighboring bond
orbitals

L A I 8 X K Z F DOS
FIG. 2. Valence-band structures and corresponding

densities of states calculated in terms of A, C, V4, and

D. (a) Elemental semiconductor Si. {b) Compound
semiconductor GaAs.

G;"= (f;"(r)~a~ I,(r R,)),

G4" =(hg"(r) ~H~ b)(r —R,)), i 41.

(iv) We have the bond energy
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G, =(b, (r) ilfib, (r)) .

(v) We have the interaction energy between ad-
jacent bond orbitals

G;"= &b, (r) ~a~b, (r)&, (18)

Here, the value of Ga depends on what kinds of
ionic site are being considered (G; =A and G; = C,
but for elemental semiconductors Gs =A. = C).

(vi) Lastly, we have the interaction between
nearest neighbor bond orbitals

G, =(b, (r) ~a~b, (r-It, )),
G, = (b, (r )

~

H
~
b~(r —H, )), i uj .

The equations relating these matrix elements to
polar, covalent, and band-broadening energies are
given for elemental and compound semiconductors
in Table III. In Fig. 4 we schematically describe
the energy parameters G&-G8 for an elemental

semiconductor. By using these matrix elements,
the semiinfinite solid is represented by a system
having the two-dimensional periodicity of the sur-
face shown in Fig. 5. The third dimension is ter-
minated after a finite number of layers which
yields a convergent electornic structure. Upon
increasing the number of layers from 12 to 18,
the valence-band edges and the energies of various
surface states remained essentially unchanged.
Evena slab containing sixlayers displays strikingly
all the prominent peaks i.n the total densities of
sties.

Before applying our model in detail, let us il-
lustrate the essential features of the surface states
by considering only the first two layers, consist-
ing of dangling bonds and back bonds. Taking the
bond energy as the reference level, the secular
matrix of this system at the center of the surface
Brillioun zone (BZ) is

4G, -E

Here, the matrix elements for the interactions of
the orbitals are different from their bulk values
given in Eq. (10). They are

& = Gq —G~ -4G7,

W, =-(c,+2G,),

ws = —(2GS+ 2cs).

The above secular matrix has the following eigen-
values:

E(S&) = - Wv +4G7+ ~2&+ t(wn - a 4)3 +3Wg~P~~

(nondegenerate),

E(s,)=w, +4G,

(doubly degenerate),

Z(S,) =- W, +4G, +-,' ~- [(W, --,' n)'+3W2]'~'

(nondegenerate).

If the expressions given in Table IH are substituted
for G„cz ~ ~ ~ Ge in Eqs. (21) and (22), one can
conclude the following. Creating the surface and
therefore replacing one of the bond orbitals of the
system by a dangling bond causes one of the states
of the triplet E(12,) in Eq. (12) to be pulled up
from the valence band to produce the dangling
bond surface state 9, . The remaining two states
in the triplet are pushed down, and create two
states S„which resonate with bulk states. The

lowest state, separates from the bulk E(I',), and
produces another intrinsic surface state designated
as the S, back bonding state. These splittings are
shown schematically in Fig. 1(d). Upon relaxa-

FIG. 4. Schematic description of the energy matrix
elements used in the surface states calculation of an,

elemental semiconductor. The dotted ox'bltals stand fox'

the dangling bonds. The crosshatched orbitals are the
back bonds. The blank orbitals are between the second
and third layers, and correspond to the orbital-5 in
Fig. 5(a).
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TABLE III. E uatio
ters N

q a iona relating the surface energy parameters t th b lk
ote that the back bond energy differs from G h th l

s o e u energy parame-
m ~ w en e relaxation or reconstruction.

Elemental semiconductor (111)

G) = —(4+ V~) —6V4 —8', or=@~

G2 = —V4/244

G4 = V4/44

G4 =- D/44

G5 = —(4+ 6V4+5)

Cation-rich compound (111)

Gf=a'

Gr4 = —G/u

GS = V4/444

G44= -D/u

G, =- (@+6V,+ W)

G, --C

G8 =-D

Anion-rich compound (111)
G'=c'i

G2 =-A/44,

G4 = V4/44,

G4=-D/u

G, =- (4+6V4+ m)

G~6= -A

G7= V4

G8 —-D

tion, |"& and G~ increase, but the bond energy G,
of the back bonds decreases. As a result, the

Si state rises and $2 becomes more prominent,
In the case of the reconstruction we have two dif-
ferent dangling-back bond groups which are as-
sociated with raised and lowered atoms in the
(2xl) surface unit cell [see Fig. 5(b)]. For each
group, 4, Ga and G„are different. Therefore,
we expect to have two surface-state bands one cor-
responding to each group. In Sec. IV, we study
the surface states by including many layers. Ad-
ditional surface states localized in deeper layers
will thus be obtained. The dispersions of the sur-
face state bands and the total densities of states

will be calculated.
IV. SURFACE STATES

A. Ideal Si(111)—(1 X 1)

By using the energy matrix elements listed jn
Table III, we calculated the total density of states
of ideal Si(ill) —(l x l). The distribution shown in
Fig. 6 is obtained from 86000 energy eigenvalues
of a 12 layer slab. The shape of the curve resem-
bles the bulk density of states presented in Fig. 3.
Additional structure due to the effect of the sur-
face is clearly evident. Before discussing the na-
ture of these surface states, we would like to di-
vide them into two classes: (i) Universal surface

(a) Ideal —(txl) (b) Reconstructed —(2xl)

FIG. 5. Unit cells and corresponding Brillouin zones for (a) ideal 8'(111) (1 &1) da (b) reconst ucted Si(111)-(2 1).
us ype o or i a s in one unit cell. In (a) 1-danglin bond 2 3

orbital between second and third la ers 6 7 and

'
g n. . . and 4=back bonds, 5=bond

ir ayers. . . and 8=bond orbitals between third and fourth layers, etc. In ~' 1
=raised dangling bond, 13=lowered dangling bond, 2, 3 and 4=back bonds of raised dan lin
bonds of lowered dangling bonds, etc.

an = ac onds of raised dangling bond, 14, 15 and 16=back



ELECTRONIC STRUCTURE OF THE (111) SURFACE. . .

CO
Q)vg
m ~

O

'v) ~
I)

C)

S3

—18 —16 —14 —12 —10 -8
Energy (eV)

B

', l

6 4

FIG. 6, Total densities of states for ideal Si(111)
(solid lines). The energy parameters used mere: G~
=-8.50 eV, G2=-2. 32 eV, G3=0. 50 eV, G4=-0. 08 eV,
G&=-9.60 eV, G6=-1.34 eV, G7=0. 28 eV, G8=-0. 06
eV. (The crosshatched area corresponds to the energy
distribution of the dangling bond surface state, S~. )
Dashed lines show the total densities of states for re-
laxed Si(111). Energy parameters are: G& = —7. 50 eV,
G~=-2. 10 eV, for back bonds G5=-9. 90 eV. The
others are unchanged. L2', L&, 8'2, X4, and L3' denote
the periodic bulk-like structure.

states have associated with them a, band structure
and their charge is localized in the top two layers;
(ii) Regional surface states are found in some spe-
cial regions of the surface BZ and their charge is
localized in deeper layers. In the light of this
classification, let us now examine the electronic
structure of ideal Si(ill).

First, self-consistent study' reported three
universal surface states for the relaxed Si(ill)
—(1x 1): the dangling bond surface state S„ the
upper back bonding states S» and the lower back
bonding state S,. In Fig. 6, one sees a peak near
the edge of the valence band corresponding to the
dangling bond surface state S&. This half-filled
surface-state band has a total width of 1.4 eV, but
more important, it overlaps both the valence band
and the energy gap. As will be discussed in de-
tail later, the chemisorption of hydrogen causes
the surface state S, to disappear (see Fig. 11).
By taking the difference of the distributions with
and without hydrogen, one obtains the crosshatched
area, which corresponds to the energy distribution
of S&. This asymmetric distribution exhibits a
strong peaked, which lies in the valence band.
The shape and the width of S& is in good qualitative
agreement with the expeximentaj. results, ~ ' 6 al-
though their data probably correspond to a re-
constructed surface. As will be seen below, our
reconstructed surface calculations improve the
agreement further. Appelbaum and Hamann find
dangling bond surface states totally lying in the
gap. By analyzing the state vectors and the local
densities of states, ~2 we also find another intrin-
sic surface state at the bottom of the valence
band, which corresponds mostly to the bonding
combination of s-like states at the top two layers.
This is the lower back bonding state S3. As shown

in Sec. III, the upper back bonding states S, cor-
responding to a bonding combination of p-like
states are not well localized. In Fig. 7, we are
therefore able to present the band structures for
S1 and S,. Note that the shape of the S band is
similar to that reported by Pandey and Phillips. e

Having discussed the universal surface states of
ideal Si(ill) let us consider the regional surface
states. 3' As stated earlier, no band structure can
be associated with them because they arise only at
some special points, of the surface BZ as also
pointed out elsewhere. ' """The state called
R~ appears at the corner K, and has its charge
localized especially between the second and third
layer (around the orbital designated as 5 in Fig.
5). This state produces the peak R, in Fig. 6.
The states contributing to the peak T& in Fig. 6
arises around the J point. Similar to B, T, also
has its charge localized Rxound the orbital-5. The
states at the peak, D&, consist of the bond or-
bitals around the twelfth layer. This peak is an
artifact of the model consisting of a finite number
of layers.

In Fig. 8, we present the total densities of states
for ideal diamond and Ge(ill). Due to stronger
interaction between the bond orbitals in diamond
(see Table II) one expects a wider dangling bond
surface band than Si and Ge. Dispersion curves
fox' diamond Rx'e s1mllR1 to Sl Rnd Rre not shown.
Pugh4 has calculated S& dispersion for diamond
and has the opposite sign compared to ours and

FIG. 7. Energy-band structure of the universal sur-
face states for the ideal Si(111) (solid line) and the re-
Laxed Si(111) (dashed lines).



{a}Ideal Ge (111)

(b) Ideal Diamond (111)
0

I I

X4

other similar studies. '
8. Relaxed Si(111)—(1 X 1)

The relaxation model, ' in which the surface
atoms Rre x'1gldly moved lnwRrds by 0.33 A, is
not Rn equlllblluIQ state fox' the surfRce. This
model is considered here only for the purpose of
comparison with various other theoretical stud-
ies. 8'9 Relaxation affects the matrix elements
Gy-Gs. New InRtrlx elements cRn be expressed

--3:0 terms of the relRXRtlon distance Rnd the BOM
energy parameters. '8'9 When the surface atoms
relax inwards, the orthogonality of the four hy-
brid orbitals (one dangling bond, and the three
back bonds) imposes that the p, contribution in the
dangling bond &p, and the s contribution in the
back bonds As «ncrease

where q is the cosine of the angle between the
dangling bond and the back bonds, Rnd can be re-
lated to the relaxation distance. In this way the
dangling bond energy G, rises. Increasing s con-
tribution ~s generates a, polar energy V, for the
back bonds and consequently the charge is trans-
ferred from the second layer to the surface.
Since the covalent energy V2 is inversely propor-
tional to the bond length~'" (V~~ d "), V2 also in-
creases. As a result, the bond energy G„ is
lowered. The change in Gz is determined by iso
competing factors. The decreasing overlap be-
tween the dangling bond a,nd the ba.ck bonds due to
the angular distortion, Rnd the increasing overlap

—28 -26 —24 -22 -20 -18 -16 —14 -12 -10 -8 —6 -4
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FIG. 8. Total densities of states for (a) ideal Ge(111).
The energy parameters are: G& = —8. 80 eV, G2 =-2.52

. eV, G3=0. 56 eV, G4= —0, 05 eV, G5---9. 77 eV, Ge
= —1.46 eV, G7=0. 32 eV, G8= —0„03 eV; (b) ideal dia-
mond (111). The energy parameters are: G&-——11 11
eV, G2= —3.80 eV, G3=0„82 eV, G4= —0.41 eV, Gg
= —14.16 eV, G6= —2. 20 eV, G&=0.47 eV, G8= —0, 24
eV.

due to the charge transfer from the second layer
to the first layer. As a result of the combined
effect G~ also increases. The changes in the en-
ergy parameters G, and G4 due to the relaxation
have negligible effects.

The total density of state for the relaxed Si(111)
surface is shown in Fig. 6 by the dashed curve.
Note that the energy corresponding to the peak 8,
rises in the energy gap, but the strong peakA still
lies in the valence band. The weak shoulder of
S, of the ideal Si(111)becomes prominent~' which
is denoted as B in Fig. 6. The upper back bond-
ing states S~ become localized. They are doubly
degenerate at the l' point. However, if one goes
away from the center of the zone, one of the states
deloca, lizes. The other continues to be a back
bonding state with a, small mixing from deeper
orbitais. The width of the corresponding bRnd 18
1.8 eV. The lowest state for any surface wave
vector k, is always a back bonding state S3 in both
relaxed and. unrelaxed systems. The band struc-
ture corresponding to these three universal sur-
face states of relaxed Si(111)—(1x1) is given in
Fig. 7 by da, shed lines.

Now let us examine the corner K of the surface
BZ. The state Bj, which has charge localized be-
tween the second and third layers (orbital-5), and
arises only at the K point, as a result of the sur-
face relaxation. Therefore, it is a regional sur-
face state. The surface state designated 8, is
not any different than the B3 state of ideal Si(111),
but it localizes more upon relaxation. The peak
T, of ideal Si(111) is smoothed out in the total
density of states.

C. Reconstructed Si(111)—(2 X 1)

It is known38 that the (111) surface of semicon-
ductors reconstructs after cleavage in ultrahigh
va, cuum at the rooxn temperature. Therefore,
calculation on this reconstructed surface is more
meaningful for comparison with the experimental
data.

Here, we use Haneman's model'6 of (2xl) re-
construction of Si(111). Such a model has been
used successfully in the past for interpreting the
LEED (low-energy-electron diffraction) and EPR
data. 36 In particular, we show that if we take the
lattice displacements as given by Haneman, then
the (2x1) reconstruction still does not produce an
insulating state. It is interesting to note that
Tosatti and Anderson37 were not able to predict the
(2x1) reconstruction strictly based on the theory
of metal-insulator transition. The effect of the
reconstruction is considered in terms of two dif-
ferent sets of energy matrix elements describing
the interactions of the dangling bond and the back
bonds. These a,re G&~, G,", G, for raised surface
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atoms, whose dangling bonds become more s-
like. The other set, G&~, G~, G, , are for the
lowered atoms, whose dangling bonds develoy
more p character in contrast to the raised atoms.
These new matrix elements are calculated by fol-
lowing the arguments presented in Sec. IV B, rath-
er than making empirical adjustments. It should
be appreciated that no further parametrization of
the energy matrix elements is necessary.

The total density of states for Si(ill) —(2x 1)
calculated using the Haneman's model is shown in
Fig. 9. The most significant effect of this (2x 1)
reconstruction on the surface electronic structure
is tosplit S, of Si(ill) —(lx 1) intotwopeaks S~andS,"
separated by about 0.6 eV. Such a splitting was first
reported by Batra and Ciraci' using cluster model
calculations. A similar splitting has also been found
using pseudopotential34 models. The back-bonding
state near the top of the valence band (so called

-18 -16 -14 -12 -10 -8 -6 -4
Energy (eVj

FIG. 9. Calculated total densities of states for Si(111)
-(2&1). The energy parameters are: G&~=- —9.42 eV,
G2 =-2.20 eV, G&"=-9.45 eV, G~ =- —8. 06 eV, G2
= -2.24 eV, G5 =- 9.70 eV. Other parameters are
same as in Fig. 6.

S,) splits into four resonating back bonding states
B» B3, B3, and B4. The states contributing to
the peak B, are strongly localized at Z' (see Fig.
5). B4, which also ha, s a, considerable amount of
charge at the third layer, forms a band from
-10.6 to —11.5 eV. Also, the back-bonding state
near the bottom of the valence band (so called 83)
splits into two distinct bands S,' and 83". The sur-
face states R„B„and T, of Si(111)—(2x1) have
similar features as in the ideal and relaxed
Si(111), because their charges localized between
the second and third layers are not affected by the
reconstruction.

All these surface states calculated for the (2x 1)
reconstructed Si(111)are compared with various
experimental measurements in Table IV. Cal-
culated peak positions are obtained from the total
and local' densities of states. Rowe et al. as-
sociated the peak at 2.4 eV be/ow the valence band
edge with the emission from the first back-bond-
ing state. However, our analysis on the local
densities of states suggests that this peak arises
from the closely lying R„B~, and B~ states. The
comparison of distributions presented in Figs. 6
and 11 also suggests that the state observed at
8.6 eV below the valence-band edge is due to the
peak R~.

In Fig. 10, we plot the band structure for the
states S,', S,", B„S,', and S3" calculated using
Haneman' s reconstruction parameters. The up-
per band S,"has mostly p, -orbital character and
overlaps with the bulk valence band. Bulk elec-
trons from I'~, can lower their energy by flowing
to S&'. However, as pointed out by Tosatti and
Anderson, '7 strong electrostatic forces build up
rapidly and pin the Fermi level slightly near the
valence-band edge. The energy of S," should thus

Experiment (eV)

TABLE IV. Comparison of experimentally observed surface states on cleaved
Si(111)with the results of the present study. Energies are measured relative to
the valence-band edge.

Peak positions
Surface states for in the present

Si(111)-(2& 1) calculation (eV)

g I

B(
Bf,
B2
B4
Ti
B2

gl gll

—0.4
—1.0 —1.5

1~ 7
—1.8
—5.6
—6.8
—8. 3

—11.7

-0.45, -0.6,"-0.5,'-0. 5, ~0.2

-2.4+0.2~

-8.6~0. 2d

-11.7 ev, ' —11.3~0.4,' —13.5+0.4"
Reference 15.
Reference 16.' Reference 17.

~Reference 38.
'This state -1.5 eV below the bottom of the valence-band edge probably arises

due to the surface roughening.
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FIG. 10. Energy-band structure of the universal sur-
face states for the Si(&11)-(2~1).

be slightly raised compared to what we have shown, but
it still predicts a two-dimensional metal as shown
earlier. '2 It shouldbe noted, however, that aslight
extension of Haneman's model of the (2 && 1) reconstruc-
tion40 (where the inward going atoms are further low-
ered) gives a superlattice energy gap, ' keeping the
other surface-related energy bands practically un-

changed. The lower dangling bond surface band

S,' has considerable orbital-s cha. ra.cter, and an
appreciable contribution from the back bonds. It
lies completely in the valence band. The top back
bonding band B, hybridizes with S~ along certain
directions of the surface BZ, as shown in Fig. 10.
This character of S,' and B, states associated with
the raised atoms is important for interpreting the
recent angular-resolved ultraviolet-photoemission-
spectro':"opy [UPS(&)] experiment ' for cleaved
Si(111).

In UPS(&), Howe et al." sampled the I" -E
direction in the surface BZ by using a photon en-
ergy of 19.2 eV and fixing qr in a pla, ne containing
the dangling bond and one of the back bonds. The
surface state peak observed at —1.15 eV below
EF (- —0.8 eV below E„) at 8 = 25' can be identi-
fied with the emission from the region. where S&

and B~ are hybridized. From the dispersion of
bands in Fig. 10 for low values of 8( —35') one
expects a single intense peak due to the high den-

sity of states around the I' point (- —0. I eV below
E„)as indeed observed experimentally. " Fur-
thermore, this peak is present for all values of
y with varying intensity. As one goes away from
the center point towards Z'', B, and S,' have dif-
ferent dispersions. Consequently, the original
peak should split for higher values of 8. Our re-
sults also suggest that the low-binding peak (due
to Sf) should be less intense 4~ than the high-bind-
ing energy peak (due to B,) because of a high den-
sity of states around B&, and should be almost .'lat
for higher k, va, lues. Experimentally, this low-
binding energy peak appea. rs a,s a shoulder at
8= 40'. The peak observed in the angular-aver-
aged spectra, " '7'" near the top of the valence
band is due to Sf (see Fig. 9). We are also able
to explain quite simply the anisotropic emission
from the surface state band by reca.lling that S.,'
has an appreciable contribution from the back
bonds.

It is important to point out that there are three
back bond directions which can define the y =0
plane. However, due to the nature of the (2x1)
reconstruction only, two of these are equivalent.
The plane cp =0, including one of these back bonds,
contains the X' -K' direction. The unequivalent
bond lies in the plane containing the I'- J' direc-
tion. Dispersions for various bands along both of
these directions are shown in Fig. 10.

D. Chemisorption of hydlogen on Si(111)—(1 X 1)

Next, we briefly discuss the chemisorption of
hydrogen on the ideal Si(111) surface. Hydrogen
chemisorption is important, because it removes
the intrinsic surface states of the reconstructed
surfaces. Hence, it allows the indirect observa-
tion of the surface states as weO as the recon-
struction mechanism. ~~ Here, one hydrogen atom
is considered to be chernisorbed on each dangling
bond. Therefore, the charge of the dangling bond
is transferred to the hydrogen side, and the Si-H
bond is formed. The energy of the Si-H bond is
taken from the results of cluster model calcula-
tions using the self-consistent field-statistical ex-
change-scattering wave method. ~ The correspond-
ing energy distribution is shown in Fig. 11. A
comparison of Fig. 6 and Fig. 11 reveals that the
hydrogen chemisorption removes the dangling bond
and back bonding surface states, and yields two
peaks, 2.3 and 5.3 eV below the valence band. In
addition the saturation of the dangling bonds
through hydrogen atta, chrnent depletes the states
corresponding to T~, B~, and Ba and slightly in-
creases the photoelectric threshold. As shown in
Fig. 11(b), our results are in agreement with the
photoemission spectroscopy data of Bowe et ul.
However, they were not able to resolve the upper
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FIG. 11. (a} Calculated densities of states for hydro-
gen chemisorbed on ideal Si(111). (b) UPS data for clean
low-step-density surface after adsorption of -1 mono-
layer of atomic hydrogen (dash-dotted curve reproduced
from H, ef. 38). The local density of states on the hydro-
gen. atom shown by histograms (reproduced from Ref.
42). Energies are measured relative to the valence-band
edge.

conductors and are localized at the top tmo layers.
They are doubly degenerate at the I' point ( —6.9
eV). One of these states continues to be localized
at all points of the surface BZ, and has a 1.4-eV
b3ndwidth. The other state is delocalized. We
found two other surface states which are localized
at the second and third layers. The upper one C3
is located around the upper edge of the valence
band gap. They are delocalized at the center of the
surface BZ, but become localized at the J point.
The fourth state C4 is at the lower edge of the band

gap and overlaps appreciably with the band gap.
This state is prominently localized at the K cor-
ner. It is interesting to note that one is able to
find a state of energy —7.0 eV, which only appears
at the K corner. It has its charge localized at
the third layer similar to the elemental semicon-
ductor.

2. Anion-(112) surface of A/P

In Fig. 12(b), the total density of states cor-
responding to this surface is shown. Note that it
ha, s similar features as the cation surface. How-

ever, in this case the A& state is buried in the va-

local density of states on the chemisorbed hydro-
gen atom reported by Appelbaum and Hamann4~ is
also shown in Fig. 11(b) for comparison.

E. Intrinsic surface states of compound semiconductors

Thus, far, me have studied the electronic ener-
gy structure of the (111) surface of the elemental
semiconductors. Let us nom consider the com-
pound semiconductors. It has been known that the
polarity &~ of the bond is the most prominent fac-
tor in correlating electronic, as well as many
other properties of these materials. It is inter-
esting to investigate similar correlations for the
surface electronic structure. Unfortunately, there
is not much known about their atomic arrangement
for the (ill) surface. Therefore, our study,
based on the ideal (ill) surfaces of a number of
compound semiconductors, mill be exemplified by
presenting the results for the ideal Alp. A few
important conclusions drawn from this study are
summar lz ed.

In compounds the (ill) surface presents a spec-
ial case where only cation or anion atoms can lie
on the (ill) surface. Here we separately consider
both anion and cation (ill) surfaces in their ideal
configuration:

1. Cation-(111) surface of A/P

In this case, the dangling bond surface state
C& corresponding to the cation atom lies in the en-
ergy gap [Ftg. 12(a)]. The back bonding surface
states C2 correspond to S of the elemental semi-

I I I
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(b} Ideal ANP (11'I) —P
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FIG. 12. Total densities of states for a compound
semiconductor (a) ideal A1V(111), Al atoms are located
at the surface: Corresponding energy parameters are:
Gg~ =-6.17 eV, G2 = —1,63 eV, G3 = 0.39 eV, G4 = —0.08
eV, G5=- —9.75 eV, Gg = —0. 84 eV, G6=-1.74 eV, GY

=0.20 eV, G8=-0. 04 eV. (b) ideal AlP(111), P atoms
are located at the surface. Energy parameters are: G&~

= —10.53 eV, G = —2. 03 eV, G =0.23 eV, G = —0. 05
eV, G5= —9.75 eV, G6 =- —l. 74 eV, G6 = —0. 84 eV, G~
=0.20 eV, G8= —0. 04 eV.
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lence band and delocalized.
The following general trends in the (111) sur-

face states of the compound semiconductors can
be noted [see Fig. 1(d)]. We find that with in-
creasing polarity o'~: (i) C, rises in the ener"-"
gap and becomes more flat, (ii}A~ lowers in .:.,"
valence band, a.nd (iii) Cs, C4 andA~, A4 become
more localized.

V. CONCLUSION

The BOM can be used for bulk as well as sur-
face studies. Bulk properties can be calculated
in terms of four energy parameters obtained from
realistic band structure calculations. One can
then meaningfully investigate the surface electronic
structure, relaxation, arid reconstruction without
invoking any further adjustable parameters. From
a successful description of the surface state ob-
tained using the BOM, we are hopeful that this
method may be useful for studying chemisorption
and other surface related problems.
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APPENDIX

Here we present the elements of the BOM Hamil-
tonian matrix H in Eg. (7):

H„=2V,, I cos(x+y) + cos(y +e) + cos(x!e)],

H» =2V,[cos(x+y) +cos(y -e) +cos(x -z)],
H» =2V4[cos(x-y)+cos(y -e)!cos(x+e)],

H« --2V, [cos(x -y) + cos(y!z}!cos(x -e)],

H, z = —C -A e ' ' ""'—2D cosa(e '"+e "), (Al)

H» = —C-A. e ''""' —2Dcosy(e '"!e"),
H, 4= —C-Ae '""'—2Dcosx(e "+e "}
H33

———C-A e ""—2Dcosx(e'"+e "),
H = —C -A e ""—2D cosv(e" +e ")
H34 = —C -A e ' ""'- 2D cose(e'"+ e "),

(A2)

and u is the edge of the fcc cube.
The valence band structures obtained from this

simple description are shown in Fig. 2. Another
advantage of using this simple description is that
one can explore various features of the valence
band eigenvalues, as was discussed in detail in
Ref. II.9.
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