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A semiphenomenological cluster theory is developed for dynamic critical properties, which is not limited to
small deviations from equilibrium. Explicit numerical expressions are derived for linear and nonlinear response
functions of the kinetic Ising model, which are compatible with dynamic scaling and recent calculations of
dynamic critical exponents. An uniaxial magnet (or Ising system) and its critical fluctuations are approximated
by a “droplet” or “cluster” model, the critical part of the free energy being the sum of the contributions of
clusters each containing [ spins. These clusters are assumed to grow and shrink with a phenomenological rate
« I", r = 1. These rates are compatible with direct Monte Carlo simulations in two and three dimensions. The
resulting cluster reaction and diffusion equation is an approximation to the master equation of the Glauber
kinetic Ising model ( in which the magnetization is not conserved), and has the same structure as used in
nucleation theories. In linear response to space- and time-dependent fields the relaxation times of energy and
magnetization are expressed as triple integrals. All relaxation times diverge as |1 — T/ T,|~ @ ~ "85, This
treatment is consistent with dynamic scaling and universality, and is more general than the conventional (Van
Hove) theory of critical slowing down. Also the (smaller) exponents found for the response to localized
variations (‘“‘autocorrelation functions”) agree with dynamic scaling. The wave-vector dependence of the
relaxation times arises from the static correlation function only, and not from the cluster diffusion term. If the
equilibrium cluster distribution is assumed to be that of the Fisher droplet model, and for special values of r,
the (discrete) eigenvalue spectrum and eigenfunctions (generalized Laguerre polynomials) of the cluster
reaction equation are found explicitly. Relaxation functions and frequency-dependent susceptibilities are
expressed by hypergeometric series, even in the case of nonlinear response. At the critical point, the spectrum
becomes continuous and the exponential decay for large times is replaced by power-law behavior. Similarly, it
is found that dynamic scaling applies also to the nucleation rate for this model, and the scaling exponent of

the nucleation rate is 2 — o + (2 — r)Bé.

I. INTRODUCTION

Studying dynamic critical phenomena it is impor-
tant to establish relations between singular trans-
port coefficients (or relaxation times) and the criti-
cal singularities of static properties.! While mean-
field theories and related “conventional theories of
critical slowing down”® are not very satisfactory
near the critical point, more successful treatments
have been based on hydrodynamic approaches and
scaling arguments, 3=° on mode-mode coupling ap-
proximations, 67 and renormalization-group expan-
sions. %1% Although predictions are rich in detail,
our understanding of dynamic critical phenomena
is still somewhat incomplete, and hence the appli-
cation of additional methods seems desirable.

Such a method is described in the present paper,
where we interpret dynamic critical fluctuations in
terms of a “cluster dynamics.”!! Near 7, the dy-
namics are dominated by long-range fluctuations,
which may alternatively be described by large “clus-
ters.” Itwillbe pointed out that these large clusters
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may be characterized by one coordinate only, while
the contributions of small clusters can essentially
be neglected, so that an important reduction of the
mathematical complexity is obtained. Although the
uncertainty of both what is meant precisely by a
“cluster, ” and what the static properties of clusters
are, is a serious drawback of this attempt, this ap-
proach may also have some important advantages:
(i) Similar concepts are already used to describe
relaxation phenomena far from thermal equilibrium,
e.g., by nucleation theory.'? Thus the cluster-re-
action theory is a description, where both the criti-
cal and the nonequilibrium relaxation are special
cases of a more general approach. In many cases
the theory of nonequilibrium relaxation is still in

a rather crude stage, and thus this general treat-
ment may help to clarify some of the open prob-
lems. (ii) In some cases computer experiments on
critical phenomena'® have yielded “raw data, ” where
an immediate intuitive interpretation in terms of
“clusters” is possible. =% Such qualitative obser-
vations may lead to questionable conclusions if they
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are not substantiated by a more quantitative descrip-

tion for the cluster dynamics, as first tried in Ref.
15. (iii) In a few cases, a simple qualitative under-
standing for the singularities of the kinetic coeffi-
cients is lacking, like the Glauber modeldiscussed
here, and hence the cluster dynamics may help
to elucidate these problems. In addition, it may
_also provide a more convenient technique for cal-
culating dynamic correlation functions, etc.

In the present paper we show that the cluster dy-
namics indeed permits some progress on all these
counts, treating a rather simple case only, the
Glauber kinetic Ising model.!” Other systems will
be treated elsewhere.!® The Ising model may de-
scribe reasonably the static aspects of critical
phenomenal!® both for anisotropic magnets, liquid-
gas systems, binary alloys, and perhaps even bio-
chemical objects such as membranes, % chain mole-
cules, 2! etc. But the dynamics of the kinetic Ising
model is at best a very crude approximation to the
actual dynamics of the above systems. Therefore
it is important to note that the phenomenological
cluster-reaction theory may be far more general
than the kinetic Ising model, although we shall only
consider this model explicitly.

In spite of its unrealistic character, the Glau-
ber kinetic Ising model found great atten-
tion, 1:8:9:11,13=15,22=30 446 o several reasons: (i)
Methods can be applied which are not available for

most other dynamic problems, as high-temperature-

series expansions, 2 exact inequalities, % and Monte
Carlo calculations?”; (ii) while the mode-mode cou-
pling work suggests7 that the exponent A, , of the
order-parameter relaxation time is equal to the ex-
ponent y of the susceptibility, i.e., that the con-
ventional theory? should be valid in this case, the
high-temperature-series work, 2% the renormaliza-
tion-group approach, ® and some of the Monte Carlo
calculations® showed that, in fact, 4,, >, for
dimensionality d<4. Both the fact that mode-mode
theory does not hold and that a great variety of re-
sults are available make a test of the cluster-reac-
tion theory very interesting.

The outline of this paper is as follows. In Sec.
II, we briefly define the kinetic Ising model and
summarize the most relevant critical properties. 3
We also discuss the derivation of the cluster-reac-
tion theory from the master equation.® In Sec. I,
we summarize the static properties of clusters.
Section IV contains the calculation of the relaxation
times according to our model. Section V shows
how explicit results for the eigenvalue spectrum of
the Liouville operator and the dynamic scaling
functions are obtained, if an explicit formula for

the static cluster concentration », such as the Fisher

droplet model® is used. Section VI then contains
the extension to the case of nonlinear response and
nucleation, while Sec. VII summarizes our conclu-
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sions.

II. KINETIC ISING MODEL AND DERIVATION OF CLUSTER-
REACTION THEORY

A. Master equation and relaxation functions

We consider a system of N Ising spins (u;=%1)
on a lattice,
3Cz‘§Jn“i“f"ﬂaHE_ Ki, 2.1)
1 1
denoting the exchange constants by J;; and the mag-
netic field by H, up being the magnetic moment of
a spin, and assume that these spins are coupled to
some “heat bath” (e.g., lattice vibrations) which
produces random spin flips. Following Glauber,
it is assumed that only one spin (e.g., p;) is flipped
at once, according to a transition probability W(u,,
.y My, ..., My) which does not depend explicitly
on time. Then the dynamics is described by the
master equation for the probability P(uy, ..., My,
., My, B that the system is found in a state
{byy vy Mgy oon, uy}attime ¢, 172

d
?d—tp(ul""yuf, "',I“"Nyt)
; Mg= = Uy P(M,---,N},---,U»N,f)
Z]:W(_IJ‘! “’I)P(/‘Ll,'--y_u]:""“'N:t)
S L Py, ooy lhjy -ony by, D). (2.2)

This single spin-flip model does not have any con-
served quantities, in particular neither energy nor
magnetization are constants of the motion. Now
time-dependent averages are defined by

.<Am>E;%AQuMI%u$t). @2.3)

The thermal-equilibrium state is a stationary solu-
tion of Eq. (2.2) due to the detailed balance condi-
tion
W(.U]""Hj)Po(Nq, ,IJ-N)

= W(-

s By onn

L) N'N) )
(2. 3a)
, Ky) is the distribution

fy= g) Polyy ooy = Hy, -

where Po(iy, ..y Mgy v -
Pl =(1/2)e /2%

Z=Tr e-(l/kBT)JC .

(2. 3b)

As an example we mention the ansatz for W sug-
gested by Suzuki and Kubo, 2

W(py == uy) = (1/27,)[1 - tanh(53¢; /28 )],  (2.4)

where $3C; is the change in energy associated with
the slip of the jth spin [to be computed according
to Eq. (2.1)], and 7, is the relaxation time of a
single spin interacting with the heat bath. This
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arbitrary parameter fixes our time scale. We will
not make any specific use of this arbitrary form
for W [Eq. (2.4)], however.

The slowing down of our model is now convenient-
ly described in terms of relaxation functions. Con-
sidering thermal fluctuations in our equilibrium
state, these functions are defined by

‘I’B,c(a, )= Sae (31, t)/ssc(a, 0), (2. 5a)

Sp,c(@ 0= }; ¢4 [(B(0, 0)CE,, /)~ (BY(C)],

(2. 5b)
where B, C can be the magnetization u;, or energy

E;= Z Jighilty
iGh)
etc. It is also interesting to consider the slowing
down of these local quantities, and describe it in
terms of autocorrelation functions

(B0, 0) C(0, ) )= (B){C)

which can be expressed also in terms of Eq. (2.5),
of course, i.e.,

5o (0)=2 Sacld, t)/)j Ssc(d 0) .

As an alternative to this description in terms of
time-dependent correlation functions, one can also
consider the response of the system to a time-de-
pendent (xe’“?) infinitesimal change of an external
parameter e conjugate to C and calculate the sus-
ceptibility xzc(d, w) in linear response

(B@))=(B)+x5c@, w)see @ Frut) 2.7

Of course, these descriptions are related by the
fluctuation-dissipation theorem?

(2. 6a)

&%,c(8)=

(2. 6b)

ch@ w)= ch(G, 0)

iw h - -
T SO Spcla, 1) e**tdt (2. 8a)
while for the static susceptibility we have
xac(d, 0)=(1/k5T) Szc (g, 0) - (2. 8b)

Being interested also in situations far from thermal
equilibrium, we consider the (nonlinear) response
to finite changes Ae of an external parameter elt).
Assuming that the system is in equilibrium for ¢

<0 [where e(f)=e+Ae e’ ], wedescribe the relaxa-
tion for #>0 [where e(f) = e] by a nonequilibrium re-
laxation function®®

_{By(#)) = (B,(=))
(B,(0)) - (B,()) ’
defining B,(f)=) e’ XB(X, #). This relaxation func-

tion reduces to Eq. (2.5) for very small Ae. 2®
Equations (2.5) and (2. 8) suggest that a reason-

334(q, #) (2.9)
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able definition for a relaxation time 7,5(q) of the
system is given in terms of the small-frequency
behavior of the dynamic susceptibility,

Xﬂc(a, w)= XBc @[1 - iwTgeo (a) +0(w2)] ’ (2.10a)
where
TBC(a) = S‘O dt ‘I’Bc(ay 8 . (2.10b)

Similarly, Egs. (2.8) and (2.10) can be generalized
to the response to local fields

Xac(w) =xhcll - iwtde + 0], (2.11a)

©

Thc = So dtd4.(1) , (2.11Db)
and finally one defines a nonequilibrium relaxation
time by

Tﬁ‘*(ci):S dt 85°(q, 1) . (2.12)

0

Of course, infinitely many other relaxation times
can be defined® and investigated, 2® but this seems
to us of little physical interest here.

B. Critical slowing down

A calculation of these relaxation times and func-
tions from Egs. (2.1)-(2.4) is easy in the frame-
work of the mean-field approximation, which
yields!s-2

- @
x““(q’w)_1+iw7'w(q ’
(2.13)
o Tk TX,, (@)
Tu @=L

Equation (2.13) implies that y, is an exact eigen-
vector of the “Liouville operator” L, [Eq. (2.2)],

Ly () =2, (8) , A =TiL @, A,,=7v, (2.14)

while the (generalized)® time-dependent Ginzburg-
Landau theory requires Eq. (2.13) only for w-0,
or sufficiently large times. Abe and Hatano® in-
vestigated the validity of Eq. (2.14) by moment cal-
culations, which agree with Eq. (2.14) for the first
moment only,

d - 1 const
—& t S T by 2.15
dt 5 @1 =0 Thc@) xzcl@ ’ ( )

but disagree for higher moments. These moment
calculations thus show that Eq. (2.14) is invalid in
the general case, although it holds if either the di-
mensionality or the range of the interactionare in-
finite. Of course, this argument does not rule out
that the conventional theory® [i.e., Eq. (2.13) for
w—0] holds; in fact, one expects it to become valid
for d>4.°

The singularities near T, are described in terms
of the critical exponents (H=0),
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XBC (0) ).('BC ,1 - T/Tc I-YBC E>~(‘BC , € l"'BC )

e-0 (2. 163)
Tac(o)——; Tacle|™5e,

€~

~ -AA
rirO— 73 e |45,

~ A
The—s The |€| e, (2.16b)
€-
with constant prefactors 7. Since in the Glauber
model L, is a Hermitian operator, it follows that®®

Agc>7ge s (2.17)

while Eq. (2.15) shows that the initial relaxation
time 7}, always diverges with the same exponent
as the associated static susceptibility.

The dynamic scaling hypothesis implies that near
T 84

c)
Xac(‘-l: w) = lel-raciac(alel-v’ w‘e[‘ABc , H\e\‘“)
+|e| "B R+, (2.18)
where B8 and § are the order-parameter exponents

Blel*,

(ud
§-0,H=0

(2.19a)

() DH'/® )

H-0,e=0
and v is the exponent of the correlation length
te~Ele|™. (2.19Db)

5

Since the dynamic scaling hypothesis is based on the
physical idea that there is only one characteristic
frequency important near T,, %% one expects the
various exponents Az to be equal. # Furthermore,
it is easy to relate the exponents Ay, and the asso-
ciate A%, by use of Eq. (2.18); if the denominator
of Eq. (2.6a) remains nonzero at T,, this relation

-ls35

Do =Afc=dv =Yg - 2.20)

Finally, one expects that the scaling function x
in Eq. (2.18) is universal, i.e., apart from some
scale factors, x should depend only on the dimension-
ality of the system, but not on irrelevant details
such as lattice structure, spin quantum number,
precise choice of W in Eq. (2.2), nor on the precise
behavior of the exchange integral J;; as a function
of distance 1?,- —}?,, etc. It should also make no dif-
ference if more than one spin is flipped at a time,
as long as there are no constants of the motion.

It will turn out that all these conjectures are sup-
ported by the cluster dynamics treatment, to be
discussed below.

C. Derivation of cluster dynamics

In this subsection we obtain the main starting
point of our treatment, the cluster reaction and
diffusion equation [Eq. (2.33)]. The main approxi-
mation made is to characterize each cluster by one
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coordinate only (denoted as I), since we argue that
for very large clusters, i.e., - =, other coordi-
nates become irrelevant parameters. We now de-
rive Eq. (2.33) from the master equation (2. 3) by a
sequence of approximations, which we attempt to
justify in detail.

Clearly, given a suitable prescription for deciding
which cluster any given spin belongs to, one can
give an exact description of our system in terms of
clusters. The usefulness of this description, how-
ever, lies in the approximation of considering only
one coordinate, since then a strongly correlated
system can be described as being composed of es-
sentially noninteracting clusters. In this sense our
theory is analogous to Landau’s theory of quantum
liquids, in which the system is composed of quasi-
particles whose interactions have a particularly
simple form.

In order to give a specific example, we mention
the definition of clusters in terms of the set of con-
tours, that is the set of nonintersecting polygons
(in two dimensions; in three dimensions: polyhedra)
separating opposite spins® [Fig. 1(a)]; we inter-
pret each contour as a cluster surface. Each spin
flip then produces cluster reactions [Fig. 1(b)].
Obviously, it is then convenient to choose as “coor-
dinates” describing a cluster the number [ of re-
versed spins which it contains, the surface area of
its contour, etc. Another important cluster coor-
dinate is, for instance, its “center of gravity” X,

X= S, =7 i X; , 2.21)
where we have associated a mass m; =1 with each
reversed spin, and the sums include all spins of
the considered cluster.

Of course this “contour picture” is only an ex-
ample, and it is, in fact, inappropriate for our pur-

t 1 SRR EEE
t t 1 tretskt ittt o,
15 11 EEEEXERE
1 t1 1 11t

i
St |
g H PHHT
t tt MATTTA o=t
1 1t EEERI’. [N
1 11 EEREEEER

(b)

FIG. 1. (a) Small parts of an arbitrary two-dimen-
sional Ising spin configuration. Contours form the
boundaries of clusters (dashed regions) of I reversed
spins (I=1, 2, 8, 17 in this example). In two dimensions,
clusters can touch at most at isolated points. (b) Flip of
an up spin (denoted by a cross) can, e.g., either create a
I=1 cluster, or produce a I —I+1or (,1")—1+1'+1
reaction, Reactions with more than two clusters are
rather unimportant and therefore not shown,
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pose (see Sec. III). Therefore we will in the follow-
ing describe each cluster by a set of coordinates

{1, a}, where [ is the excess number of reversed
spins within the cluster, and o symbolically ac-
counts for the other coordinates.3” Similar to Ref.

l

14

Muy'a (Ong (t) Crt 1'-1 l'(t)>a,a

@d__z. Z= Ny ,,l(t)S,,,,:,,“ &) >a a'-Z<n§"(t)3?‘,’z°"(t)>a,a'
"2

Here S;’",",‘ (#) denotes the rate at which a cluster

{t', &'} is splitting off from a cluster {J, a}; the case
7' =0 then describes ordinary “shrinking” of the l
cluster [reverse process to Fig. 1(b)]. C;’"ﬂ (t) de-
scribes the rate at which clusters {1, a}and {7, a}
coalesce; the case I'=0 describes ordinary grow-
ing of the I cluster [Fig. 1(b)]. For simplicity the
reactions involving more than two clusters at the
same time have not been written down in Eq. (2.22),
but otherwise Eq. (2.22) is exact. In principle,

one can determine the C;')% "and S{",',"f' from the
master equation [Eqs. (2.2) and Eq. (2.4)].

We will see later (Secs. III and IV) that the di-
vergence of susceptibilities and relaxation times is
due only to the contributions of very large clusters. .
Therefore it is appropriate for our purpose to con-
sider only the behavior of dn, /dt for -~ and we
may also use a coarse grained time scale.

From general thermodynamic fluctuation theory
it is clear that in this limit the probability distribu-
tion for nj* at fixed large [ will be very sharply
peaked at the mean values {"d(l)}; therefore we shall
now make a factorization approximation

D, ar 2 @) (ST (1))
=7,(8)S,,,- () , (2.23a)
(nfOn (D) CE (D) gy ar = () (e CEE () o0
=1, ()Cy o (8) . (2.23b)
Since we wish to use these relations from /=« down

]

<n1 (t)S;'

Z (2 (B (CEE (D)Dg, ar +
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15, we consider now the average cluster concentra-
tion n;(#) =(nf*(#) ), in the system, where the various
cluster configurations described by different {a}
are summed over and weighted with the appropriate
Boltzmann factors. Equation (2.2) then implies

(2.22)

|

to 1=, (see Sec. II) where the relative fluctuation
in other coordinates (e.g., the cluster surface
area) is no longer negligible, we have also to per-
form time averaging over some interval Af. In or-
der that the error made by the approximation Eq.
(2.23) be negligibly small, we must choose A¢f> 1,
which is legitimate near 7, where the time scales
of interest diverge. Note that the cluster concen-
trations decrease rapidly with increasing I’ (see
Sec. III); therefore the I’ in Eqs. (2.22) and (2.23)
are typically much smaller than [ and a further
factorization'® of C, ,(¢) defined in Eq. (2.23b) may
be inaccurate and is avoided here. Hence we get

”’—"L ‘;n,*, (D8 o) - Zn,(t)s” @)

+;i,-,1_1(t)51_,:_1,,'(t)—;E,(t)_(f,,,'(t) )

(2. 24)
We now denote the cluster concentrations of the
final equilibrium state by {#}}, and the equilibrium
values of §; ;+(t) and C, ;+(#) by S ;- and C{ ;.. Be-
cause of the detailed balance condition [Eq. (2. 3)]
we have also

”1 dtgt(t) Z w(l, l)[gw ald) g,(t —Zt; w(l - ZI‘I, ll)[gl(t)—gl-l'-l(t)]

+Z W= 1) [AS 50,1,10(8) = AC,;+(D)] +Zl: Wi=1'=1,1)[AC, ()-8, (D] .
77 :

Since our treatment refers to large clusters >,

, 9 , 92
g =g (1) = ' +1) 55 g (D +30 +1)? g &+

to get

"{4-1 +lsl+l +1, I'—n{C N = W(l l ) (2.25)
Introducing
&) =[n,(8) - n]] /"{ s
A8, (B)=[5;,,(8)- 8{,,:1/8% -,
we then obtain in linear response
(2.26)
we expand in (I’ +1),
‘o (2.27)
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2
i a0 )0 17) La S (S we @) 2 g0

+Z(l'+1)
T

From Eqs. (2.23b) and (2. 25) we see that for [, I’
-« we should have W(Z, I')<nfnf.. Thus W(;, ') de-
creases rapidly as a function of I’ (see Sec. III).
On the other hand, near T, we will only be inter-
ested in solutions which satisfy the boundary condi-
tion (see Secs. V and III)
g10(8)=0 or g (#)=
Le|e|/8 ) H=0
1< zl{
¢

€=0.

(2.29)
L BT,

Since the order of magnitude of AS, ;.(¢) and

AC, ;+(#) must be the same as g;-(#) [see Eqgs.

(2.23b) and (2.25)], the last term in Eq. (2.28) is
also negligible; it yields only irrelevant corrections
to the critical behavior. 3 Defining a cluster reaction
rate R, by!!:1®

—3; W, 1) (2 +1)?,
1°=0

(2. 30)

7

-

Eq. (2.28) reduces to an equation well known from
nucleation theory, 2

52
2 50=r( L 50+ 2 Wnren) 2 ) . @.31)
Allowing for reactions where more than two clusters
are involved at the same time changes only the pre-
cise definition of R, but not Eq. (2.31). Therefore
Eq. (2.31) should have a rather general validity.

It is also important to note that we have made little
use of the specific dynamics of the kinetic Ising
model [e.g., Eq. (2.4)]. Therefore we expect Eq.
(2. 31) to be a valid phenomenological description
for a much wider class of physical systems.

Since we are interested also in the response to
“fields” varying in space i, we must consider also
a space-dependent cluster concentration (X, #) and
its relative deviation from equilibrium »n} (where
no X dependence exists owing to translational sym-
metry). Note that each spin flip also shifts the
center of gravity X [Eq. (2.21)] of each cluster in-
volved in this reaction. These shifts are random
in orientation and the amount of a single shift is
a/1, * where q is the nearest-neighbor distance.
These random walks of the center of gravity give
rise to a cluster diffusion constant®®

D,=Ry(a/1)c, , (2.32)

where ¢, is a constant of order unity which depends
on the amount of coarse graining of our time scale.
Thus the generalization of Eq. (2.31) is found to be

587 {w@, 1)[Aas,,, () -aC, (D]} -

(2.28)

|
8 - 92 - 9 5 -
26 n=R (2 a0+ 0R)) 2 1,5, 0)

(2.33)

This cluster reaction and diffusion equation is the
basic starting point of our calculations. It involves
two functions, the cluster concentration in equilib-
rium »} and the cluster reaction rate R, which are,
in general, unknown. In the next parts of our paper
we will discuss the properties of these two func-
tions. If they are assumed to be known, then the
critical dynamics can be derived from Eq. (2.33)
by mathematical manipulations which are in prin-
ciple straightforward, as will become evident in
Secs. IV-VI.,

+D, V%, (X, t) .

D. Cluster reaction rate

If we were to use the “contour picture” to define
clusters (Fig. 1) without any coarse graining of the
time scale, R; would be essentially proportional to
the number of reactions per unit time in which a
cluster with 7 spins is involved, according to Eq.
(2.30). Since each of the I spins of such a cluster
has a nonzero probability to flip and hence react,
we would expect

Rycl, [=.

(2. 34)

Of course there is no reason to assume that this
relation remains strictly true if we use a more
general definition for the clusters (Sec. III), where
the volume V, of an [ cluster is no longer propor-
tional to /. But owing to the general similarity of
the various possible cluster definitions, we assume*!

=R()I", O0<R(®)<o, [=w, (2. 35)

where 7 is a general exponent. In Eq. (2.35), we
do not g priori exclude that the amplitude R(~) van-
ishes or diverges right at the critical point.

If we did not perform any coarse graining of our
time scale, we would expect a relation R, < V;,
since each of the V; spins has a nonzero probability
to flip and hence react, and each spin flips on the
average once per unit time. We arenot allowed to
assume R; « V;A¢ in the case of coarse graining,
however, since the A¢ configurations over which the
coarse grainings is performed are highly correlated.
This will affect the rate R, at which an [ cluster
grows or shrinks (in fact, a significant number of
spin flips will rather contribute to average out the
significant fluctuations in surface area, etc., men-
tioned above and thus does not contribute to a change
in 7). Owing to these “memory effects” we are un-
able to obtain the value of 7 explicitly or relate it
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to any static properties of clusters. Since it will
turn out that the exponent 7 is related to dynamic
critical exponents, we are prevented from estimat-
ing these exponents reliably. We can only estimate
their rough order of magnitude [using » =1, Eq.
(2.34), or »~1+1/5, Eq. (3.5)]. Of course, the
same difficulty arises in the description of static
cluster properties with respect to static critical
exponents: e.g., the rough estimate for 5 would
be d/(d~-1), where d is the dimensionality. 3

It is also interesting to investigate the range of
validity of the asymptotic description (2. 35). By
Monte Carlo computer experiments!? it is possible
to obtain information on the behavior of R, also for
small / and not too close to 7,. For practical rea-
sons, ! such computations can be carried out only
when () is still rather large. Then the fluctua-
tions of (u) consist of few well-separated clusters

A R J/ke T
! o [ W(l1)/nf
o iL‘o](l'*l)zw(l,l‘)/nf
5o + | W(1)/nf
o ﬁ(m)zwa,v)/n;
[m]
20-
Y
10 slope: r=~0,82
\/@’
¢
51 A
: /
73 3 1 U

FIG. 2. Log-log plot of reaction rate R, vs number [ of

spins for a 110X110 square Ising lattice., The partial
reaction rates involving only single steps [W.(,1)] are
also included. Two temperatures (J/kgT=0.46 and 0, 45)
close to the critical point (J/kgT,=0,4407) are shown,
All data for I> 5 have been smoothed over an interval
Al=7; nevertheless strong critical flucatutions do not
allow very accurate estimates, especially in the case J/
kpT =0,45, where reactions up to I’ =10 are included.
But at least the more accurate single-step data suggest
that a power-law behavior is indeed a valid description,
with # close to the theoretical value (»y;,=0,93). Note
that the units of the ordinate axis are arbitrary.

of reversed spins, and the contour description of
clusters can be used conveniently. In Fig. 2 we
present some results for a 110X 110 square Ising
lattice with nearest-neighbor interactions and peri-
odic boundary conditions. In this special case Eq.
(2.4) was used, and no coarse graining of time was
performed. W(l, I') was obtained for I, I'< 30 and
€=1-T/T,=0.04and0.02. Itisseenthata power-
law behavior with an exponent # close to 1 [Eq.
(2.34)] is, in fact, a reasonable description for R,
even in the small-7 range. Correspondingly, the
critical behavior of the relaxation functions obtained
here should be visible in a rather broad region
around 7,. This prediction is indeed supported by
some of the numerical calculations.?*?" Similar
results have been obtained for three dimensions
previously.!! The numerical results also suggest
that R(~) does not depend on € in a critical man-
ner, !

III. STATIC PROPERTIES OF CLUSTERS

In order to make practical use of the cluster re-
action and diffusion equation (2.33), we have to
discuss the properties of the static “cluster con-
centration” 4. Let us start with an “expansion”
of the free energy per spin of the following type:

F=Fo—kyT D cll, & hl), h=2uyH/kyT  (3.1)
-1
where F, is a background term nonsingular at 7,.
In order to satisfy static scaling
Fle, h)= h**Y/ 0 f(en1/89%) | (3.2)

one finds that the singular parts of the expansion

coefficients c(l, €, hl) must have the form
el €, kD) = QU SE (el P, m)
§(=)#0 . .9

Then similar expansions are obtained for the mag-
netization and energy per spin; of course

8F OF, -
<u>=——=—~°—2u321: n ,
1=

oH 9H

S ac(l, e, z) (3. 4a)

! dz 2=hl

and

E= 9 _Ii__ ] Fy

T 0(1/kgT) kT 8(1/kgT) kT

thy T, ) 1/o%F (3. 4b)
1=1 :
i nass 08y, B)

E— _ 2-1/6 )

ny q(D)7 ay yeerl /86

It is now appealing to interpret this (exact) ex-
pansion as a representation of the free energy in
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terms of an “ideal gas of clusters,” where c(l, ¢,
hl) is then the contribution of clusters labeled by I.
Since 7z occurs in the combination 4! only, there
should be ! more down spins than up spins in an !
cluster. Studying the relaxation of the magnetiza-
tion [Eq. (3.4a)], we are hence able to identify the
coefficient », in Eq. (3.4a) with the “cluster con-
centration” n} tentatively introduced in Sec. II.
We now discuss the general properties of »; which
can be inferred from this definition [Eq. (3.1)].

According to the contour representation men-
tioned in Sec. I (see Fig. 1), there would not be
many up spins belonging to a cluster, and therefore
we would have V;x/. However, we also require
that the expansions Eqgs. (3.1)-(3.4) be convergent
series, i.e., that the contribution from large
enough / be negligible. This convergence property
is not always possible in the contour picture, owing
to the percolation problem.** It turns out that
above T, in three dimensions a finite fraction of the
reversed spins are part of one infinite percolating
cluster.*® Therefore near 7, the contour picture
has to be abandoned, and we have to use a differ-
ent prescription for the construction of clusters.
Thus it is possible that V, = V(1)I%, with z2>1, V(«)
being finite and nonzero.

Since we need z to discuss the local response
(Sec. IV B), we now show that there is only one
reasonable choice for z, consistent with our con-
vergence requirements, in spite of the considerable
arbitrariness in what is meant precisely by a clus-
ter. Remember that the contour picture was ob-

gl

U Y Y

/
U
U
Z
?
-
7

YA

Y

— a "contt icture"
<> W @ ‘contour pic

Te "fluctuation picture"
FIG, 3. Behavior of the local order parameter near
the critical point (schematic). In the upper part the or-

der parameter u(X) is plotted versus one coordinate

x in a configuration typical for the considered tempera-
ture, Shaded regions represent clusters according to the
“contour picture” (see Sec. IIC). In the lower part a
suitably coarse-grained order parameter (%) is plotted
in the same situation, Variations of p(X) occur on a
length scale of the lattice spacing @, while the character-
istic length for variations of Z(X) is the correlation length
¢. Shaded regions then represent clusters according to
the “fluctuation picture, ”
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tained by considering order-parameter fluctuations
on a length scale given by the lattice spacing.

Since we are not interested in any details on such a
fine scale, we rather consider fluctuations of a
coarse-grained order parameter, Fig. 3. Fluctua-
tions of various linear dimensions occur up to a
linear dimension of about the correlation length £,
while fluctuations which are considerably larger
than ¢ are very rare. If we choose a definition of
clusters such that they ave a setof “basis functions”
to vepresent these fluctuations vather divectly, the
sevies Eq. (3.1) would have the desived vapid con-

vergence (except right at 7,, where £ —«). From
the requirement®
fo dLV,1"n sy
=20 CL V10 T o g oo || BUOMD
< Vl >zv j‘o-o dl lKn, Ed | l 3 (3 5a)
48

we therefore determine the exponent z, i.e.,

V= V(DY ) = (DTS, () #0, =,

(3. 5b)
where we introduced the averaged relative mag-
netization m; of a cluster.

For numerical calculations we will use some
explicit form for #,.* One can make a guess for
this form of ¢ or ¢ in Egs. (3.1) and (3. 3) on the
basis of Figs. 3 and 4. First, introducing the
free energy F, necessary to build up a cluster with
1 spins, we rewrite c as cxeF1/#87, Second, the
main contribution to F, will be a “cluster volume
energy” and a “cluster surface energy.” Of course,
for V,>¢% these two terms are given in terms of
macroscopic quantities, i.e.,

Fy/kgT=V,h{u)+ V™14 %X const
—h s [V e B g on ot

Third, if we want to keep only two leading terms
corresponding to these contributions also for V,
S &%, the only possibility consistent both with Eq.
(3. 3) and a matching condition is

F,/kgT=hl+bel'/®®,
which results in the Fisher cluster model, %
cll, €, hl)=n,=(1/bny
= (eo)rEL/s g bett /B0 (3.8)

where the constants b and (=) are related to criti-
cal amplitudes.

Although the same result was obtained by rather
different arguments, ¥ clearly the specific assump-
tions built into Eq. (3. 6) are far more restrictive
than our general arguments which we used for Eq.
(3.5) or (2.32), respectively, and therefore the
validity of Eq. (3. 5) is rather questionable. In
fact, Eq. (3.6) does not make any sense for 7> T,.
Nevertheless, Monte Carlo simulations!®*3¢ have
shown that Eq. (3.6) is fairly accurate for 7< 7,
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both in two and three dimensions, " and hence we
will use Eq. (3. 6) as an explicit example. Several
generalizations of Eq. (3. 6) consistent with Eq.
(3.1) have been suggested, **'*° but the validity of
these approaches is too questionable to use them
here. Hence most of our results will be based on
the more general relations Eqs. (2.32) and (3.1)-
(3.5) only.

Note that we do not imply that Eqs. (2.32) and
(3.5b) are valid for -~ < away from the critical
point. We rather require the validity of these rela-
tions in the vicinity of /=1,, which is defined by

v, =&, (3.7)

where then both arguments of ¢(el*/#%, nl) are not
yet large compared to unity. For > ], (or, equiv-
alently, €/'/#%>1, or hI>1) both cluster volume,
magnetization, and reaction rate will be determined
by geometric relations®®; see Fig. 4. Since the
cluster concentration is negligible in this regime,
this regime does not contribute significantly to the
response functions we are going to calculate, and
we leave this geometric regime henceforth outside
of concentration.

Discussing E—dependent response we also need
information on the static correlation functions in the
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A2 8nl

"fluctuation picture"

>-8(r-1)

>|

() lg

FIG. 4. Behavior of static cluster properties as a function of I (schematic): (a) cluster magnetization m;; (b) cluster
volume V;; (c) normalized cluster concentration 12*“671,; (d) cluster reaction rate R;. The full curves give the actual be-
havior of these respective quantities, both according to the “contour interpretation” and to the “fluctuation interpreta-
tion” of clusters, while the dash-dotted curve gives the power law which is valid in the vicinity of /,, The behavior of
12*1/8%, for the “contour picture” is rather uncertain; but it must contain a singularity (probably of 6-function type) for
71— in the paramagnetic region, owing to percolation effects (Ref, 43).

‘contour picture”

cluster representation, and hence we define the

functions p,,(l, Q), pus(l, ), pe.(l, ), and pge(l, q)
by

&) =n,[1-6re'S 3p, (1, 7)], (3. 8a)
or

&) =n, [1+b(6T/T) &% *p,5(1,1)] , (3. 8b)
and

nFx)=nf[1 - she'd” ;pEu(l, ], (3. 8¢)
or

&) =nE[1+b(BT/T,)e™ 3pep(, @)] . (3.8d)

From the definitions for the susceptibilities,
(p®))=(p)+6He' " *x, (@), etc., [cf., Eq. (2.7)],
we get immediately

xu,,(a)eéaﬁ; ,i; Iy b (8, Q) , (3.9a)
xus@=- 222 52 5,50, (3. ob)
Xew(@)=-2ug :Zl M b, (1, Q) (3.9¢)
Xz5(@)=C@Q) = bky ,Z”; /8% Fpep(l, @) . (3.9d)
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Because 8%F/8H 8 T=52F/d T9H, we have Tx,z(q)
=Xz, (q) and hence®

by 1p, 50, @) =1/ g, (1, Q) .

It is easy to see that the scaling of the susceptibil-
ities [Eqs. (2.18) and (2. 8a)] and of the cluster
concentrations [Eqs. (3.3) and (3. 4)] implies the
following scaling relations for the cluster trans-
forms ppc of the correlation functions,

(3.10)

Pun (L) =1p,, (€], n1,q|e]™) , (3.11a)
Pl ) =175, (||, 11, 3 |e| ™),  (3.11b)
pesll @)= 1% 5([€|®L 1, dle]™),  (3.11c)

with all the ppc(0, 0, 0) = const.

As an illustration of these formal definitions, we
consider as a simple example the case d=4, 2=0
explicitly, where (y=1, v=3)

4p2 | - 1
=" = T v/ \2 . .
X(‘—D kETlél X1+(q|€|"/Ko) (8.12)
Assuming the Fisher cluster model [Eq. (3.86)] to
be valid, one finds for p,,(J, q) the result

Punll, @) =[6/Q(=)] X1
X exp[— I'8%(q/ k)?0] .

In this way we express the static correlation func-
tions in terms of wave-vector-dependent cluster
concentrations.

(3.13)

IV. RELAXATION TIMES IN CLUSTER-DYNAMICS
FORMULATION

A. Wave-vector-dependent relaxation times

In this section we calculate the relaxation times
defined in Sec. II [Egs. (2.10)], i.e., the initial
relaxation times and then the “total” relaxation
times as functions of field and wave vector from
the cluster-reaction equation (2. 33), making use of
the scaling behavior of the static cluster properties
derived in Sec. III [Egs. (3.4) and (3.11)]. In or-
der to fix the undetermined temperature dependence
of R(w), we first consider the initial slowing down.

If the equilibrium is slightly disturbed, we may
express the time dependence of order parameter
and energy by*2

- 3 F, -~ _ >
(u(x, t))=—;;19—2u3 Z;ln,(x, 1, (4.1a)
1=
B& 0= s O knT, 3 MR, 0)
9(1/kgT) kg T T
(4.1b)

This generalization of Eq. (3.4) is a definition for
the time-dependent cluster concentrations 7 () of
the order parameter and energy, respectively.
The basic physical assumption, that the time de-
pendence of #;(X, #) is given by Eq. (2.33) [and
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an analogous equation for 7% (x, #)], has been justi-
fied in Sec. II. Using Eq. (2.9) for a small change
of the field 67, we find from Eq. (2.15),

1 1 d

T{Lu(o):;(‘ﬁ_H d_t (“(t)>l t=0 »

and using Eqs. (4.1a) and (2. 31) this is expressed
as
1 1 -
T (0)—_X5H 2up ; IR,

THH

(4.2a)

2
X(ga[z 21(0) +8% (InR,n,) :{% g,(o)> . (4.2b)

Now Egs. (3.4) and (3. 3) imply
£,00)=[n,(h+81) = n,(n)]/m,

=—16h % 1n 4 c(y, 2) —=16hxconst, (4.3)
1~

d dz

where the constant in Eq. (4. 3) is, in general, non-
zero, since it is related to the critical amplitude
of the susceptibility. Then we get

11 = S~ oaayee dC
=— 0 l —
7L,(0) x R( ); dz

X(2+1/6—1’ d . dc

7 +o;1n 2;>><const, (4.4)
which should be compared with Eq. (2.15). We
evaluate the sum in Eq. (4.4) right at the critical
point. If »<1+1/5, the sum is finite and hence
R() must also be finite, which was already sug-
gested on the basis of the Monte Carlo results (Sec.
IID). In the other case we would get from Eq.

(2. 15) that

R("O)m \el(r-1-1/6)36’7>1+1/5 (4.5)

but this case is highly unlikely [cf., Eq. (2.32) and
Sec. IID], since'® the dominant contributions to the
reactions of an [ cluster come from I’ clusters with
7 ~1, and hence ﬁ(w) should not be critical. Next
we consider the linear response to time-dependent
changes of magnetic field or temperature [cf. Eq.
(2.7)] and generalize Eq. (3.8) to®

&, ) =n[1=6het Ty (1G4 W), (4. 6a)
or
& D=m [L+b(6T/T,)e! Tty (1,3, w)],

(4. 6b)
and
7P (X, 1) =nE[1 - 6he' " ;*“’”pE“(l, q,w)], (4. 6¢c)
or
HEE, D =nF[1+b(6T/T,)e' T3 9Dp, (1, G, )] .

(4. 6d)

The dynamic susceptibilities are then given by the
generalization of Eq. (3.9), i.e.,
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- 402 & - we require as a generalization of Eq. (3.10) that
xuu(q,w)=;:—; len; puullq, w), (4.7a)
- 1m0, 51,3, @) = 1 *0E i (1, G, ) 4.8)
- u
Xur(@ @) == T, ; npusl, G, ©) 5 (4.7b) From Eq. (2.10a) we see that the desired relaxation
times are [ ppc(l, G, 0)=pgcll, )]
Xz (@, w)=—2u52 /8% e, (L, w), (4.7c) ©
1
=1 T “(51’):__—__.._; E Iy pi(l, Q)
zt 1 lnlpuu ,q)
and 4.9)
- d - i -9 y
XEE(q; w): bks Z ll/Ban:PEE(Z, q, (.z)) . (4 7d) (l q) ) puu(l: q, w)l w=0 »
=1

the expression for 7, (q) etc being analogous.
N . Now we determine p,,(l, q, w), etc. ., combining Eq.
{( (0, 0)3¢(x, 1)) = (3¢(0, 0) (%, 1)) , (4. 6) with Eqs. (2.33) and (2. 32), which gives

Owing to the symmetry relation®*

. 2
';—wpuu(k q, (U) [pu.u(l’ q, (U) Pu,u(l, (L 0)] dl (lannz) +5—ZZ[PW(Z, a) w)"pu.u.(l’ El.; 0)]
1

—rfa [Dunll, @ 0)=1,,(1, 3, 0], (4.10)

the equation for p, ; being completely analogous. Using an equation similar to Eq. (2.33) for » (x t) gives
analogous equations for pg, (1, 4, ) and pgz(l, 4, w), and because of Eq. (4.8) we must have RE OCR,, i.e.
the same exponent 7 applies for order parameter and energy relaxation which will give us the equality Eq.
(4.18a) for the exponents 4, ,, etc. Inderiving Eq. (4.10) it is important to note that the final equilibrium
state ] to be used in Eq. (2. 38) is not »; but rather

nf=n[1-6ne’E+otp (1, )], (4.11)

i.e., the cluster distribution which would be in equilibrium with the applied field at every instant of time.
Next we transform variables by X=|€|®®l, and using p,,(l, 4, w)=P,,(X, 4, w), n(X)=n,, R(X)=R,, we find
with the help of Eq. (2. 35) that

iw > d > > d
R(oo) ’€ | (2-7)B6 X-rPuu(X, q, w) :d_Xv [Puu(X: q, w) - Puu(X, q, 0)] —[lnR(X)n(X)]
& - ol >
+EX~2 [Pu.u.(X, q, w ) Pu.u.(X9 q; 0)] 1—2_' [ u,u(X, Q: UJ) Puu(X: q, 0)] .
(4.12)

Since critical phenomena deal with the limit ge™ = const, €-0, g~ 0, the last term in Eq. (4.12) which is
of order qaaz may be neglected. Hence, near 7, this diffusive contribution yields unimportant corrections
to scaling only. From Egs. (3.3), (3.4), and (3.11a) it then follows that the solution of Eq. (4.12) must
have the form

P, (X, q,w)=1p,, (lell”“, L, q le| R%‘(’;) e I"z'”“) , (4.13)

and the generalizations of Eqs. (3.11b) and (3.11c) are analogous. Combining Eqs. (4.13), (4.7), and (3. 3),
one finds that the susceptibilities are consistent with extended dynamic scaling hypotheses*

Xuw @ w) =2 | |7 go aX X°n(X)p, (X nlel?ox, qle|™, R( lel- ‘2"’“), (4. 14a)
- b - ° + g -> -
Xur (@ ©)==2u5 — |e] I*S ax xi+1/ss n(X)puE(X, nle|®0x,q |e| ™, =2 ]<|'<2-r>so> , (4. 14b)
Tc 0 R °°)
and
XEE(E-L w)=bky lel-a So dXXz/BsnE(X)5E3<Xy h |€'-BGX: a lfl-v —(— |€l Qw)“) . (4. 14c¢)
1
In Eq. (4.14c) we have assumed that the specific- in Eq. (4.7d) could not be replaced by an integra-

heat exponent o> 0, since otherwise the summation tion for w=0.
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Note that Eqs. (4.12) and (4. 14) also imply uni-
versality properties—apart from just one scale fac-

tor for the py. and each of its arguments, the py
are universal functions of any set of exponents S, 5,
and 7.

In order to obtain somewhat more explicit results,

we use the expansion [cf., Eq. (4.9)]
Puully @ 0)=p, (1, Q) +iwpl) (I Q)
( ) P&, Q) + (4.15)

and analogous expansions for p, (1, q, w) and

peell, 4, w) to solve Eq. (4.10). One first obtains
d Lq
gl_zpf;l;z(l;él») lp‘al‘:(’q) (lan 1) &R(IPA)—:O’
(4.16a)
and analogous equations for »{2(1, q) and pel(l, ).

1

©

Tw(('l’): Id-(z-rmc(go dXXn(X)SOX (dX

dax,
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Equation (4. 16a) is solved by

1

dl

GL(@+Ch,@ S 1
R11n11

pua(l, Q) =

, w
_S Rilrlzzl glldlgn,zpu“(lz, &, (4.16p)
‘and analogous expressions for p{}a(7, q) and piA(I, q).
The integration constants CBC(*) must be zero,
since otherwise the relaxation times 7. (q) would be
always infinite. Also, C3%.(q) must be zero, since
physically the boundary condition pg-(1=0, a, w)=0
is required. This follows from the fact that C de-
pends on € and # in the combination |¢|22/%% and Al
only, and hence C becomes unsensitive to changes
of € and z for I~ 0. From Egs. (4.16) and (4. 9) we
get the desired relaxation times, their amplitudes
being expressed as triple integrals,

D okl S Py =86 g -
R Xl)n(Xl) SXI dXZ n(XZ)szuu(XZ’ h r€| XZ’ q |€| l’)/

S aX X*n(X)p, (X, h || *°X, § Iel'”)), (4.17a)
0

o X -
Tua@ = IG{-(Z-”“(SO dX Xn(X) So m gxl din(Xa)Xé/“ﬁ—uE(Xz: h' 5] X, (ﬂ E] 'V)/

and

© X dx
TEE(q): '61-(2-7)&5(80 dXXl/BﬁnE(X)SO RE( 1

Of course, the higher-order coefficients in the
frequency expansion of ch(cI, w) can be obtained
similarly, but the coefficient of w™ involves a
(2m +1)-fold integration. In Eq. (4.17c) we used
the fact that the exponents of RF and R, are the
same; in fact, the symmetry relation Eq. (4. 8) also
implicitly relates the amplitudes R,(~) and EZ();
therefore there is only one dynamic scale factor,
and the amplitude ratios T“E(a)/T““(a), TEE(ED/TM(E)
are given in terms of static quantities only.

For »<1+1/5, R(«) is finite at the critical point,
and hence the critical exponents are

B, =8,5=0;5=02-7)85, (4.182)

while for the case »>1+1/6, Eq. (4.5) has to be

taken into account and then
AL, =0,p=8p=y; (4.18Db)

therefore the cluster-reaction equation also implies

S dXX‘*”B"n(X)p'M(X,hld'“"X,E[el‘"), (4.17b)
0

——)—E(X—)S AXyn® (X)) X3 **p s (Xz, b €] ?°X,, q €] '”)/

S dXXZ/“nE(X);;EE(X,h\<|'ﬂ°x,§\<|'”). (4.17¢)
0

|
that the Abe Hatano® inequality Eq. (2.17) holds,
if vzc is the exponent of the initial slowing down.
As discussed before, the case >1+1/6 is highly
unlikely, and thus the result 4,, >y is made plau-
sible, .

We calculated numerically the relaxation times
T,,(0), 7,5(0), and 7;;(0) as functions of the scaled
magnetic field for d=2, 3, and 4, *® where for n(X)
the Fisher cluster model® [Eq. (3. 6)] was used,
and then we also have simply

PuulX, h|€| X, 0)=p, (X, 1 |€| #°X, 0)
=ppe(X, h|€|?°X,0)=1,

as can be seen by deriving the corresponding static
susceptibilities [Eq. (3.9)] directly from Eq. (3. 8).
We have shown previously!! that these results are
in reasonable agreement with Monte Carlo calcula-
tions for d=2. A further example is given in Fig.
5 for d=3.
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B. Local relaxation times

Here we give the extension of our method by
which the autocorrelation times defined in Eq.
(2.11) are obtained, and discuss their scaling and
universality behavior.

First we note from Eqs. (2.6), (2.8), (2.10), and
(2.11), that 74, may be expressed in terms of the
corresponding T 5.(d),

5273

Since the static local response

>~ Sse(@, 0)=(B(0,0)C(0, 0)) - (BY(C)

stays finite at 7,, it cannot be calculated by our
scaling expressions for the cluster concentrations
which are valid for large / only. However, in the
cases we are considering here, this static local re-

A - ST */ S..(&.0). (4.19) sponse can be calculated directly from its definition
Be Zq: 50 (@)750(q) QZ 50(4, 0) [Eq. (2.11b)] and hence we get
J
4 ='—§ﬂqg Sw ay y*! S” dXXn(X)Sx ——dfl——gm dX; Xo n(X)p, u (Xp, 1 €] X5, VIX(Y, k|| )
[ /J’B"<“> 0 0 b R(Xl)n(Xl) ¥, 242 2/Puu 22y 2y ’ ’
(4.20a)
lel"*%zy S" - X ax -
ThAp=—— dYY“S X Xn(X ——~‘———S dX, X3/ ®
wE= L B[I(0) = 1EI] ), A X)) R(Xy)n(X,) Jy, " 7272
Xn(XZ)ﬁuE(XZ’ h |€ ‘-MX2$ Y))LE(Y, h IE \-BB) » (4 20b)
and
TAp= eIz, SQdY Y‘"S” dXX”“nE(X)SX———————dXI Sw dX, X380
EE (3(3(0, 0)2)_(3@2 o 0 o RE(Xl)nE(Xl) X, 2432
Xn® (Xp)ppp(Xa, h €| ®°Xs, V)Rpu(Y, h |€| ) . (4.20c)

Here U, denotes the surface area of a d-dimen-
sional unit sphere, and the autocorrelation expo-
nents are [cf. also Eq. (2.20)]

AﬁuzAuu_zﬁ’ AﬁEZAuu_1+as

4.21)
ALp=0,,-2+2a;
“r Tap Bpp=131
B= %16
A - TeTe o3

002 i ' ' ‘ R
a0s a 02 0s 10 20
h/ (be)¥*B

FIG. 5. Scaled relaxation times plotted vs scaled field
for d=3, and the renormalization group estimate (Ref. 8)
for A,,. Full curves were obtained from Eq. (4.17) by
numerical integration, while the dashed curves are the
result of the approximations Eqs. (5.10) and (5,17),

The arrows indicate the asymptotes for » —0.

|
of course, Eq. (4.20c) makes sense only if A4.> 0.
In (4.21) it was used that 3, S,z(q) = |€l?, and static
scaling was invoked. While the exponents Eq. (4.21)
have been found previously, ¥ Egs. (4.20) provide
amplitude relations similar to the case of the -
dependent relaxation times.

The practical use of Eq. (4.20) is hampered by
the fact, however, the full knowledge of pg. is re-
quired in order to perform the cT (i.e., Y) integra-
tion, which is not present in Eq. (4.17). Therefore
it is interesting to construct an alternative approach,
where the response of the cluster concentrations to
local fields is considered. The corresponding ana-
log of Eq. (4.6) is

&, O =n[1-06ne™pt (1, )], (4.22)

the definitions for pA4(l, w) and p%z(l, w) being
analogous. The changes Gh’, 6T are applied on
one site j only. The further treatment is similar
to the procedure from Egs. (4.6)-(4.17), but we
must take care to specify the static limit p4.(Z)
correctly. Applying the same field field 64’ (or
8T’) on all sites j of the cluster and summing up

‘the individual contributions, the total effect should

be given by pyc(l, =0) in linear response. Hence
we have

pac(l)=psc(l, 4=0)/ Vi

since there are V, sites in'the cluster. Using Eq.
(3. 5b) we now get

4.23)
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lel™hs 1 (® X ax -
A s X XS —IS 1/86 y -6
Tua " U2 (0¥ ) SO X)) R )y, e nXe)puu(Xe, 1 |€[ X, 0), (4. 24a)
el ™2z 1 g“’ X gx - ,
4 - = = ax X XS ————Ahg X, X1/88-1-1/86 (. X, 86y
W= BIJO) - 1EI] (=) ), n( )0 RX (X)) de 2 Xz n(Xo)pur(Xe, 1 €| X5, 0)
) (4. 24b)
and
A
le|™EE 1 S“" . ¥ ax °
TA = — dxX X /86, E X S 1 S X, 1/B86-1-1/6
25 = {15000, O)F) = (302 7=) ), "), REGEG) )y, ee
X”E(Xz)f;EE(Xz:hld_“Xz, 0). (4. 24c)

The exponents in Eq. (4.24) are the same as be-
fore, but the amplitudes are now considerably sim-
pler; apart from the common scale factor V()
only the same static quantities as in T3.(0) are in-
volved. As an example we also evaluated Eq. (4.24)
numerically, using again Eq. (3.6), where pyc=1.
The results for d=2 are shown in Fig. 6, where
the relaxation times are plotted versus scaled field.

We conclude by remarking that any choice other
than Eq. (3.5) for V, in Eq. (4.23) inevitably leads
to wrong A4, exponents, if also Eq. (3.3) is as-
sumed for the static-cluster distribution. This
means in particular that Eq. (3. 3) [with lim,_ . &
=0] cannot be valid, if the “contour-interpretation”
is used, where V,=1. Equation (3.5) was advanced
on different grounds, %5 and we have introduced it
here on the basis of percolation arguments"3 (Sec.
III), but the above result is perhaps the most con-
vincing argument that Eq. (3.5) is, in fact, the
only possibility consistent with “hyperscaling” dv
=2 - a. In addition, Eq. (8.5) is also indispensable
to get the correct critical exponent for both the dif-
fusion constant in the spin-exchange model, ** and
the width of the region of rounding phenomena in
finite systems. *®

V. EIGENFREQUENCIES AND SCALING FUNCTIONS

The relaxation times obtained in Sec. IV give
some integral information on the relaxation spec-
trum of the system only. Although it was indicated
[after Eq. (4.17)] that this approach can, in princi-
ple, be generalized to construct the dynamic sus-
ceptibilities systematically, this task seems diffi-
cult in practice. Therefore we give a different
approach in this section, solving Eq. (2. 33) direct-
ly in terms of an eigenfunction expansion. Of
course, in this case »n, must be specified, and we
give exact analytic solutions only in the case of the
Fisher cluster model® [Eq. (3.6)] and for certain
values of . Even in this case the calculations are
lengthy, and therefore we summarize here the main
points only, giving more details in the Appendix.
But it should be kept in mind that in the general
case standard methods may be used to calculate ap-
proximate eigenfunctions and eigenvalues of Eq.

r
(2. 33) numerically to any desired degree of ac-
curacy.®’

A. Formulation of eigenvalue problem; rigorous bounds
and symmetry relations

In all of the following, we refer to the case where
the system is in thermal equilibrium specified by
some external parameter e+Ae (Ae¢ may be inhomo-
geneous!), which is changed to e at ¢ =0 [cf. Eq.
(2.9) and corresponding remarks]. (For example,
a small magnetic field is switched off or diminished
at time #=0.) Then we have to solve Eq. (2.33)

with 7% =»{®’ and the initial condition #,(¢=0)
=n{® %%, The convergence of the expansions Eqs.

(3.1) and (3.4) and the structure of the .coefficients
Eq. (3.3), which are insensitive to changes of € or
h for -0, suggest the following boundary conditions
for g, X, #):

limg, (X, £)=0,

1-0 (5.1)
limn, g¥(x, £)=0 .

1+

As discussed in Sec. IV, [Eq. (4.10), etc.] the

4 TA,.v[EA;ME(“’)V(@) (yg-<y>2)} a=0
N Y175
TA[EER(=) V(=) ygB(3(0)- 1E1)] Ay-1875
a5 A
A
02 Tee
01 deo—
005
A
T
0.024
001 002 005 o1 02 o5 h/(be)P® 1o

FIG. 6. Normalized scaled autocorrelation times
plotted vs scaled field for d=2 and =1, In this case
T4z is finite at the critical point, and thus not shown,
Full arrows indicate the values of ‘rﬁu and TﬂE at =0,
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last term in Eq. (2. 33) is negligible in the critical
region, and thus our “Sturm- Liouville problem”®
is already specified completely. Any idependence
(or a dependence) enters in this calculation through
the initial condition only.

Then the solutions of Eq. (3.30) which satisfy Eq.

(5.1) can be represented as

G&, 0= cplyle™xt (5. 2a)
K=0

K dl [ 244 dl K K1 K ’ .

i.e., the ¥,(7) are the eigenfunctions and the Ay
the eigenvalues of the “Liouville operator” L. Us-
ing a vector notation | ¥, ) corresponding to ¥,(I),
we define a scalar product

<f1'f2>sg: n f1(Df (D) dL={fo| 1) (5.3)

and then the orthonormality of the eigenfunctions is
expressed as

(W | Wgr Y= bgp - (5.4)

Although we use a discrete notation in Egqs. (5.2a)
and (5.4), we do not exclude the possibility that the
eigenvalue spectrum is continuous (this happens in
our case right at the critical point; see Sec. VC).
Because of physical reasons we assume that there
always exist solutions to this eigenvalue problem
[Egs. (5.1)-(5.4)]. Rigorous mathematical-exis-
tence proofs have been given for a very restricted
case only, namely, where Eq. (3.6) with €=0, &
=0 is used in Eq. (5.2b).°® We also assume, as
usual, the set of eigenfunctions to be complete.
Expanding now the initial condition

1%, 0)=[n{* 29 &) - n®']/nf® =£,@)

in terms of the complete set {|¥; )},

fl@y =§,;l Vo) (el £@)), (5. 52)
we find the coefficients ¢, in Eq. (5.2a),
cx={Tg FQ)) . (5. 5b)

Then the time-dependent change in magnetization
2uAMA2(q, 1) =, (£) ) = { 1, (0))

and energy
ks T.AE*(q, #)= E,(t) - E,(0)

is given by [cf. Egs. (5.3) and (3.4)]

AM(, t):g (L|Z) (L f@)e™st, (5. 6a)

AE@, 0= Z; (138w ) (Ui | F@)) €2t (5. 6b)
K=

restricting our attention to the case of the Fisher
cluster model.®® In the case q=0, we find from
Eqgs. (3.9) and (3.10) and p, z(2,0)=11/5% p. (I, 0)
= that for linear response § T— 0,

AMOT(0, ) Tgoy (I1Wg ) (y | H/B0) o2kt

[ _ -

PO D= (0,00 D (119, Cug 11755y
(5.7a)

while

$81(0, = 2B 0, 8) Tig (P01 ) (W l) 47

AESE(0, ) e (IEOIw (W)

(5.7b)
which implies the desired symmetry relation (see
Sec. IVA)

@30, )= (0, 8 . (5.7c)

Next we mention an upper bound X, for the lowest
eigenvalue 2,, which follows from a variational
principle.®” Defining a functional F /] by

- oy ary
5[f1= (Rlf 2>—J0 n,R,(dl) dal, (5. 8a)
it can be shown that
M<S[F1/FF)=% (5. 8b)

holds for any function f satisfying the boundary con-
ditions Eq. (5.1). A suitable trial function f is
F=0"1%7 since it satisfies the boundary conditions,
and is a solution of

2
Lf=R,n,[Z—§- (&_11/5_:_7+h+5% ez‘/“'l) Z—ﬂ
==, f (5.9)

asymptotically for /- 0. The resulting upper bound
can be found analytically both at the coexistence
curve and at the critical isotherm,

Xo=(1+l+é—“—“— L(2+1/5+5,,/80)
5 B5 ] T(1+1/6+24,,/p5)

X R(eo)ptun/® = €=0 (5.10a)
o= 2-a+A,, T(@-a+a,,)
0 (Bs)? r2-a+2a,,)

X R() (be)*ur | p=0 (5. 10b)

where A, =(2 - #)B5 as before [Eq. (4.18a)].

B. Explicit eigenvalue spectra and eigenfunctions in special cases

Consider first the case of the critical isotherm
€=0 and »=1 [note that the numerical estimates of
Refs. 8 and 23 together with Eq. (4.18a) imply that
7=0.93+0.03 for d=2 and »=1.14+0.03 for d=3;
thus this choice approximates both d=2 and d=3
and would be strictly correct at about d=2.5 di-
mensions]. Then Eq. (5.9) is rewritten in terms
of z=hl as
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Yy ( 1 ) Al Xy ~tR (=M@ /OT(] +1/5)
—f = (1+5+2) =K+, =E—-=0 (5.11a) oT _e
*az 5 dz X R(o)n "’ 2,70, 1) r'(3+1/5)r(1/B85-1/6)
and the eigenfunctions and eigenvalues of this hy-
pergeometric differential equation®® are (cf. Appen- <. F (2 A1 3.1 e‘“s‘””'>
diX) 271 B85 4 5’ 5 ’ ’
Ag=R(=n(K+2+1/5), K=0,1,2,... (5.11b) (5.12¢)
K
Wp(2) = 2210 21/0(2) | (5.11c) $7(0, )= e tR(REL/OT2(1 | 1 /g5)
E ] -
where the LY’ are generalized Laguerre polynomi- r(3+1/8)r'(2/B5-1-1/5)
als. 8 With these results, Egs. (5.6) can be eval- . . .
uated explicitly (see the Appendix) and one obtains 1 1 1 1 1 .,5(.0);.>
><2F12+5 35,2+5 36’3+6’e s

e-tﬁ(-omzu/s)

&0, )= T 175 TA = 1/0) (5. 12d)

where for Eq. (5.12d) we need a>0. As an exam-

X o Fy (1 L , 1 +% , 3 +—16 s e'tﬁ‘””‘) , ple we show &%7(0, £) ancll ®57(0, #) in Fig. 7 for the
6 case of d=2, where B=35, 5=15. As a check to
-,,5(“,,,(2,,1,5,1..(1 +1/86) (5.12a) our general proof Eq. (5.7c), we note the symmetry

%0, #) = between &7 (0, #) and ®2#(0, #), since® ,F,(a, b, ¢, 2)

T(3+1/5)T(1/85 - 1/5) =,F(b, a, ¢, z). Furthermore, we find for the

.7 (1 +1 2+1_ 1 3+1 e.tg(.o,» small-£ behavior that the region where the initial
et ’ 5 B’ 6’ ’ . slowing down shows up [Eq. (2.15)] shrinks to zero
"(5.12b) in the scaling limit
i
~ . r'(1/s)
oH _1_ 0)7]171/86 e .
®24(0, 1) =1 = [tR()h] Te- 151 178" , (5.13a)
- . r'(1+1/85)
oT -1 1/85-1/8 5.13b
@40, 0 =1 = LRI S 7R 1 /8~ 1/6) A+ 1/6=1/88) T (5. 130)
and
- - T(1+1/5-2/66)T%(1 +1/B6)
or _ 2/86-1-1/6 . .
8% (0, 1) =1 +[£R()h] T@/B-1-1/00%@+1/6-1/5) """ (5.13c)
|
while for large £ the decay is exponential since®® theory with mean-field exponents. Rewriting Eq.
2Fila, b, ¢,0)=1. The dynamic susceptibilities can (5.9) using z=bel'’® we get the same differential
all be expressed in the form equation as before [Eq. (5.11a)], only the constants
@) & 1 are different,
Xpc\W) _N™ ~Bc
Xsc ~12=30 Cr fw+g’ (6.14) dz‘I’K a¥y A (B5)?

z—d;z*-(Z—a+z)-d—z-+‘1’K E(w)bezo’ (5.15a)

the expansion coefficients CEC being derived in the

Appendix. Instead of the simple form Eq. (2.13), and thus

we have a sum of Lorentzians; Eq. (5.14) shows Ag=[R(=)b/(B8)%]) e(K+3-a), K=0,1,2,...
the physical significance of the eigenfrequencies (5. 15b)
[Ba. (5. 11b)]. Tele)= 2L () | (5.15¢)

As a second example, we consider the coexistence
curve and A, , =1, i.e., we use the cluster reaction In full analogy to the previous treatment, we obtain

27(0, =R t[1§<(;;?(/4(féf)]€(3 =D o3 o ) i3~ a- 5,3 @ 5,4 0, PECWY, (51g)

the other functions being listed in the Appendix, These results [Eqs. (5.12) and (5.16)] illustrate
and also Eq. (5.14) is found once more. explicitly the universality and dynamic scaling struc-
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FIG. 7. (a) Relaxation functions &,,(0,t) and &,5(0,t)
plotted vs scaled time at the critical isotherm, d=2 and
r=1. The broken striaght lines indicate the asymptotic
exponential behavior., The dash-dotted curves repre-
sent the (normalized) scaling function for the autocorrela-
tion function %4,(0,t). () &,,(0,#) plotted vs scaled time
ts=te®#* for d=3 and »=1., The points show Monte
Carlo results, obtained for a simple cubic 20x20x 20

system with periodic boundary conditions, using Eq. (2. 4).

ture of the relaxation functions &5 (0, ),
a0(0, )= &(t/ €| *usFlh| €| *0)— Ghoet/Tun ,

(5.17a)
ol rBc/Buu|¢|?BC
@30(0, t)_t-.—al - Eﬁ-_-(h| € |'8°)]"'BC Al‘u e,

: (5.17b)

Here Eq. (5.17Db) is related to the fact that all
terms of the moment expansion (cf. Sec. II) vanish
like |€l”Bc (or n7Bc/S, respectively) and this fact
determines the € or 7 dependence of ®,,(0, ¢) at
t=0. Of course, any methods based on moment ex-
pansions would be very unsatisfactory, since in the
scaling limit their radius of convergence is zero.
The fact that @£, does not depend on B alone, but
on C as well, has the consequence that the general-

5277
ized Ginzburg-Landau theory3
d( u(z
LaD_gr ey, (5.18)

where the functional F[z] need not be specified here,
is not correct even for ¢~ «: The asymptotic de-
cay depends on whether the initial state was pro-

. duced by a field (switched off at #=0) or by temper-

ature. Thus our present results cannot be described
by any equation of motion which depends only on the
magnetization at one time. Although the dynamics
are Markoffian for the probability distribution of

the spins [Eq. (2.2)] as well as for the cluster con-
centrations [Eq. (2.33)], it is basically non-Markof-
fian for the order parameter!

It is also important to note that the dynamic scal-
ing structure [Eq. (5. 17a)] which sometimes is de-
scribed as “there is only one characteristic fre-
quency (7',,,‘)'1 in the system, ” must not be misun-
derstood to conclude that x(w) is a simple Lorentzian
near T, [cf. Eq. (5.14)].

Finally, the structure of Eqs. (5.12), (5.16), and
(5.17) leads us to suggest the following approxima-
tion for ®;,(0, #) in the general case:

T(cy= )T (c; - by) e-eio
l"(cl - b1 - bz)r(cl)

(I’BC(O’ t) =

X oFy(by, by, ¢ ,e70701) | (5.19)
with g; =1+@2 - a)/A,,; c¢;=2a;+ (¥5e = 288)/8,,;
by=ay-p5/8,, if B=p and by=qa,~1/4,, if B=E;
bo=a;— B5/A,, if C=p and by=q, - 1/4,, if C=E.
Since in the two special cases treated here Ay =1,
Eq. (5.19) is then exact; in the general case it has
at least the correct structure of Eq. (5.17). The
dashed curves in Fig. 5 are based on Eq. (5.19),
and compared to the numerical evaluation of the
(exact) equation (4.17). It is seen that for T,, and
T,z the agreement is satisfactory. If higher
precision is desired for &z.(0, #), techniques for
the numerical solution of Eq. (5.9) must be used. "

C. Local and wave-vector-dependent relaxation functions

The extension of the eigenfunction expansions to
the response to local fields is simple, since we
only need to insert initial conditions f, based on Eq.
(4.23). In the case where the field % is switched
off at one site at =0, we have

fi=[1/V(=)] 17 %,
while in the case of a temperature change we have
fi=[1/ V()] 150 p(5 T/ T,) . (5. 20D)

Subsequently we get at the critical isotherm with
r=1 (see the Appendix),

(5.20a)
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‘I":u(t) =

V(o) (u% - (n)?) r(3+1/5)

while at the coexistence curve for d=4" the result is

l€1%Q(x) I'(y) R(»)eb
V) (15— (nY) Tl- a) exp( T

4, (0=

The results for &4 (f) and &%4,(¢) are similar.

1°Q() T(1-1/5) exp[—- ﬁ(‘*)ht(z +%ﬂ aFll(z +§ ,1 +l 3 +l

e-R(")ht) ,

5 ’ 5 ’ (5.213.)

3- a)) 2F1(5-2a-p85, 3-a-p5,4-a, e'i(”’ebt(‘“’z),

(5. 21b)

Of course, all these expressions are fully consistent with

dynamic scaling. Note that the initial slowing down of these autocorrelation functions is not critical, and

hence their scaling expressions [Eq. (5.21)] diverge as £ ‘4sc"

A . . N
A%Bc’ for small times. An example is given

by the dash-dotted curve in Fig. 7. Equation (5.19) can be used also for the autocorrelation function

&4,(2), if b, is replaced by bf

=b +(2~ a)/s,,, but b, and ¢, remain unchanged.

The calculation of the g-dependent relaxation function is somewhat more involved (see the Appendix). At
the coexistence curve for d=4" we use Eq. (3.13) to obtain

820G, 0= exp (- RO er(3- a) —ua——zfg b

with

- hed 2m T s
?uula, ?) Z ( ) Lln+f8:1) JF1(8=—a—P5—m, 83— a—@5,4~— a, e bRt/ @OF)

T(m+1)

m=0

(5. 22a)

(5.22Db)

Of course, the m =0 terms in this expansion gives just the relaxation function &, (0, #) obtained previously

[Eq. (5.16)].

D. Relaxation at the critical point

If the state to which the system relaxes is the
critical point (=0, €=0), Egqs. (5.11b) and (5.15a)
are replaced by (r=1)

LYy 1> LA TR
l;lf—— <1+6 +R(°°) Ye=0 (5.23a)
which yields Bessel functions
Yo 11720y, {200/ R(=)]V/% (5.23b)

the eigenvalue spectrum being continuous (A >0).
As an example we give the relaxation functions
after a switching off of the field,

[R(=)t] /0

®,,(00,8)=- G T -1/5)T2+1/5)
1 1 1
><2F1<1, 52 2%5 "((s_h)_'}i(:ﬁ) , (5.242)

[R()f] /8811701 (1 1+ 1/85)
(6R)T1751785T (1 /85 ~ 1/5)T(2 +1/5)

®5,(0,8)=

1

- ahR(w)t) ’

(5. 24b)

As expected, the asymptotic decay is nonexpo-

nential, since for {-« the ,F, functions in Eq.
(5. 24) approachunity [for more details on the deri-
vation of Eq. (5.24), see the Appendix]. This ex-
ponential decay can also be interpreted in terms of

<ol g2

&, 5(q, ) and ®5,(q, #) can be obtained similarly.

|
the dynamic scaling hypothesis, which we rewrite
at the critical point as

®,,(0,8) = u@))/{ut=0))

=&, ([ n(z=0))]2uu8) , (5.25a)
&5,(0, t)=E,(¢)/E,0)
= &g, (t{E,(t=0)]*un/1" ), (5. 25b)

where E, is the “critical part” of the energy [E,
=E-E(t=»)]. It is reasonable to require that the
asymptotic decay of {u(#)) or E,(¢) should be inde-
pendent of the initial state { u(¢=0)) or E,(¢=0),
which gives a £™8/%uu or ¢~ ¥ /%uu decay, respec-
tively. Equations (5.23) and (5. 24) are a special
case where &, , =35, since »=1. The same asymp-
totic power-law behavior is also found from the -
generalized Ginzburg-Landau theory. Of course,
these results are consistent with our previous find-
ings, since Eqs. (5.11b) or (5.15b) imply that the
distance between any two consecutive eigenvalues
Agsa—Axg—~0as 2—-0 or €~0, respectively.

The fact that the change of the field 6% shows up
in the relaxation functions [Eq. (5.24)], for arbi-
trarily small 64, shows that linear-response theory
breaks down right at 7,. Of course, one can give
a simple interpretation for this nonexponential de-
cay in terms of our cluster picture: very large
clusters always relax extremely slowly. However,
only away from the critieal point this does not
matter since then clusters with /> /, have an ex-
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ponentially small concentration, and thus do not
contribute to the relaxation of the magnetization,
energy, etc., significantly.

VL. RELAXATION FAR FROM THERMAL EQUILIBRIUM

A. Nonlinear relaxation in one-phase region

Here we consider the relaxation after a change
of the field (AH) or temperature (A7), respectively,
which is not infinitesimally small. We consider the

limit

LsAH/kgT,~0, AT/T,~0, (6.1a)
but

AR_AH_

h - H =C1,

A =86
e A ‘1 - 1 l =Cz,
kBTc Tc

(8. 1b)l

CRME/D 5= A/ p)" By (2+1/6 = m, 1+1/5,3+1/5, &R M)

- 5279

ﬂ <IJ' H)-I/BG

Tc .kETc =C3,
AT |, T|T
Tc —Tc =Cq,

where the c; are constants of order unity. In our
previous treatment, the assumption c¢;~ 0 was in-
voked, necessary for linear response. From Eq.
(2.24) it is seen that the terms nonlinear in gorAS
are important for small !’ only. However, as long
as Eq. (6.1a) is valid, we still have the boundary
condition g,(¢)~ 0 when I~ 0, and hence the nonlin-
ear terms make still a negligible contribution;
thus Eq. (2.33) remains valid in the scaling limit
defined by Eq. (6.1), which only requires that both
the initial and the final state be within the critical
region.

Straightforward extension of the eigenfunction-
expansion method of Sec. V gives, for instance, if
the final state is at the critical isotherm and »=1,

2,70, )=

[For the derivation and other functions ®37 (0, #),
etc., see the Appendix.] In the linear-response
regime Ah/h<<1, the m=1 terms in the summa-
tions are sufficient, and this yields Eq. (5.12a), of
course. Equation (5.2) is consistent with the exten-
sion of the dynamic scaling hypothesis to nonequi-
librium phenomena

2,7, 1)
=824 (n] €| 20, anle|#, G €|, t]e|2en), (6.3)

which was suggested on the basis of Monte Carlo
results, %6

- - 1/2 = (A vy /2+38/2) / (r+8=1)
SN

gs)) \gs

Xexp[— (.),+B__ 1) (b/ﬁé)(y+8)/(1+5-l)(— he'ﬁb)-l/(ﬂ-ﬁ-l)] ,

which has the scaling structure

J=€'J(he?®), j=A,, +2-a. (6. 4b)

Contrary to the usual situation in nucleation the-
ory, '2 where unknown prefactors make quantitative
predictions difficult, we are thus able to express J
entirely in terms of (static and dynamic) equilibrium

2t (BR/R)" 3 Fy(2+1/6-m,1+1/6,3+1/5, 1)

(6.2)

B. Relaxation across phase-boundary-nucleation processes

If we perform the change AH such that H=H(#< 0)
+O8H<0, but H(#<0)>0 and consider temperatures
T<T,, the relaxation corresponds to a discontinu-
ous phase transition across the coexistence curve,
where the order parameter changes its sign. Now
£;#0 for small /, and our previous treatment be-
comes invalid.

However, in nucleation theory'?!%8 it is argued
that it is most important to study the initial stages
of these processes, where still g, 0. In fact, one
considers a (fictitious) steady-state solution of Eq.
(2. 33) with the boundary condition g; ~ 0 when -0
and a nonzero cluster current, the “nucleation
rate” J.'% A derivation very similar to Refs. 15
and 62 yields

€A‘“‘+2' a(_ he—'ﬂﬁ)(A“u+2 =a=1/2)/(r+8-1)

(6.4a)

properties, and in particular the scaling power j

is determined unambiguously. Since the nucleation
rate gives the number of “critigal clusters” with
size I* formed per unit time, % and the number of
clusters is related to the free energy [Eq. (3.1)]
which has the exponent 2 - ¢, the result for j in

Eq. (5.4b) has a very simple and physically obvious
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interpretation: The same critical slowing down
which applies to equilibrium fluctuations also ap-
plies to the nucleation rate. Note that Eq. (5.4b)

is a consequence of our general formulation [Egs.
(2.33), (2.35), and (3. 3)] already, while the specif-
ic factors appearing in Eq. (5.4a) are based on the
Fisher cluster model® [Eq. (3.6)]. Even within the
framework of this model, Eq. (5.4a) is valid for
h—0, —he®%20.1 only. In the limit #—~0, the
critical cluster size ultimately becomes very much
larger than /,, and then geometrical relations apply
to the cluster properties (cf. Fig. 4) which give
asymptotically a relation

J « exp[ - const(— €% @D] | (6.5)

consistent with conventional nucleation theory.
For d=2, 3, the exponents of 7 in the exponential
in Eq. (5.4a) are only slightly different from this
geometric prediction.

A calculation of the nonequilibrium relaxation
function which takes the nonlinearity of Eq. (2.24)
approximately into account can be obtained as fol-
lows.!® We disregard any time dependence of the
nucleation rate J except for the fact that due to the
growth of the nuclei to macroscopic domains the
fraction X(¢) of the stable phase is increasing, and
new nuclei originate only from the unstable phase.
Thus the change dX at time ¢ due to Jd¢' nuclei per

unit volume originating at time ¢’ is
dX=(1-X)V(t, t)Jdt', (6. 6)

where V(¢ t') is the volume of a domain at time ¢,
which grew from a critical nucleus originated at
time #. Calculating V(¢ ¢') we note that growth of
the volume is caused by reactions within the sur-
face region £V11/¢ of the volume only, and we have
to use the reaction rate per spin in the region

> [, (see Fig. 4), i.e.,

dV=const(R, /1) (- ) (¢ V) g¢
=I§(— h)EAuu-ms)ngua dt, (6. 7a)
where R is a constant of order unity, and obtain
Vit t') = Vs = VI, t)
~[dR E€wu (= p) (1~ t)]F, (6.7b)
and finally from Eqgs. (6.4b), (6.6), and (6.7b),

we get the further dynamic scaling results!®-82
X(#) =1 — exp[ - (1e»+/15)*], (6. 8a)
T ___{[ 1/(d+1)] (dﬁ g)a(_ h€~86)dj}-1/(d+1) .
(6. 8b)

Note that here we derive the scaling properties
rather than assuming them; while the functions
given by Eq. (6. 8) are based on very simplified
assumptions [Egqs. (6.6) and (6.7a)], the scaling
property is more general and in good agreemen
with computer experiments. 18 '
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VII. CONCLUSIONS

In this paper we attempted to give a detailed ac-
count of the critical dynamics of kinetic Ising models
without conservation laws. We list the main stages
of our derivation in the following.

(i) The basic statement of our theory is the clus-
ter reaction and diffusion equation (2. 33), which
we derive from the Ising-model master equation but
which can be of more general validity: Although
we start from a “contour description” of clusters
(Fig. 1), we do not make any specific use of this
very restrictive description. In fact, whatever the
precise definition of clusters may be, the equation
for the cluster concentrations z,(f) will always be
Eq. (2.21), o being suitably defined other cluster
coordinates. Near T,, only very large clusters
are important, and since we also consider the dy-
namics on a coarse-grained time scale only, the
factorization approximation Eq. (2.22b) seems well
justified, in particular since it is still consistent
with the exact static correlations (Sec. III), in con-
trast to the factorization approximation of mean-
field theory.

(ii) While our treatment also constitutes the gen-
eralization of the static Fisher cluster model® to
dynamic critical phenomena, we also give a far
more general formulation [Eqs. (3.1)-(3.5)]. The
various specific cluster models considered previ-
ously in the literature are special cases of this
description, which is still consistent with the exact
static correlation functions and equation of state.
The main feature of this description is that two kinds
of clusters (», and »¥) are introduced, for order
parameter and energy fluctuations, 8 which happen
to coincide in the Fisher model. However, since
fluctuations of f(x) - {u) of different sign (see Fig.
4) add up in »; but are subtracted in n;, the Fisher
model is not extremely accurate, although it was
shown to be a reasonable approximation at not too
high temperatures by Monte Carlo methods. 154347
Both the analysis of the cluster percolation prob-
lem*® and the present results on local response (Sec.
IV B) clearly show that for higher-dimensional sys-
tems any “contour description” of clusters is inade-
quate and a “fluctuation description” must be used
[Fig. 4, Eq. (3.5)].

(iii) Relaxation times consistent with dynamic
scaling are found to result from a power-law as-
sumption for the cluster reaction rate [Eq. (2.35)].
The symmetry (5 u63C(¢) ) = (535 u(f) ) implies that
the dynamics of the magnetization clusters », and
the energy clusters 7 are closely related, there-
fore no second power law for R} is needed. While
we are able to understand the rough magnitude of
the exponent ¥ (»=1), we are unable to calculate its
precise value. Inthis respect, our method is clearly
inferior to the renormalization-group approach, & %8
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FIG. 8. Normalized frequency-dependent susceptibility

Xpu(w) plotted vs scaled frequency, and the correspond-
ing autocorrelation function X4, (w). The dashed curve is
the Lorentzian with the same curvature at w=0, This
calculation refers to d=3 and »=1, Note that in experi-
ments one would approximate these functions by Lorentz-
ians with the same half-width instead of the same curva-
ture, making the deviations more difficult to be detected.

This method as well as our present method are based
on the same scaling and universality ideas, but

our method makes no attempt to calculate critical
exponents. On the other hand, we are able to ob-
tain detailed numerical predictions for the linear-
and nonlinear-response functions in two and three
dimensions, and our method works easily also below
T, and in nonzero magnetic field.

(iv) Specifically, we obtain the exponents &,
=A,p=0pp=(2-7)B6 if ¥<1+1/5, while otherwise
the conventional theory (&, , =v) holds. Here we
have to use the behavior of the initial slowing down,
which also implies the validity of the inequality®
A, ,> vy within our model, but we do not require &,
=y as has been inferred’ from the mode-mode cou-
pling theories. In contrast to the numerical calcu-
lations®®?" our method does not make use of any
specific choice for the transition probability, and
thus we get “universal” behavior also with respect
to dynamic quantities [i.e., different systems have
the same relaxation functions & apart from scale
factors for the time, for (7,- 7)/T,, for the mag-
netic field and (perhaps) the wavevector]. It is
important to note that Egs. (2.33), (2.35), and
(3.3) may represent far more realistic systems
than the kinetic Ising model as well. Of course,
phenomenological derivations of these equations for
other systems would be desirable.

(v) In Sec. V, we give some exact solutions for
the model constituted by Egs. (2.33), (2.35), and
(3.6), which is well defined below 7T, and exhibits
nonlinear critical phenomena. We obtain the eigen-
frequency spectrum and relaxation functions explic-
itly. We show that the dynamic susceptibility does
not become a single Lorentzian even for wave vec-
tor - 0. Inprinciple, this deviation from Lo-
rentzian line shape should be detectable in experi-
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ments. It has been suggested® that the critical be-
havior of uniaxial antiferromagnets such as FeF, is
well represented by the model considered here,

but neither the existing inelastic-neutron-scattering
data® nor the NMR data® allow an accurate analysis
of the line shape. Further experiments would be
valuable. The numerical magnitude of the predicted
deviations from Lorentzian shape are rather small,
however (Fig. 8).

(vi) One of the main advantages of our treatment
is that the generalization to the relaxation far from
equilibrium is fairly straightforward. If both the
initial and final state are on the same side of the
coexistence curve, the nonlinear relaxation is still
represented exactly in terms of the linear Eq.

(2. 33) in the scaling limit. In the case where the
initial and final state are on different sides of the
coexistence curve we are able to derive nucleation
theory and give the scaling result for the nucleation
rate, without any ambiguity with regard to its pre-
factor. Also, the extension of dynamic scaling to
phenomena far from equilibrium?® is confirmed.

Of course, in the same way as the static-cluster
model represents a physical “explanation” of static
scaling, ¥ our treatment represents a physical
“explanation” of dynamic scaling. But clearly all
these results would be far more useful if they
could be extended to cases where the order param-
eter has more than one component, which may be
not straightforward. *°
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Note added. By numerical evaluation of the dif-
ferential equation (2.31) it has been shown [R.
Kretschmer, D. Stauffer, and K. Binder (unpub-
lished)] that the scaled relaxation functions obtained
here are changed only slightly if other values of »
are used than are used here in the exactly soluble
cases, or if other static droplet models are used,
as, e.g., the model of Reatto and Rastelli.*® In
addition, it has been shown there that in the case
of extremely nonlinear response (e.g., Ah/h— — )
critical exponents occur which are different from
A, ., and which agree with those found by Z. Racz
(unpublished) and M. E. Fisher and Z. Racz (un-
published). The latter fact is seen most simply
from Eq. (6.2), where for - the numerator ap-
proaches (&4/h)/(1 ~ Anr/h), which becomes ~1 in
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the limit of extremely nonlinear response.

APPENDIX: DERIVATION OF THE EIGENFUNCTION
EXPANSIONS

The hypergeometric differential equation (5.11a)
is considered first. It has two independent solu-
tions, 80:67

T, (Fy(= 2, /R(=)h, -1-1/5, 2) , (Ala)
Wy 220 Ry (2+1/5 = 2 /R(=)h, 3+1/8, 2)
(Alb)
but we have to discard the first because of the
boundary condition at x =0 [Eq. (5.1)]. We note

from the series expansion of the general hypergeo-
metric function

F(by, by, ... y Cuy 2)

5y (b)) () 2" (a2)
m=l (Cllm Cz) : (cu)m m!

where (b),, = T(b+m)/T(b), that F, behaves like ¢*

for large z, thus violating the boundary condition

at large z. Similar to the treatment of bound states

in quantum mechanics, it must be required that the

series Eq. (A2) truncates to a polynomial. This

happens if the first argument of ,F; in Eq. (Alb) is

a negative integer, and thus one gets Eq. (5.11b).

The time-dependent cluster concentrations are then

’bwcl’cz""
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given by
gz(t)=>: cx ¥y (2)e ™!
k=0
=Z ckza"l/ﬁLf*l/ﬁ(z)e"k’ , (A3a)
k=0

where the expansion coefficients ¢, are [¢,
< (¥, 1@ cf. Egs. (5.6) and (5.7)]

E1Q()

T p )y O e az . )

Cp =
We first consider a uniform change of the field,

nfAt— nhl Ahl
fx((-i.) = h =e -1
1

— [AR\" ™
_ (AR/R) —_ =
e '-1~m§=lﬁ<h) = (A4)
From the relation®®
© ¢ r 1
SO =1L (2) dz = ‘kcf ) (5, ), , (A5)

it then follows that

ckzr—(?:%:%m ; (éh_h>’" <2 +%—- m)k . (A6)

If a uniform temperature change is performed, we
have similarly

T+AT T
£.@) M nT_ My _ AT /Tt /B8 _ 4 exp <b éTI h-lleazlltzo)_ 1, (A7)
1 c
and thus
-1/86 (1+m/[36)( 1 m
Cp = F(3+1/6+k)2< e} ) TUam) 2+ 5), - (A8)

In order to calculate AM(0, t) and AE(0, #) [cf. Eq. (5.6)], we also need

) =112q) | o710 de /oG LR (a02)
/6= - - 2+1/6-1/p85)
0 z + [+ e Y A FEVR
<l1/55\\1, y=pl*/6 I/BGQ( )bg 1/86 , Lz 1/5(2) dz=nt )/eoQ( )b T+ 1/50)5! (A9b)
From Eqs. (A9) and (A6), we then find, rearranging terms,
_ h%4() 5 (oo 1 3 AR\" S~ (2+1/6 - m) p(1+1/3), -thR(w)h
M(0, t)—r(3+1/6) exp[— thR( )(2+5>];(h > Z k,(3+1/5 (A10a)

which leads to Eqs. (6.2) and (5.12a), noticing that the inner sum can be rewritten as a ,F, function [Eq.

(a2)].

q>Ae(0 t) e-thR(w)(2+1/5) Ae

In the same way one finds that

)/ 93°00) ,
with

T(1) T'(1+m)

]

S~ (AR\" 1 11 1
ng(t):;;<7> 2F1<2+g—m,2+g—zgg,3+g,

and

g5’

e-thR(”)) y

1 5 1
_I/Bo)m _(_L”}_/_B_) 2F1 (2 +g__

(A10Db)
WL , 3+%, e‘”"s‘“’)> ,

(A10c)

(A10d)
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= AT . T'(1+m/B5) ( 1 m 1 oo thE )
AT (5 _ 1/88) 1\l +m/FB) 1 m 1 -thR(=)

) ;( = ) T (2755 2% 65,3+ . (A10e)
From Egs. (A10b)-(A10e) we get Egs. (5.12b)-(5.12d), if we take the m =1 terms only and use the rela-
tion®0%7

zFl(bn by, c1,1)= r(cl)r(cl - b - bz)/r(c1 - b1)r(01 -~ bz) . (A11)

Treating local changes in linear response, we replace Eqs. (A4) and (A7) by Eq. (5.20) and find

1 RV r1-1/s)@2+2/5),

V() T(3+1/6+k) ’ (A12a)

== (170w, Y =6R

= v<oo)

and

6T b <l1/35--1/51\pk>_6T b h1+1/o-1/sar(1/55‘1/5)3+2/5"1/55)k ) (A12D)

=T, Viw) T, V(o) T(3+1/6+%)

We then find Eq. (5.21a) and the analogous expressions

. B e/ 5-1/BGQ-<oo)b/Tc r(/ps-1/5) o 1
@0 = ) 1, DR 0) - 18] TB+1/0) exp[' K W(“s)]

2 1 1 1 T
><zF1<3+g—§g, 145,345, e ’“) , (A13a)
and

W28 (0)p/T,  T(1/86-1/5) 5 (oo 1
o= e P F e | (e )]

2 1 1 1 “R(w
X2F1<3+E—E, 2+ g 'ﬁ% 3+‘—, e R )ht) : (A13b)
In order to discuss the behavior of the relaxation functions at large times, one has to take the =0 expansion
coefficient [i.e., ,F;(b;, by, ¢, 0)=1]. For discussing the behavior at short times, it is convenient to use
the relation

( )F(CL bl—bz)
( —bl)r(6‘1“b)2

T(c)T(by+by— 1)
T'(5,)T (b5)
From this relation we obtain Eq. (5.13), and the corresponding results for the autocorrelation functions.

The dynamic susceptibilities are obtained from the relaxation functions Eq. (5.12) by termwise integra-
tion

zFl(bubz,CuZ): Fy(by, by, by +bp= 1 +1,1 = 2)

+ (1 - Z)cl-bl-bz gFl(Cl - b17 - bz, Cc— bl - b2+1, 1- Z) . (A14)

SO GREMEAID B (b By, ¢y, & tBOM) gt gy Z (?ézk(zzv)h w+R(°°)2(2+1/5+k)
:8F2<”1’”2’2+1/5+ﬁfz>h’3*%*Rf:)h’ ) iw+<2+11/a)é(w)h’
and thus the coefficients c2€ in Eq. (5. 14) are (A15)
R 5, .
- <1+1/6>;si;;{;6;:/56 T S
e 5t

The expansion coefficients of x4 (w) and xpc(w) at the coexistence curve d=4" can be obtained analogously,
but will not be reproduced here.

Since Eq. (5.15a) has the same structure as Eq. (5.11a), the calculation is rather similar. But note
that z has now a different meaning, and hence Eq. (A4) is replaced by
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@)=t 1= exp<(_bA_€h?g 288 _ 1> :g ((IJAT};“Y 57;—6 , (A17a)
while Eq. (A7a) is replaced by

f,(&)=exp(b % z”“) 1=¢AT/eToz _ 1= Z (ET)M —5;, . (A17b)
From Egs. (A2), (A3), (A5), and (A17), we then obtain after some algebra

®5°(0, £) = exp (—%}}9 €(3- oz)) %%%)) , (A18a)
with

@4H (1) —; (UK Ba) ”11*:”‘3)5) oFy (148, 3= a— mBo, 4 — a, g tLR(0e/ 607 (A18b)

303 (Geyr) i r) (2= 0,3 a= mh, 4~ a, O w0 (4180

eaT (0= ; (—ﬁ%) P18 = a=m,1+8,4- a, ¢ tDE=e/G0%) (A184)
and

¢%T(t)=g<§—%>m Fi18=-a-m2-0a,4- q, e't“”s(‘)‘/(”)z]) . (A18e)

The linear response contribution of Eq. (A18a), i.e., the terms with m> 1, reduce to Eq. (5.16), if one
uses Eq. (All1).

Next, we turn to the wave-vector-dependent linear response for d=4". Instead of Eq. (A17) we have to
use Eq. (3.13),

-> ©

1@ =onl Ql{)eXp[ ll/ﬁé(%o)zb} (be)“ Q(°° Z; ;Tu(i"o> ’ (A19)

which leads to Eq. (5.22).
Then we discuss the eigenfunction expansions in the case of Eq. (5.23a). Using the Hankel integral for-
mula

6e)= | asslraIClolyay, (a20)

C(y) =S: Joe1/5(¥2)G(2)2 dz , (A21)

we find for G(z) with z=1'/% [cf. Eq. (5.23b)] that
G(z) :fz(a)/lhuz@: [71-1/28( oM _ 1) =z'2'”°(e5"‘2 -1). (A22)
From Egs. (5.2a), (5.23b), and (A20)-(A22), we first obtain

&)= gﬂ dyye"s‘”””z“Jz+1/6(yl”2)SO Tpe1 ol 92)271 1 8t _ 1) gz | (A23a)
which by expansion of %% reduces to
~ 1 I e . 1 l )
g, ) =— T(3+1/5) <R’(oo) ) Z (8RR ()8)™  Fy <k+2+ 3+6 = B) (A23Db)
|
Using

@, (0, t)=S0 [t/8o-2-1/0 (t)dl/go 1/8%21/8 & (0) g7

3,,(0, t)=S AT A1) dl/g ri-t/tg (0)dl
0 0 one obtains Eq. (5.24). Discussing the asymptotic
and properties of Eq. (5.24) it is convenient to use one
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more relation for the ,F; functions®’
ZFl(bU bz, C1y Z)
= (1= 2)™,F(by, ¢, - by, ¢4, z/(z=1)) . (A24)

Finally we consider the treatment of the diffu-
sive term in Eq. (2. 33) using perturbation theory;
this serves as a consistency check to our treatment
in Sec. IV, where we argued that this contribution
is negligible. Writing

g;(§’ l‘)=G,@ t)eia. x »

we have to solve the equation

8G,(d, t
26680 16,6, - *el®, /PG, D

(A25)
or the corresponding eigenvalue problem, writing
GG, )= 1, @)e ™
L\I/k(a) - azqzc(R, /lz)Wk(a)n,

+ M@‘I’h@nz =0

Analogously to standard perturbation theory, 5 we
get

(A25a)

M(@) =2, + PP (8, |(R, /)L, ) + O(gh) (A26a)
| 9,(@)= |¥,)+qPd’c
W, 1) (¥l (R, /BB)¥,) "
X;ﬂ R —h)\l 1 R +O(q),
(A26b)

where the ), and |¥,) are the (unperturbed) eigen-

values and eigenfunctions of our previous treatment.

Evaluation of the matrix elements in Eq. (A16b)
shows then that

(@) =2, [1 + constla®g)] ,

i. e., one obtains only irrelevant corrections in the
scaling limit. A similar treatment applies to the
last term of Eq. (2.25) also.

- lowest eigenvalue .
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As a last point, we derive lower bounds on the
We consider the problem
[cf. Egs. (5.1) and (5. 2b)]

Ly, ()= 7 (R,n, i ,,(l)):— (D), (A27a)

with the boundary conditions

¥,(0)=0, ln,\IJﬁ(l)—l:jO. (A27b)

For this eigenvalue problem we can make use of

the theorem®’
29> min o () )
¢(l): - Ly/nty )

where y is any function which satisfies the boundary
conditions [Eq. (A27b)] and does not change sign.
A suitable trial function y is

y=lA(eBl+Cl”B°) ,
0<A< (Auu +2 - Ol)/BG )
=3h, C=%be,

0<<o
(A28)

(A29)

which gives

mw@ww%Nth- = C

j1/8543_ - A+1/&§

Cll/ﬂﬁ 1/86
(A+Bl+ % > Bl - (BG)Z ]

From Eq. (A30) it is seen that X is larger than a
constant, if either € #0 or ##0 (or both), and if
A,,<2, because then we have ¢(7)>0 and

lim ¢ (1) =1lim ¢ (1) =

1-0 I+

(A30)

This consideration shows that the decay is exponen-
tial for large times in all cases of interest if the
eigenfunctions can be normalized (apart from the
decay at T, where €=0 and 2 =0).
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