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Resonant exciton nonlinearities with syatial dLsyersion
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(Received 8 May 1975)

We have measured, using a tunable laser, the resonant second-harmonic generation produced by excitons in
CdS and ZnO. We find that spatial-dispersion effects are very important in the harmonic generation, and that
only by including them canthe data be properly understood. A comparison of the magnitude and sign of the
exciton nonlinear coefficient determined from our measurements is found to be in good agreement with
theory.

I. INTRODUCTION

For frequencies near the exciton resonance, the
large and interesting effects of spatial dispersion
on the linear optical properties are well known
and have been studied extensively. ' ' In contrast,
significant effects of the exciton spatial dispersion
on the nonlinear optical properties have not been
clearly demonstrated. For this reason we have
performed resonant second-harmonic generation
experiments on CdS since the excitons in this crys-
tal are known to be strongly affected by spatial
dispersion, "' and further, all the relevant linear
exciton parameters are extremely well charac-
terized. "'

Resonant excitonic nonlinearities in CuC1 and
Zno were previously investigated in a very nice
series of experiments, "but since the Bohr radii
for excitons in these materials are small, spatial-
dispersion effects are expected to be small. '' In
fact, a good fit to the CuCl second-harmonic gen-
eration data" was possible using a classical ex-
pression which completely neglected spatial dis-
persion. However, the Bohr radius for excitons
in'' CdS is four times larger than that for CuCl. '

Another factor which prompted our measure-
ment of Cd/ is that it has a positive' second-har-
monic coefficient d», &0, whereas both CuCl and

ZnO have negative" coefficients, i.e., d», (CuCl) & 0
and d», (ZnO) &0. A previous theoretical treat-
ment" for the exciton contribution to d; f Q was suc-
cessful in calculating the selection rules, magni-
tude, and absolute sign for CuCl and ZnO, and it
was suggested" that a strong test of the predictions
of this theory would be the measurement of a crys-
tal possessing a positive d;» such as Cds.

II. EXPERIMENTAL

A schematic diagram of the experimental ap-
paratus is shown in Fig. 1. The tunable fundamen-
tal frequency (near A -1 pm) was generated by a
Chromatix laser which pumps a parametric oscil-
lator, whose output was tuned so that the second-
harmonic frequency generated in the accentric
crystal (e.g. , CdS or ZnO) was swept through the
exciton resonance. The parametric oscillator had
a linewidth of -1 cm ' at the fundamental (i.e. ,
-0.25 A at the harmonic) and an absolute wavelength
calibration with an uncertainty of + 5 A. However,
the relative wavelength scale for a sweep across
the exciton resonance was at least an order of
magnitude more accurate. The amplitude stability
of the oscillator which was operated at 50 pulses/
sec was +20%. Because of the large resonant
changes (-10') in the generated harmonic power,
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FIG. 1. Schematic of the
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the measurement of reso-
nant exciton second-harmon-
ic generation.

CHART
RECORDER

BOXCAR
IN TKSRATOR

4512



RESONANT EXCITON NONLINEARITIES KITH SPATIAJ . . . 4513

a logarithmic amplifier was used before the box-
car integrator. At the very smallest signal levels
( -10 ' of the phase-matched harmonic peak) the
nonlogarithmic response of the amplifier was cor-
rected for.

In these experiments, it was necessary to cool
the crystals, and therefore they were mounted on
the cold finger of a helium Dewar (resulting in a
sample temperature of -10'K). The two CdS crys-
tals were platelets (1'I and 25 arm thick) with the
hexagonal c axis in the plane of the samples.
Microscopic examination of the as-grown crystals
revealed regions that were highly perfect on the
surface and throughout the volume. The measured
linear ref lectivity as a function of wavelength was
identical to that reported in the literature" ' with
the usual anomalous spikes due to spatial disper-
sion. This further demonstrates the quality and
perfection of these crystals.

In the case of CdS the oscillator output was fo-
cused into the sample with a 2.5-cm focal length
lens, and the generated harmonic collected with
a 7.5-cm focal length lens. For ZnO these two
lenses were 7.5 and 25 cm, respectively. In both
cases a 2-cm path length of CuSO, saturated in
water was used to help eliminate the fundamental
from the detector system. In order to cut down
on the two-photon-induced fluorescence from ZnO,
the detector and associated filters were placed
about 120 cm from the sample.

Some of the experimental data for the second-
harmonic power generated as the harmonic was
swept through the exciton resonance are shown
in Figs. 2-4. The data for CdS show the Maker
fringe oscillations" as the frequency increases
toward the exciton resonance eo. This is a result
of the rapidly increasing refractive index at the
harmonic frequency as e, is approached. Note
that owing to the increasing absorption, the am-
plitude of the fringes decreases and they disap-
pear altogether -10A below the CdS A- and B-
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FIG. 3. Experimental second-harmonic power as a
function of harmonic wavelength for the Cds 43~ co-
efficient.
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exciton resonances. Owing to the large absorption
in ZnO the Maker fringes only appear far away
from the exciton resonance frequency. Although
Haueisen and Mahr' studied ZnO previously, they
did not investigate the A exciton [shown in Fig. 4j,
apparently because they thought this exciton was
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FIG. 2. Experimental second-harmonic power as a
function of harmonic wavelength for the CdS d~& coeffic-
ient. Maker fringes are clearly evident as is the large
resonant exciton nonlinearity near 4640 A.
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FIG. 4. Experimental second-harmonic power as a
function of harmonic wavelength for the ZnO df g
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efficient. Large peak at 3667 A is due to phasematohing.
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forbidden by symmetry. The large peaks in the
harmonic intensity shown in Figs. 2-4 are due to
the phase matching of the nonlinear process as the
linear index changes rapidly near the exciton reso-
nance.

III. SELECTION RULES

By properly adjusting the polarizer and analyzer,
the harmonic generated by each of the exciton non-
linear coefficients d &~ was investigated, and the
results showing which nonlinearities were observed
experimentally are given in Table I. The expected
selection rules are determined from"

diya ~ &~i dryer ~

where n;& is the linear exciton polarizability for
light polarized along the i principal axis, and d&, ,
is the usual electronic nonlinear coefficient. Thus,
the first requirement" for the existence of d,'~„
is that d &„&0, i.e., the exciton nonlinear coef-
ficient must satisfy all the usual crystal symmetry
requirements, Thus, for example, d, ,",=0 for CdS
and ZnO which have the wurtzite structure. In

addition, the linear exciton polarizability o.;; (i.e.,
the exciton oscillator strength) must not vanish"
for light polarized in the direction expected for the
second-harmonic polarization. As an example,
consider the A exciton in CdS. The coefficient d, ]3
is allowed but d», is forbidden, since the A-exci-
ton oscillator strength is polarized perpendicular
to the c axis. Thus, this selection rule (d», 0 0
but d», = 0), of course, strongly violates Kleinman
symmetry, ' ' "which might have been expected
owing to the close proximity of a resonance. "'"
As shown in Table I, the expected selection rules
for CdS and ZnO are obeyed except perhaps for
the ZnO C exciton, near which little structure is
observed.

It should be noted in this regard that even though

a nonlinear coefficient d,"A, is allowed, it is pos-
sible that little or no structure will be evident
near the phase-matching frequency. This can oc-
cur if the position of the minimum in the generated
harmonic power (due to the destructive interfer-
ence between d,"~, and d,'~, ) is so close to the
phase-matched harmonic peak that the damping is
large enough to wash out any sharp structure.
This is in fact the case for the C exciton in ZnO
since neither our measurements nor those of
Haueisen and Mahr revealed any strong structure
near this resonance.

IV. CLASSlCAL ANALYSIS

In this section we neglect spatial dispersion and
treat the harmonic production completely clas-

TABLE I. Comparison of experimentally observed
resona. nt exciton contributions to a particular nonlinear
coefficient d&», and those expected from the selection
rule Eq. (1).

Crystal Exciton Coefficient (observed)
Selection

rule

d i13 (Yes) Allowed

(No)

(No)

Forbidden

Forbidden

ZnO

dii3 (Yes) Allowed

(Yes) Allowed

(Yes) Allowed

(Yes) Allowed

ZnO

ZnO

ZnO

Zno

ZnO C

d333

ii3

d3ii

(No)

(No)

(No)

(No)

(No)

Forbidden

Forbidden

Forbidden

Allowed

Allowed

sically" to illustrate the importance of the spa-
tial dispersion on the harmonic generation process
in CdS. The linear frequency-dependent optical
dielectric constant e(e) =N(&u)' [where n(&o) is the
index of refraction] is simply given by

f(((QJ) = t ( +4ÃQ(i (do/((do —(8 —EQUI ) i

where c is the background dielectric constant,
i.e., the value which would be appropriate if the
exciton polarizability n were zero, cu, is the ex-
citon resonant frequency, and F is the damping
constant. For CdS the values for these classical
parameters are well known from measurements
of the ref lectivity spectra"'' and are, for the A
exciton,

(uo =2.5528 eV, c„„=8.1,
4@e„„=9.4 &10, F = 1.0&10 eV,

while for the & exciton these parameters are

~, =2.5679 eV, e„'„=e'„=8.1,
41TQ~g 4lTClzg 5 6 & 10 F:1 0 ~ 10

Thus, using e(&u) =[n(e)]', where the classical
complex refractive index is given by n(e) = n(&u)

+in(~), the frequency-dependent values for the
real and imaginary parts of the refractive index
are readily obtained from Eq. (2).

The classical frequency dispersion of the non-
linear susceptibility at +~ =2+~ is given by an
expression similar to Eq. (2), namely'
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chal~(we) =dh~~+df»ao/(uP, —e„'-se„l), (5)

where d&'&~ is the background electronic nonlinear
coefficient, and where 4&'» is the exciton contribu-
tion.

Having expressions for the linear and nonlinear
susceptibilities we can now calculate the frequency
dependence of the second-harmonic intensity

6y 12
shg y

I d'g g(Ag) I

In(~„) —n(u&~) I'I7z(e„) +11' '

where we have used the fact that near the reso-
nance the absorption constant n„.b, is so large that
o,b, t»1, (where t is the crystal thickness}. Since
the only unknown in Eq. (6} is d~'~„(contained in

d&»), it can be readily determined by a fit to our
second-harmonic resonance measurements. The
best fit using the known linear parameters already
mentioned above is obtained with

d,;,",/d;,', =+1.7x10 ',
as shown in Fig. 5. The agreement with experi-
ment is poor. The classical calculation predicts
the harmonic generation at the phase-matching
peak (X = 4821 A) to be a factor of -25 too low.

V. SPATIAL DISPERSION

A. Linear effects

Q = 1 —(d /QPz —5 I 4p/GPSS,

p, =tB+c A /kQP,0

(10)

where 0 and p are the dimensionless frequency
and mass, respectively.

By solving the optical ref lectivity problem using
the exciton "dead layer" boundary condition' '
(which we will discuss in more detail below), and

fitting the experimental frequency-dependent re-
flectivity curves, Hopfield and Thomas' have de-
termined all the relevant linear exciton param-
eters when spatial dispersion is included. These
were found to be' for the A exciton

e =8.0, &@0=2.5528 eV,

4na. =12.5x10 ', I =1.0x10 ' ey,

m* =0.9m„ l =100A,

This dependence can be expressed as'

he~ =k&v, +k'k'/2m*,

where coo is the frequency without spatial. disper-
sion (i.e., at k = 0), and where m* is the exciton
mass. Clearly as m* approaches infinity, the im-
portance of spatial dispersion vanishes. The re-
fractive indices fox the two modes axe readily ob-
tained by eliminating k in Eq. (8) using k = + nm/c.
The result for the two solutions are'

We saw that the classical fit for CdS to the sec-
ond-harmonic measurements was very poor. This
is in marked contrast to the previously considered
cases" of CuCl and ZnO. However, the failure
of the classical approach for CdS should not really
be too surprising since it is well known, owing to
the large exciton radius, that linear spatial dis-
persion is very important in this material. "'
Thus, we now consider the effects of spatial dis-
persion on the generation of the harmonic field.

One of the major effects of the spatial dispersion
is the introduction of an additional mode, so that
now two propagating transverse modes exist (in
each direction) for a given principal polarization
and frequency. ' Each of these two waves will gen-
erate harmonics which will interfere and thus
significantly affect the net harmonic power. The
fact that there are two propagating modes can be
easily seen from the form' of the dielectric con-
stant e(k, &u}:

e«(k, u&) = n';(k, &u) = e'„+4nn„. &o',/(~', —&u' —i~i ) .
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The difference between this spatial dispersion
relation and the classical relation Eq. (2}, is that
the exciton resonance frequency w~ is A dependent.
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FIG. 5. Comparison of experimenta1 resonant second-
harmonic power for the Cds 8 exciton (solid Cuxve3 with
a theoretical fit neglecting spatia1 dispersion (dashed
1ine).
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where m, is the free electron mass and l is the
dead layer depth. The parameters for the B ex-
clton are

e0=-8.0, (d =2.5679 eV,
4m a. = 7.5 x10 ', I = 1.0 x10 ' eV,
nz+ = 1.3mo,

(12)

The most striking and important difference be-
tween the classical and spatial dispersion param-
eters is the order of magnitude larger damping
in the classical case, i.e., I is 10 ' and 10 ' eV
for the classical and spatial dispersion cases,
respectively. This arises since for the classical
exciton, damping is the only quantity which reduces
the ref lectivity peak from 100%. However, when
spatial dispersion is present the finite exciton
mass m* ~ is mostly responsible for the reduc-
tion of the ref lectivity peak. ' Thus, neglecting
spatial dispersion and fitting the ref lectivity clas-
sically can result in an artificially large damping
parameter j. , and hence a predicted value for the
second-harmonic power at phase matching which
is too low. This may be part of the reason that
nonlinear determinations ' of I" are significantly
smaller than those obtained from linear reflec-
tivity measurements [i.e., using Eq. (2)]. As we
will see later, by correctly including the effects
of spatial dispersion, all of the exciton parameters
necessary for fitting the harmonic generation (ex-
cept of course for d'") can be taken directly from
linear ref lectivity determinations. "

Before proceeding to a determination of d~'J„, the
Maker fringes for the CdS A and B excitons (shown
in Figs. 2 and 3) provide an opportunity to check
the value of the linear exciton polarizability n de-

termined by ref lectivity measurements. "From
our measurements of the second-harmonic Maker
fringe spacing, we can obtain the dispersion in
the refractive index near ~, and compare it with
that expected from Eq. (8). It is easy to show that
the increase in index n(~), as the wavelength
X=2nc/e is decreased, is given by

n(~) =I, +XX/t, (13)

where N is an integer which labels the successive
fringes, n, is the value of the index for N=O [not
the same as the low-frequency limit I(0)], and t
is the crystal thickness. Thus, for example, the
A exciton of CdS (shown in Fig. 2) for which
t =25 pm, has a difference in index 4n from one
Maker finge to another of En=A/t-0. 02.

Before comparing the experimental [Eq. (13)]
and calculated [Eq. (8)] values of n(v), it is im-
portant to note that the background value &' is not
really a constant. It has a weak frequency depen-
dence due to the main dispersion of the electronic
resonance in the ultraviolet. This weak disper-
sion only changes e' by less than 1% over the nar-
row width of the exciton resonance (LLX -10 A), and
can therefore be accurately assumed constant when
fitting data over this restricted frequency region.
However, our Maker fringe data cover several
hundred angstroms and are sufficiently accurate
that the weak dispersion of eo must be included
to achieve a precise fit to the data. Vfe have fitted
e' to experiment (using a standard single oscil-
lator resonance expression) for frequencies far
enough from the exciton coo so that its contribution
is negligible, but close enough to the band gap
so that the dispersion of e' near ~, can be accu-
rately determined; that is about 500 A away from
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FIG. 6. Comparison of
the refractive index of the
CdS A exciton determined
from our measurements of
the Maker fringe minima
(open circles) and that
calculated using the known
spatial dispersion param-
eters (solid line) .
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The excellent fit of Eq. (8) (using the linear
parameters given previously) to our data is shown
for the A and & excitons of CdS in Figs. 6 and V.

The only adjustable parameter is the constant +p

in Eq. (13). This is unknown since the Maker
fringe separations only determine the index dif-
ferences 4n. The good agreement shown in Figs.
6 and 7 indicates that the linear parameters in the
spatial dispersion susceptibility [Eq. (10)]obtained
from ref lectivity measurements" accurately de-
scribe our transmission experiments. The fit to
the B exciton is not quite as good as that for the
A. exciton and may be related to the significantly
smaller value of the B-exciton polarizability, and
the increased importance of the background dis-
persion e'. A similar comparison of our Maker
fringe data using the classical exciton parameters
[i.e., Eqs. (3) and (4)] is significantly (-30/0)
worse.

-k,'E, +(n, (u„/c)'E, =-4w((u„/c)' I',"', (14)

P~' =dg E~, (15)

where the mode index 0' labels the particular mode
(say 1 or 2), k, is the propagation constant of the
particular mode, n is one of the two index solu-
tions to Eq. (10), E, is the mode harmonic field,
v&=2or„ is the harmonic frequency, P",' is the
nonlinear polarization produced by the total (exci-
ton plus electron) nonlinear coefficient, d, =d"
+ d'", and E~ is the fundamental field amplitude
(for notational simplicity tensor indices such as
those on d;» have been suppressed}. The solution
to Eq. (14) is well known" to be

E,(x) A, e'~'"+B, e' ",
where the first term arises from the homogeneous
solution to Eq. (14) (usually called the free wave)
and has a wave vector

B. Nonlinear susceptibility —CdS k, =n (u„/c . (17)

In order to fit the experimental second-harmonic
intensity we need to derive the effects of spatial
dispersion on both the nonlinear coefficient d~'&~

as well as its effect on the harmonic generation
and propagation. Because of the spatial dispersion
there will be, as mentioned before, two propagat-
ing modes having different indices n, and n, given
by the two solutions to Eq. (10). These two modes
will satisfy the nonlinear wave equation

The second term is the driven or bound wave hav-
ing a wave vector

k = n~ cog/c q (18)

B, = 4md, E '/(n, ' —n '),

d, = d" +d'" &u', /[((u', ), —uP —i(or], (20}

where n~ is the index at the fundamental frequency
e~, and has an amplitude

X
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FIG. 7. Comparison of
the refractive index of the
CdS B exciton determined
from our measurements of
the Maker fringe minima
(open circles) and that cal-
culated using the known
spatial dispersion param-
eters (solid line) .
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where (&o,), is given by Eq. (9), i.e.,

(@el,) = Il&uo+ k' k2~/2ni* . (21)

We now have to solve the boundary problem illus-
trated in Fig. 8. The exit face of the crystal is
shown with a "dead layer" of thickness l in which
the exciton cannot propagate, i.e., the exciton
polarization must drop to zero at a distance l from
the surface, ' "and the nonlinear coefficient is
simply d" in this "dead layer. "

Thus, the total field E; incident on the dead layer
at x=O is

Bo =4lld" Er2/[(neo)2 —ng] . (27)

Thus, matching boundary conditions at x=0 we
find, using the usual continuity relations for the
electric and magnetic fields,

I3, +B, +A, +A, =A. + B +A', (28)

nJB, +n~B, -n, , —n, , =nH p n~ —nHA' .

where k, =n, en/c [from Eq. (17)], k =neo&un/c,

nH is the background index at the harmonic fre-
quency with uo exciton contribution, i.e., ng = ye,
and where

E;(x) =E,(x)+E,(x), (22) (29)

with E, and E, given by Eq. (16). Because we are
interested in frequencies near the exciton reso-
nance where the absorption is very strong, the
free wave term in Eq. (16) which propagates with
the complex refractive index n, will be highly
absorbed and can be neglected. This can be readily
seen experimentally in Fig. 2 where the Maker
fringe interference pattern between the free and
bound waves of Eq. (16) disappear as the exciton
resonance is approached, and the free wave is ab-
sorbed. Thus, the incident wave is simply

The other boundary condition we need is that the
total exciton polarization vanishes at the "dead
layer" boundary' x=O, i.e.,

(n', —e') A, + (n', —e') A, = 0 .
The boundary conditions at x = l are simply

A e"o'+B e"'+A'e '~p'=E
p p p

(30)

(31)

The harmonic intensity generated can now be ob-
tained from

E, (x) =(B, +B,) e' ", (23) (33)

E„(x)=A, e ' l" +A, e "2",
E,(x) =A, e' o"+Boe"",
E„'(x) =A'e '"0",

(24)

(2 5)

(26)

while to a good approximation the other fields are
given by

where

Eo = [(2neo)/(ne'+ 1)]E,„e'

+ [(nH+ nF) l (ne + 1)1B. ,

a k = k, —k = (neo —n~) (u&„/c), (35)

(g Be-2ikl D B eidA l)/(Q e-2ikl D eM2il)

DEAD
LAYER B=B,+B2- Bp

(36)

(37)

with B, and B, given by Eq. (19), B, given by Eq.
(27) and

[n', —(n„')'](n, +n~) —[n,'- (n„')'](n, +n~)
[n (nH) (n nH) [n (nil) ] (n nH)

(38)

[rP, —(n„)'] (n, +ng) —[n', —(neo)'] (n, +n„')
nH 2 nH + 2 nH ny H

x =o x.g
D~ =(n~ —1)/(n„+1); „D= (n„'-1) (n/)1+) .

(39)

(40)
FIG. 8. Incident, transmitted, and reflected fields

near the exit face of the nonlinear crystal showing the
bulk region (shaded) where exciton propagation exists
and the dead layer from x=0 to x=l (of order a few
Bohr radii) from which the exciton is excluded.

In the limit of weak spatial dispersion these com-
plicated expressions go over correctly to the clas-
sical limit. That is, setting d'"=0, l =0, n, nH,
and n, -~ results in
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d;,",/d;,', = l.'l x10 ', (42)

is the same as that for the classical case, Eq. (7),
the over-all fit including spatial dispersion is far
superior. In particular, the spatial dispersion
theory correctly predicts the large magnitude of
the phase-matched harmonic peak, whereas the
classical prediction was 25 times too small.

The minimum of the A-exciton experimental data
(caused by the destructive interference between

IOO—
CCI S

A EXCITON

dI5 COEFF ICIENT

I,„,(&o ) (d")'/(n'- n )'(n„'+1)', (4l)

which is exactly the classical result Eq. (6). Since
all the linear exciton parameters have already been
determined, "the only unknown in Eq. (33) is &~'».

By varying &&'&~ to achieve the best fit to our reso-
nant second-harmonic generation data, we can
readily determine d&'&, . (Owing to our +5A cali-
bration uncertainty, it was necessary to adjust the
experimental data on the CdS & and & excitons by
-3 A. ) The results of a computer fit of Eq. (33)
are shown for the A and & excitons of CdS in Figs.
9 and 10, and the best-fit values of d» are given
in Table II. Note that while the best-fit value for
the B exciton,

the d'"and d" nonlinearities) does not come down

far enough towards zero as does that for the & ex-
citon. This excess signal is probably due to some
background fluorescence at the harmonic wave-
length. As can be seen from Figs. 9 and 10, the
theoretical fit is quite good. The slight bump in
the theoretical curve near mo is not simply a re-
sult of spatial dispersion, and in fact, a very sim-
ilar structure appears in the classical curve (al-
though owing to the scale in Fig. 5 it is not evident).
This feature is caused by the near cancellation be-
tween the resonantly increasing linear and non-
linear susceptibilities. That is, Eqs. (8) and (20)
[or Eqs. (2) and (5)] show that as e increases and

approaches ~o both n(u) and d;»(u&) increase
strongly. However, these increases have opposing
effects on I,„,(e) as can be seen from Eq. (33) [or
more clearly from Eq. (6)], resulting in a weak
structure near coo. This is discussed more fully
in the discussion Sec. VI.

C. Nonlinear susceptibility —ZnO

All the ZnO platelets we investigated had as-
grown surfaces and exhibited a significant amount
of background fluorescence near the A-exciton
frequency. This background varied from sample to
sample, and the data shown in Fig. 4 are for the
best sample having the least fluorescence. Be-
cause this background masks the harmonic min-
imum (see Figs. 9 and 10 for comparison), our
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FIG. 9. Comparison showing the good agreement be-
bveen the experimental resonant second-harmonic power
for the CdS A exciton (an expanded view of Fig. 2) with a
theoretical fit which includes spatial dispersion (dotted
line) .

HARMONIC WAVELENTH (A)

FIG. 10. Comparison of the experimental resonant
second-harmonic power for the CdS B exciton with a
theoretical fit which includes spatial dispersion. Note
the good agreement in contrast to the poor classical fit
shown in Fig. 5.



LE VINE, MILLER, AND NQRDLAND, Jr.

TABLE II. Comparison of. experimental exciton contributions to the nonlinear coefficient
d;,~ and those calculated theoretically using the classical or spatial dispersion values for the
exciton linear polarizability e. The experimental and calculated ratios of the A- and B-
exciton nonlinear coefficients in CdS are also given.

Crystal- .d;;„103(d'"/d" ) 10 (47'.e") 10 (d" /d" ) 10 (47(.e'") 103(d'"/d" )
exciton (sign) (expt ) (classical) (calc. class. ) (sp. disp. ) (calc. sp. disp. )

CdS —A d ~~3 (-)
CdS —B d333 (+)

ZnO -A d~~3(+)

+3.0
+ 1.7
~+

9.4
5.6

12.5 + 5.9

+3.5

CdS —(B /A)
Exper imental

ratio
Theoretical

ratio
(~ ex /&ex )

+0.57 +0.60

experimental fit to obtain &'" was significantly less
accurate than our determinations of 4'" for the CdS
excitons. The experimental value for d'"(ZnO)
given in Table II is probably only accurate to within
a factor of -2. However, it is in agreement with
the theoretical prediction to within this experi-
mental error.

VI. DISCUSSION

As mentioned in the Introduction, a simple the-
ory" for the exciton nonlinearity, namely

d q~ =4(4mo. ;;/e) d i, , (43)

has successfully explained the selection rules,
magnitude, and sign of 4 ~„ for CuCl and ZnO.
However, both of these crystals are unusual. CuC1
has a negative nonlinearity (d», &0) as a, result of
the Cu 4 electrons, "while ZnQ has a negative co-
efficient (d„,& 0) caused by the large difference in

the covalent radii" of Zn and Q. Thus, we wanted
to measure a more typical nonlinear crystal such
as CdS.

The predictions of Eq. (43) are compared with
our measurements of d &„(CdS) in Table II. For
completeness we have evaluated Eq. (43) using
both the classical and spatial dispersion values of
the linear exciton polarizability n. Note that the
signs of d» are predicted correctly, i.e., d;»(CdS)
& 0 while d,',",(CdS) &0, whichare exactly the same
signs as the corresponding electronic nonlinearities.
It is also noteworthy that the nonlinear coeff icient of
the CdS 8 exciton is less than that of the & exciton as
further predicted by Eq. (43). As shown in the
bottom of Table II, the experimental CdS ratio
(d'" /d" )s/(d'"/d")z is in good agreement with the
ratio of linear polarizabilities a for both the clas-

e = e'+(4ne/y)i

d = d" +(d'"/y)i,

(44)

(45)

where y=—I'/&o. Using for simplicity the approxi-
mations 4wu/y» e', d'"/y» d", and [n(&u„) —n(~~)]'
«z' tt is easy to show that Eq. (6) foe.the har-
monic intensity at the resonance frequency can be
expressed as

I,„g ((u, ) = 2(d"/4wa)' . (46)

Far off resonance u«eo Eqs. (2) and (5) simply
reduce to q = q and d = d'. Further using for CdS
the experimental result n& —n~ =0.17 n~ we can
write the off-resonance harmonic intensity as

I,„,(0) = [d"/(0. 17)e']' . (47)

sical and spatial dispersion values. The actual
magnitude of the measur ed nonlinear coefficients,
d &„(CdS) seems to be in somewhat better agree-
ment with the theoretical prediction using the clas-
sical value of a. This result does not seem un-
reasonable since the derivation" of Eq. (43) uses
a classical argument which neglects spatial dis-
persion, and thus it may be more consistent to
use the classical polarizability in the theoretical
evaluation as was done" for CuCl and ZnO. How-
ever, in either case, the magnitude (and absolute
sign) of d ~, for the CdS A and & excitons seem
well accounted for.

In fact the accuracy of this relationship, Eq.
(43), is the reason for the lack of a more pro-
nounced structure in I,&, at the resonant frequency

This can be seen most simply from the clas-
sical expressions as discussed below (but is also
true when spatial dispersion is included). At reso-
nance Eqs. (2) and (5) reduce to
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(48)

The use of the theoretical relation Eq. (43) for d'"
gives

I h&(&u,)
I,hg (0}

(49}

showing that the structure near the exciton reso-
nance is expected to be small. In view of the gen-
erality of Eq. (43), this should be true for any
crystal and also explains, for example, the lack
of any strong feature' near the one-photon reso-
nance at ~, in CuCl. The structure actually seen
in Figs. (4}, (9), and (10) is not at to, but is due
instead to phase matching and destructive inter-
ference between d'" and d".

VII. SUMMARY AND CONCLUSIONS

We have found that the classical theory gives a
very poor fit to our CdS second-harmonic data

Finally we can now estimate the ratio of the har-
monic generated at resonance to that generated off
resonance as

(being a factor of - 25 too small), which is not

really surprising in view of the known" ' im-
portance of spatial dispersion in this material.
When these spatial dispersion effects are included,
the experimental harmonic measurements can
be well accounted for, and the magnitude and sign
of the exciton nonlinearity d &„can be determined.
The theoretical fit to the data uses the same linear
exciton parameters as is obtained from reflec-
tivity measurements" and checked by our Maker
fringe determinations. We found that the selection
rules, the magnitude, and the absolute sign of
these d&'&~ for CdS and ZnO found in this study are
in good agreement with those predicted theoret-
ically, "and that Kleinman symmetry" is strongly
violated as would be expected"' " so close to a
resonance.
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