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We have performed measurements of the de Haas-van Alphen (dHvA) effect in the intermetallic compound
URh;, a material with a partially filled 5f shell. Complex dHVA spectra containing several frequencies were
observed and Fourier analyzed with an on-line computer. Effective-mass measurements were made for several
orbits and values as large as 5.3 were observed. Much of the data are consistent with a multiply connected
surface whose shape is discussed. In addition to the dHVA experiments, a detailed band-structure calculation
was performed using the nonflat relativistic-augmented-plane-wave formalism. The Fermi surface deduced
from these calculations is in qualitative agreement with the experimental observation.

1. INTRODUCTION

Actinide metals and many intermetallic com-
pounds display unusual electronic and magnetic
properties which are attributed to itinerant 5/
electrons in narrow 5/ bands.!'? In many cases a
detailed knowledge of the band structure is essen-
tial in fully understanding the observed phenomena
and gaining insight into the underlying physics.
Yet, despite years of study, the band structures
of actinide metals above thorium are not fully
understood.

The exotic crystal structures of the pure acti-
nide metals present formidable problems to the
calculations of the band structure of these mater-
ials. As a result, most exploratory calculations
have been performed for the high-temperature
fce and bee phases with an emphasis on whether
or not a band picture is appropriate for the f
states.®> There are also severe experimental pro-
blems. The high chemical reactivity and numerous
relatively-low-temperature phase transitions?
make it difficult to. obtain pure, unstrained single
crystals. In addition, the effective masses asso-
ciated with f-like levels can be rather high. These
problems have precluded the possibility of a de-
tailed comparison between band -structure calcula-
tions and hard experimental data such as those
provided by de Haas—van Alphen (dHvA) measure-
ments with the exceptions of* Th and® U.

By contrast, many actinide intermetallic com-
pounds are relatively well behaved and thus can
reduce the severe experimental and theoretical
problems encountered in the pure metals. More-
over, the electronic and magnetic properties attri-
buted to the itinerant 5/ electrons are no less in-
teresting in the compounds and are in many cases
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even more exotic. One obtains the entire spectrum
of narrow-band effects from simple transition-me-
tal behavior (p«c7® at low temperatures) through
nearly magnetic phenomena (spin fluctuations, etc.)
to ordered magnetic phenomena.® Thus a study of
the actinide intermetallic compounds presents an
exciting prospect. This excitement is further en-
hanced by the ability to observe the de Haas—van
Alphen effect in some of these intermetallics,
which allows one to test the reliability of a band-
structure calculation for a system containing itin-
erant f states.

URh; has been chosen as the first actinide inter-
metallic for study both because good samples can
be prepared with relative ease and because it ex-
hibits itinerant f -state character. URL, is a con-
gruent-melting line compound having the cubic L1,
(or ordered AuCu,) structure. It is easily purified
and good crystals are readily obtained by electron-
beam zone refining. A sizeable body of evidence
exists”*® to indicate that the f states are itinerant
(and thus manageable). The low-temperature re-
sistivity increases as T° while the magnetic sus-
ceptibility is temperature independent. The elec-
tronic specific heat® is relatively small (y=14
mJ/°K?) for an actinide intermetallic, so effec-
tive masses should not be unmanageably large.
Thus, while there are 5f states present, the
electronic properties are not complicated by the
nearly magnetic phenomena which will be the
basis for future investigations. Furthermore,
URh, provides an opportunity to examine the cor-
relation of the actinide-actinide separation'® with
magnetic and superconducting properties. On the
plots representing this correlation, URh, falls
well into the region that should be magnetic. Yet
it is not. This can be attributed qualitatively to
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the formation of a d-f bond which is favorable'!
in this system. This could explain why URh, has
a higher melting temperature'® than ThRh,.

In this paper we present the results of the dHVA
measurements on URh; and propose a tentative
Fermi-surface model. Band-structure calcula-
tions have been performed which agree with the
gross features of the model although, as we will
see, they do not yet indicate complete agreement.
In Sec. II we present the experimental data, while
the band-structure calculations are presented in
Sec. III. These are then discussed in Sec. IV,
where future work is suggested.

II. EXPERIMENT
A. Sample preparation

The compound was prepared by rf heating of the
constituent materials in a silver boat in an inert
atmosphere using 99.999% pure rhodium from High
Purity Metals and 99.99% pure uranium. A rod of
the specimen (5cm long X~ 3 mm in diameter) was
then electron-beam zone refined three times to
form a single crystal and purify the bar. The va-
por pressures of both constituent materials at the
melting point of the compound (= 1700 °C) are suf-
ficiently low so that the small evaporation causes
no stoichiometry problems. A crystal having a
residual-resistance ratio of 170 was obtained.
(The measured Dingle temperature was 0.5°K.) A
small specimen (~0.8 mm ona side) was cut from
this crystal and etched to remove damage.

B. Measurements

Because of the large effective masses (m*>5.0
for some orientations) and relatively high Dingle
temperatures (0.5 °K), it was necessary to use
very large magnetic fields; these were provided
by a 132-kGNbgSn superconducting solenoid. In
addition, the amplitude of the dHVA signal was
further increased by operating at temperatures
below 0.4 °K using *He evaporative cooling. Only
the low-mass frequencies labeled y and & in Fig.
2 were observed in the initial runs below 70 kG
and at 1.1 °K. The usual field-modulation techni-
que was employed.'®> The spectral content of the
dHVA signal was analyzed by an on-line PDP-11/20
minicomputer programmed to perform fast'? or
slow Fourier transforms; this capability proves
to be absolutely essential when analyzing complex
dHvA spectra. A complete set of measurements
was made in the (100) and (110) planes.

The large effective masses in URh; are diffi-
cult to measure because the signal disappears
very rapidly with increasing temperature. In many
cases the signal was weak or absent above 1 °K,

where effective-mass measurements are normally
made. To circumvent this problem, the masses
reported here were measured at temperatures
below 1 °K. Temperatures were determined by
vapor pressure thermometry on the 3He producing
the evaporative cooling. To avoid errors caused
by the pressure drop in the *He pumping line, a
separate static line was used for the vapor-pres-
sure measurements. The open end of a 0.026-in.-
L.D. capillary tube was placed just above the level
of 3He surrounding the sample in the tail of the
cryostat. This capillary was soldered to the inner
wall of the cryostat tail for a distance of several
inches. At the point where the tail emerged from
the bore of the magnet, the capillary was brought
through the wall of the tail and connected to a
0.500-in.-1.D. stainless-steel tube. This tube ex-
tended from 1 to 77°K; from 77 °K to room tem-
perature the line was enlarged to 1 in. I.D. Pres-
sures were measured at room temperature with a
Texas Instruments Model 145 differential pressure
gauge. Temperatures as low as 0.5 °K could be
measured without making any thermomolecular
pressure corrections, and all of our mass mea-
surements were made in the range 0.55-1°K. We
found that the sample and *He required about 1 min
to come into thermal equilibrium after changing
the temperature of the system. By allowing for
this thermal time constant, the mass plots of
In(A/T)vsT were good fits to a straight line, and
the resulting masses had errors of about 2% . The
success of this technique in measuring masses as
high as 5.3 emphasizes the importance of high
fields and low temperatures for studies of actinide
metals and compounds.

III. RESULTS AND DISCUSSION
A. Experimental Fermi surface

The cross-sectional areas in atomic units are
shown as a function of orientation in Figs. 1 and 2.
Table I lists the effective masses on the various
branches. The disjointed frequency branches in
Fig. 1 are highly suggestive of a multiply connect-
ed Fermi surface. The effective masses on these
branches range from a minimum of 2.5 on the
branch labeled o to the maximum measurable
value of 5.3 near the extinction points of g,, in the
(110) plane. The effective masses on the branches
V1, Vg ¢, and £ were probably larger than 5.3, but
could not be measured because the signal was ob-
servable only at the lowest temperatures.

The branch labeled y in Fig. 2 comes from a
single sheet of Fermi surface and has the symme-
try of the point I" or R of the simple-cubic
Brillouin zone (see Fig. 3 for symmetry labels).
It has the lowest effective mass (~0.5 at [ 100]) of
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TABLE 1. Effective masses in URh;.

Degrees
Orbit Plane from [100] Effective mass m*

@ (100) 0° 2.50

(100) 0° 0.49
6 (100) 0° 0.61
Bi - (100) 0° 3.01
By (100) 12.5° 3.16
By (100) 18.5° 3.30
By (100) 24.5° 3.70
By (100) 18.5° 5.12
B2 (100) 24.5° 4.03
Bz (100) 30° 3.88
B (100) 34.5° 3.71
By (100) 45° 3.73
€ (100) 34.5° 3.66
p (110) 70° 2.35
p (110) 54.5° 2.22
p (110) 33° 3.00
By (110) 80° 3.80
By (110) 70° 5.00
By (110) 65° 5.25
By (110) 28° 4.01

that of A.

As stated above, the data in Fig. 1 are such that
the Fermi surface almost certainly must be open.
The large slowly varying branches g, and 3, ap-
peartobedue to a set of “ellipsoids” connected to
each other via a neck. The branch v, could be
such a neck frequency, so that the neck direction
is along [110]. The symmetry of the ellipsoids
cannot be determined from the data. However, as
will be seen below, the calculated bands, while
not agreeing in detail with the data, do indicate
that for any electron potential used the largest
piece of Fermi surface is centered at M. Thus if
we place our large ellipsoids (nearly spherical)
at M and connect them by [110] necks we obtain a
Fermi surface topologically similar to the model
shown in Fig. 3. (For clarity we have not includ-
ed the small closed I'-centered surface or the
even smaller surfacespossibly located atA.) Three
such ellipsoids are then contained in the Brillouin
zone and fill about 3 the volume of the zone. A
Fermi surface having the topology shown in Fig.

3 is open along [110] and [100]. Magnetoresis-

tance measurements were done at 70kG and 1.1 °K.

[o01]

FIG. 3. Proposed topology for the large Fermi-surface
piece in URhy. Large ball-like surfaces centered at the
M points in the Brillouin zone are connected by necks in
(110) directions which would be intersected by the line
S between the points X and R.

While not inconsistent with the above topology,
they were inconclusive because of the very large
effective masses.

Much of the dHVA data can be explained with the
above topology. There are three inequivalent el-
lipsoids in the Brillouin zone, labeled 1, 2, and
3 in Fig. 3. With A in the (110) plane, only ellip-
soid 1 has an extremal cross-sectional area for
an orbit centered at M. Ellipsoids 2 and 3 are de-
degenerage and support only open extremal or-
bits for H along a general direction in the (TIO)
plane. Thus only one frequency (B,) is ex-
pected and only one is observed in the (110)
plane. The orbit is interrupted for a range of an-
gles around [111] where it intersects necks con-
necting ellipsoid 1 with ellipsoids 2 and 3. In the
(010) plane the three ellipsoids are all nondegen-
erate, so that one expects three branches each
over a limited range of angles. While three bran-
ches are actually observed, only g, and 8, can be
clearly identified with the ellipsoids. The g, orbit
must disappear several degrees before [101].
While the branch labeled ¢ does disappear 5° from
[101], it seems to reappear for H exactly along
[101]. We will come back to this problem later.

The branch labeled v,, on the basis of the pro-
posed model, corresponds to a neck-centered or-
bit which includes the two ellipsoids on each side
of the neck. It appears for only a short range of
angles where the orbit does not run into other
necks. Essentially v, is a continuation of v, as it
reappears from behind the necks.

According to the proposed model, two hole or-
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bits should exist for A near [111]. The first is
centered along the I'-R line and traverses the
three inequivalent ellipsoids and the three necks
connecting them. This orbit we identify with the
frequency branch p in Fig. 1. The large range of
angles over which p exists can be explained if the
necks are not round but have an ellipsoidal cross-
section with the semimajor axes along [110]-type
directions. The second hole orbit is centered at’
I and traverses six ellipsoids and the necks con-
necting them. No frequency branch has been ob-
served corresponding to this much larger orbit.
However, because this orbit may have a very high
effective mass, we do not feel this discrepancy is
serious.

For A along [ 100], there should exist two hole
orbits, one centered at X and one at R. From the
band calculations, the orbits have quite different
shapes: The R-centered orbit is a four-cornered
rosette, while the X-centered orbit is more near-
ly circular. The relative areas of the two orbits
are difficult to estimate, but they appear to be
comparable, with the R -centered orbit either
larger or smaller depending on which potential is
assumed. The area of the X-centered orbit was
roughly independent of the potential used. The
anisotropy of the two orbital areas may be quite
different owing to the different environments of
the X and R points. The X point is surrounded by
four ellipsoids whose centers are equidistant and
all in the (100) plane. The R point is surrounded
by six equidistant ellipsoids, four in the (100)
plane and two directly above and below R on the
cube edge. (The symmetry of the two points is
also different. R has full cubic symmetry and the
R-M line has fourfold symmetry, while X has D,,
symmetry and the M-X line is only twofold.) The
area of the X -centered orbit is expected to in-
crease smoothly and finally disappear as A is tilt-
ed away from [100] in either the (100) or (110)
planes.

The R -centered orbit may behave quite different-
ly due to the two additional ellipsoids. For H along
[001], the orbit passes along four ellipsoids (two
of these are labeled 2 and 3 in Fig. 3; the other
two are not shown) and the necks connecting them.
As A is tipped away from [001] in the (110) plane,
the orbit passes along the lower part of the neck
connecting ellipsoids 2 and 3, across two necks
connecting ellipsoids 2 and 3 to the two ellipsoids
not shown, and across the upper part of the neck
which is not shown. At some angle from [001],
the orbit could begin to pass from 2 to 3 via ellip-
soid 1 and the necks connecting 2 to 1 and 1 to 3.
This could produce a discontinuous increase in the
area of the orbit. After a further increase in an-
gle, the orbit could begin to pass along the outside

surfaces of the necks connecting ellipsoids 2 and
3 with those not shown, i.e., along the surface
farthest from R rather than the surface closest
toR. At the same time, the orbit could enclose
rather than exclude the necks connecting ellip-
soids 3 and 2 to 1. This would produce a second
discontinuous increase in the area of the orbit.

For H along [100], the data show only one
branch, « in Fig. 1, which can be identified with
these hole orbits. In the (110) plane, the ¢ orbit
disappears at precisely the angle where ¢ ap-
pears, and ¢ disappears precisely where £ appears.
These three orbits are related in the manner des-
cribed above and we identify all of these orbits
with the R -centered hole orbit. In the (100) plane,
a disappears at the same angle that € appears,
suggesting that ¢ may also be related to the R -cen~
tered hole orbit. However, the long angular range
over which ¢ exists would then be difficult to ex-
plain. Two other possible interpretations for ¢
are presented below. The absence of the X -cen-
tered orbit could be due to a high effective mass
and/or a very small amplitude.

It will be noticed that the neck frequency v, is
apparently not observed in the (100) plane. More-
over, y is not observed for b4 exactly along [ 110]
although it is observed within 1° of [110]. Instead,
a frequency nearly equal to 3y, is observed at
[110]. The latter feature could be explained by a
sharp corrugation or flute at the midpoint of the
neck with a large extension in the [100] -type di-
rection, or by an additional piece of surface which
is extended in the [100] -type direction and just
touches the neck at its midpoint. Such a corruga-
tion or extra piece of surface would provide an al-
ternate explanation for the sudden discontinuity be-
tween the area of the ¢, £, and £ orbits in the
(110) plane. Three possibilities then exist for
identifying the ¢ orbit. (i) the ¢ orbit is the neck
in the (100) plane. The corrugation or extra piece
of surface keeps the neck area much larger in the
(100) plane than in the (110) plane. The 8, orbit
does not exist owing to the shape and thickness of
the necks. However, the 5° gap in neck orbit just
off [110] is then difficult to explain. (ii) The ¢ or-
bit is part of the o orbit. (iii) The e orbit is g,.
For the last two cases, one must assume a large
m* to explain the absence of the neck orbit in the
(100) plane. This is not too unreasonable in view
of the fact that s * on the orbit v, is too large to
measure.

The model proposed here explains qualitatively
many of the cbserved data and agrees with the
band structure described below. Because the bands
could be calculated only at points of high symmetry
in the Brillouin zone, detailed comparison of the
model with the band structure is not possible. We
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hope that more complete band calculations will ex-
plain the absence of the second hole orbit near
[100] and choose between the three possibilities
for the € orbit discussed above.

B. Band calculations

All calculations to be reported here have been
performed using the overlapping charge-density
model with the Kohn-Sham-Gaspir (KSG) exchange
approximation.’® They were done using the sym-
metrized relativistic-augmented-plane-wave
(SRAPW) method!®*'7 for a lattice parameter of
7.542 a.u.

The computer code used had previously been
constructed and used to study the band structure
of LaSn,.'® For this study, it was necessary to
expand the number of basis functions used and in-
clude the non-muffin-tin corrections outside the
muffin-tin spheres [i.e., we used the so-called
warped-muffin-tin (WMT) approximation].'7-?
These WMT corrections were necessary as the
rms deviation from a constant was roughly 0.25
Ry in all calculations. Neglect of this term would
have made errors of 0.01 Ry in many matrix ele-
ments. The nonspherical terms inside the muffin-
tin spheres, while smaller, are not truly negligi-
ble. They were neglected here, however, as the
effort of including them far exceeds the utility of
the increased precision.

The exchange parameter o was kept at KSG (a=%)
limit because it was necessary to provide a reason-
able approximation for the f states in the uranium.2°
Fortunately, the various optimized o calculations
indicate that this is not too far wrong for the Rh
as well.?! This allowed us to fix one parameter in
a model which suffers from too many parameters
already.

The remaining parameters of our model arise
because the calculation is not self-consistent.
Thus we must select the occupation numbers of the
atomic calculations performed to obtain the charge
densities, which are then overlapped to construct
the crystal potential. That is, we must select the
assumed configurations U(f"r d™s" ) and
Rh(d™s"). We have not included the option of in-
cluding U or Rh p states nor do we make the dis-
tinction between the two different j values for the
d andf states. This greatly reduces the size of
our parameter set, and the distinction between the
radial charge density of a d; ;, and d, , or f, ,, and
Ja /2 state is finer than the adjustment of the para-
meters being made. (Only the radial dependence
is important since the model calculation assumes
spherical charge densities for each constituent.)
Because it has been observed that the results are
reasonably insensitive to the ionic character used
(even for an ionic crystal such as MgO), ** and
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because there is no basis for making any other
choice, we have required the two constituents to
each be neutral:

By +1y+n,~ 6,
ng+ng= 9.

With this restriction, the model is still a three-
parameter model. However, it is possible to
greatly limit the range of these parameters by a
fairly simple qualitative argument. The results
of such an argument are precisely what we have
found empirically to best agree with the experi-
mental data.

To do this, however, it is necessary to be able
to understand the band structure. With four atoms
per unit cell, this is not as easy as for one atom
per unit cell. Since each uranium atom contributes
six electrons to the conduction bands and each
rhodium atom contributes nine, we must account
for 33 electrons in the conduction bands. Further,
with the uranium contributing 13 bands (seven f
bands, five d bands, one s band) and each rhodium
contributing six bands (five d bands and one s
band), one has to be concerned with roughly 31
bands. Since these bands are all spin degenerate,
they could accomodate 62 electrons. Thus we are
roughly half filling the bands. As an aid to under~
standing this complicated system, it is very use-
ful to note that the L1, (or AuCuy) structure can be
thought of as an fcc structure in which the corners
of the cubic cell are occupied by uranium atoms
and the face-centered sites by rhodium atoms.
Thus, if the system were homonuclear, we would
be dealing with an fcc crystal with a Brillouin zone
four times as large and thus one-fourth the number
of bands. Except for the f states which arise only
from the uranium atoms, it is thus possible to get
an initial idea of the shape of the bands by folding
a suitable fcc transition-metal band structure into
the simple-cubic Brillouin zone. For example, the
simple~cubic line I'-X is made up from the fcc
zone lines I'-A (§), X-A (3), X-W (twice), and the
simple-cubic I'-M line is constructed by folding
the X (2n/a,2u/a,0) (which is I'-K plus U-X) back
to I" and repeating twice. As an illustrative ex-
ample, we do this for a thorium calculation in
which the f states have been fictitiously removed.
This is shown in Fig. 4. To aid the reader, those
bands which occur twice have been made bolder
and the symmetry labels of the fcc lattice are in-
dicated. Clearly, as the atoms are made dissimi-
lar, the crossings will become anticrossings and
the extra degeneracy of the bands will be lifted
(except at high symmetry points).

With this background, we can now greatly limit
the range of the cccupation-number parameters,
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FIG. 4. Ilustration of the folding back of a set of
bands calculated for an fcc crystal into the form they
would take for a homonuclear AuCug calculation. (This
particular set of bands is for a fictitious Th calculation
in which the f states have been removed artificially.)
The symmetry labels shown are those for the fec Brill-
ouin zone.

We assume that the uranium will have roughly
three f states as in the pure metal. This has been
checked by performing a calculation with the ura-
nium having only two f electrons and it was found
to be quite reasonable. We next note that the place
where the simple-cubic zone splits up the fcc
Brillouin zone is roughly the place where the plane
wave states are “cut” by the d states. Thus we
could expect to have roughly one band of s states,
ie.,

Ny+3n, > 2,

and from the reutrality requirements
Hytn, o 3,
ng+n, =~ 9.

If these rough arguments are taken literally, one

has reduced the number of free parameters to one.

One can even go somewhat further and assert
that », should be small. The f states in the system
are nonmagnetic and even act as broad bands (low-
density of states), which is inconsistent with the
actinide-separation empirical correlation.'® Im-
plicit in that correlation, which works amazingly
well for many actinide systems, is the assumption
that it is the direct interaction of the f states
which produces their broadening out into bands.
This is obviously not the case for URh,. The f
states must be broadened instead by an interac-
tion with states from the rhodium atoms. A very
likely candidate for this interaction is a bond in-
volving s and f states on the uranium and 4 states
on the rhodium which is very strong.!! One could
thus expect more s character on the uranium sites
and less on the rhodium sites. Again, this is
precisely what we found empirically.

We have performed calculations using the five
different model potentials described in Table II.
As mentioned above all calculations were perform-
ed using the Kohn-Sham-Gaspdr (@ =%) exchange.
The calculations were performed only for the high-
symmetry points and lines. This limitation was
necessary as the currently programmed tech-
niques were simply too slow to make the calcula-
tion of general points economically feasible. This
can easily be understood when one realizes how
large the relativistic-augmented-plane-wave
(RAPW) basis set becomes in this structure. As
described above, in going from the fcc to the
AuCu, structure, one folds four points into one.
This means that the basis functions used for each
of the four fcc points must all be included for the
one L1, point. Thus, one can predict that this
structure will require the inclusion of 200 reci-
procal-lattice vectors from the fact that an fcc
calculation uses roughly 50. The approach used
to reduce this demand has been to exploit addi-
tional symmetry. This additional symmetry, how-
ever, only exists on the high-symmetry points and
lines. This prohibited a direct calculation of the

TABLE II. Configurations used in the calculations.

Calculation Uranium Rhodium
A Fod2st adst
B Foa2st a%s?
1o Fid3st d%s®
D Foats? dds?
E Fia2st 8-850.2
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Fermi energy and Fermi surface with our exist-
ing programs. We have therefore proceeded as
follows: We first determined the approximate
range of the Fermi energy using the (totally un-
justified) assumption that the symmetry points
and lines adequately represented the Brillouin
zone. This gave us a region several electron
volts wide in which we could expect the Fermi
energy to fall. We then chose an energy in this
region which yielded the best possible picture of
the experimental situation. This is a very un-
satisfactory approach which we hope to eliminate
by the construction of better computational tech-
niques. However, even using this crude approach,
we are able to see a great deal about the system.
The significance of performing the number of
calculations shown in Table II is that one can
check for the results that are relatively insensi-
tive to the potential employed. These are, of
course, the most reliable results. With the ex-
ception of calculation C (which assumed only two
f states), all calculations showed a large electron
surface centered at M (see Fig. 3) with roughly the
correct dimensions for the g orbits. Furthermore,
these calculations showed the presence of a neck

(f3d2s') Rhz (d9)
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as can be seen along the line S from X toR. In
Fig. 5, we show the bands resulting from calcula-
tion B which illustrate these features. (The large
electron surface can be seen from the intersec-
tions of the band with the Fermi energy along the
lines Z, £, and 7.). This then, is the most sig-
nificant result of the band calculations. The vari-
ous calculations (except C) are then useful in
attempting to identify additional smaller pieces

of Fermi surface. Of course, any Fermi surface
which does not intersect a symmetry line would
not be seen here. In Figs. 6 and 7 we show the
energy region in the immediate vicinity of the
Fermi energy for calculations D and E. From the
strong sensitivity to the inclusion of rhodium s den-
sity, it is immediately obvious that calculation A
(our first attempt) contained a number of obvious
inadequacies and thus is not shown here. What
one sees from examining Figs. 5 and 7 is that
there is a strong probability that a truly self-con-
sistent calculation would exhibit at least one I'-cen-
tered piece and an ellipsoid along the A (I'-X) line.
These pieces result from some sensitive hybridi-
zing bands, so our current calculations are inade-
quate to actually determine which should be pre-

.30~

) NZ =\~

FIG.5. Energy bands re-
sulting from the use of po-
tential B of Table II. Note
intersection with the Fermi
energy of the large Fermi-
surface piece on the lines
Z (X-M), Z (I'-M), and
T (M-R) and of the neck on
the line S (X~R).
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U(f3d?s!) Rh3(d88502)

FIG. 6. Energy bands near
the Fermi energy for cal-
culation E of Table II. Note

Q80!

/ \ that by increasing the Rh
7- s character used in con-

\/\\‘ g+ structing the potential, one
___1-\__/__>-{6+ has moved the intersection
8- of the line T very near the
7 point R. This would cause
the @ orbit to be too small.
Thus one suspects that the

best potential will also have
little s character on the Rh.

ra x z M

dicted.

Calculation C (Fig. 8) was performed to test
our assumption that the uranium should contribute
three f states. We thus performed calculation C
with the assumption that the uranium should con-
tribute only two f states. Two things emerge:
(a) No adjustment of E, will give any reasonable
picture of the Fermi surface. (b) The band struc-
ture implies far more than three f states which
have moved down approximately 0.25 Ry. This is
surprising if one is looking for very flat f bands
(as in the rare earths). Indeed, some of the f
bands are fairly narrow although nowhere near as
flat as in the rare earths and fall just above the
energy range included in Figs. 5 and 6. (They are
even more cluttered than that already shown in the

figures and are unoccupied.) However, some of the
f states are participating in bonding and are broad-

ened out. This is much more easily seen using
the symmetry labels which are available in an
(SRAPW) calculation.

IV. CONCLUSION

This work represents an initial step at opening
a new level of analysis of the electronic structure

U(f3d's2) Rh(d9)

This would be consistent with
a favored d-f bond forma-
tion.

of actinide intermetallic compounds in that it
brings traditional Fermi-surface probes to bear
on the problem. It has shown that for at least
some of these systems it is possible to obtain
accurate, detailed data by extending the experi-
ments to higher fields and lower temperatures.
These results corroborate the model derived to
explain the bulk property data from URh,. The
T® resistivity temperature dependence and the
temperature-independent susceptibility have been
explained by the hybridization of the 5f electrons
into broad bands.

The experimental results for URh, presented
here are reasonably complete. The theoretical an-
alysis is but an initial step. It has been adequate
to serve as an aid in sorting out the experimental
data but is nowhere near the type of analysis that
is routinely performed for the transition elements.
Work is under way to improve this situation. The
first step is to develop the capability to deal eco-
nomically with the full Brillouin zone rather than
being limited to the symmetry lines and points.
The creation of an interpolation scheme has been
rejected both because the complexity of the system
will make it of marginal utility and because it is

FIG. 7. Energy bands near
the Fermi energy for calcu-
lation D of Table II. Note
that one of the primary ef-
fects of shifting an electron
from a d to an s state in the
uranium atomic configura-
tion is to shift the neck
toward the R point.
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FIG. 8. Energy bands resulting from a decreased f
character used in constructing the potential. (Calcula-
tion C of Table II.) Note additional f bands in the band
structure. An energy range is shown for the possible
Fermi energy. However, it is not possible to make
even qualitative contact with the experimental data using
this band structure.

obviously going to be necessary to take the second
step of going to self-consistency. The require-

ment that one eventually go to self-consistency is
easily seen from the sensitivity exhibited in Figs.
5-8. Of course, this development of full calcula-
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tional capability in these systems is a necessary
bridge since once one has developed some under-
standing of the Fermi-surface properties, one can
conceive of trying to understand the wealth of other
data already available in the actinide systems.

From the experimental point of view there are a
number of useful areas of investigation open at
this time. The most unique aspect of actinide in-
termetallic compounds is the existence of abun-
dant nearly magnetic phenomena which result from
narrow f -electron bands at the Fermi level. An
understanding of these materials is essential in
comprehending the smooth transition from nonmag-
netic to magnetic behavior in metals. Some of
these materials (e.g., UGe, and USi;) have an elec-
tronic-specific-heat®® y value sufficiently low
(<20) that they are excellent prospects for a dHvA
study with presently available equipment. However,
since even URh; proved to be at the edge of feasi-
bility for some orbits, it will be even more chal-
lenging for some of the more exotic systems. In-
deed our present field of 130 kG may prove to be
insufficient.

In another direction, a study of Ulr, may prove
very fruitful. The lattice constant of Ulr, is slight-
ly larger than that of URh, so that the larger
uranium-uranium separation yields smaller f or-
bital overlap and consequently would imply narrow-
er bands in the absence of bonding. And yet the
opposite appears to be the case on the basis of a
measurement of resistivity which shows a 75 in-
crease at low temperatures.’ Again it is expect-
ed that f -d bonding plays a pivotal role, and a
knowledge of the band structure of Ulr, is essen-
tial to the understanding of the problem.
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Research and Development Administration.
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