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The validity of the classical Murata-Doniach model for the thermodynamic properties of weak

itinerant magnets near Tc is discussed in detail. An explicit perturbation expansion for the nontrivial

thermodynamic properties in the model is carried out in terms of two small parameters available for

very weak transitions. Furthermore, a microscopic examination of quantum corrections (the co„w 0
modes) suggests that the classical phenomenological model with temperature-independent

Ginsburg-Landau (GL) coefficients in valid as Tc—6 if the fluctuation phase space is simply restricted
to the thermal population. Thus, if the excitations are paramagnons with q damping, the fluctuations
must be cut off at a momentum q~ —T' . Yfe find that the model is necessarily phenomenological in

the sense that the quantum corrections enter the GL coefficients without benefit of a small parameter.

However, given the coefficients, a small parameter is available for the Murata-Doniach model (T~/eF)
if the phase transition happens to be weak. This difficulty should be present in the similar

Moriya-Kawabata approach. The coefficients could presumably be determined by detailed fitting to
itinerant magnets with Tc in the 1-K region.

I. INTRODUCTION (m,'.) = O(T), (l.4)

In a previous letter, Murata and Doniach, ' here-
after called I, proposed a fluctuation mechanism
in itinerant ferromagnets which could qualitatively
account for the magnitude of the Curie constant ob-
ser ved in low-temperature itinerant ferromagnets.
Briefly, the difficulty with the random-phase ap-
proximation (RPA)2 or Stoner-theory' susceptibility,

gR'pa~ 1 —UN(zz},

is the weak T temperature dependence introduced

by the thermal average of the density of states
x(~}:

N(a }=-fdic(—)N(e),

= X(c,)+-,' ~Br"(~,)T',

where f is the Fermi factor. As a, consequence,
although an expansion around the zero of y„ph
does give 'T —Tc behavior over a short range, the
Curie constant is enhanced by a factor gz/Tc. In

very weak itinerant magnets, it is found experi-
mentally' that Curie-Weiss behavior extends over
a wide temperature range and that this factor should

be more like unity.
The Murata-Doniach (MD) suggestion is that

most of the temperature dependence in X»„ is
missed and comes from local magnetization fluc-
tuations (m,') which could enter the susceptibility
through a fourth-order coupling

+pm', . =6pg (m',.(m,'.) ——,'(m,')')

in the free-energy functional. Since the mean-
square expectation of a classica/ field grows in-
trinsically as the temperature

such coupling could be the source of the Curie law

if p is'the right order of magnitude. This flue-
tuatioii coupling is in fact the mechanism for the
Curie law in displacive structural phase transi-
tions and has been understood for some time. '

Unfortunately, attempts to fit the thermodynamic
properties in the mean-field region from the MD

model [with constant Ginsburg-Landau (GL) coef-
ficients] failed for ZrZn, (Tc =20 K), although a
qualitative fit could be obtained for Sc,In (Tc-6 K)
for T & 12 K. The slope of the latter's measured
inverse susceptibility, however, appeared to
change suddenly to a new value for 200 & T & 12 K.
This behavior and the fact that ZrZn, could not be
fit to the model suggested strong temperature-de-
pendent renormalization effects in the GL coef-
ficients at these higher temperatures. The proper
direction to go to obtain good fits to the model ap-
peared to be to compounds with even lower transi-
tion temperatures. While there are no candidates
in mind, a possibility exists that good homogeneous
itinerant magnets with lower Tc will be found even

though the magnetic transition is not inherently
weak and a low Tc/e~ is accidental. " One could

alternatively perform accurate measurements on

ZrZn, at pressures of order 20 kbar, which are
sufficient to reduce Tc to zero.

To increase interest in these possibilities, a
justification of the model seems desirable at the
present time. The point of this paper is (i) to
demonstrate the consequences of the MD model at
very low Tc from perturbation theory, and (ii} to
show that it should become an exact description of
the region near T~ as Tc 0. This is quite sur-
prising because one knows that classical models
break down at zero temperature. On the other



hand we are claiming an improvement a,s Tc-O.
The improvement occurs, however, within a fixed
region around T, which shrinks in absolute ra.nge
along with T~. The improvement occurs because
in general the GI coefficients are temperature de-
pendent. The precise dependence cannot be de-
termined because the itinerant magnet is a strong-
coupling problem (U/cz-1), unlike, say, the super-
conductor. However, it is possible to estimate the
temperature dependence of the GL coefficients from
the microscopic theory, as we do in Sec. V, and
show that this becomes negligible as T~-O, com-
pared to other effects, like (1.4).

Now, one other proviso has to be made. Al-
though the GL coefficients tend to constant values
(which are not known, except in order of magnitude),
quantum effects come into play to freeze out the
classical fluctuations as T~ 0. In Sec. V we show
that this effect can be absorbed into a, tempera-
ture-dependent upper cutoff q, at least within low-
order approximations likely to be used for the MD
mode], . The finding is that q should be chosen to
include only the thex'mal population in the MD model.
In the present case we are rather fortunate in that
splQllke excitations become x'athel stiff. The best
description for low-momentum spin fluctuations is
probably paramagnon theory. Paramagnons be-
come incredibly stjtff with a, damping x'ate very
close to Tc going as q'. Within paramagnon theory,
then, we expect that qs-T or q -T'~', which is
rather weak dependence. If high-momentum spin
waves are important above T~ in the thermody-
namics, which is not likely, then we should have
g~ going more like q - T

We note that it would be unreasonable if the GL
coefficients could be determined fxom first prin-
ciples, for then one could determine the nature of
the transition in a dense interacting electron gas,
which is known to be intraetible. e The GL coef-
ficients can be determined only phenomenologically
a,nd not from known band structure, contrary to
what may have been implied in I. This difficulty
should also' manifest itself in a, Moriya. -Kawabata,
approach, which produces qualitatively similar
results to the present model.

Given the GL coeffi.cients which cannot be de-
termined except in order of magnitude, we now
consider the possibility of an accidentally weak
transition at very small Tc/cr. At low tempera-
tures, the Qucutations themselves become weak
because of (1.4) and perturbation theory 1n the
MD model becomes possible even when the GL.co-
efficients themselves are not small. As mentioned
briefly in I, the validity of the perturbation theory
for the model depends on two small parameters
T/To and e, the first specifying a weak transition
and the second that one is not in the critical region.
The first is defined in Eq. (2. 6} and is the same

as in 1; the second, defined in Eq. (2.9), is some-
what different. Close to T~, it ha, s the form

a=~'r'/sr, (s+ d~ )0' —1't;)

In contrast to recent renormalization-group ef-
forts, we are not interested in critical effects, as
the relative size of the critical region shrinks as
T~- 0. One in any case knows only the critical
exponents and not the detailed variation of the
thermodynamic propex'tl68 ln this 1 eglon.

The perturbation theory for the model (2. 1}has
been worked out in detail, for constant GL coef-
ficients and temperature-dependent q . This is a,

straightforward but tedious exercise. The re-
sults have been compiled in Table I, which ca.n be
used as either a, detailed Ginsburg 0 criterion for
the model or for detailed fitting of the thexmody-
namie behavior. The thermodynamic behavior can
be reconstructed from this table by inserting the
correction terms (C.T. ) into the appropriate place
in the listed equation. We show how this is done.
If one were to yut these terms in place, the sus-
ceptibility for T &To in Eq. (3.16) acquires the
form

T
X, = "' 1 —e'"+-,'e-win '+ r,' ~+ ~ ~ ~

&no &T 6&z

In this equation, the first three terms come from
the Hartree contribution and the last two from the
Born terms and three-body contribution, respec-
tively, as indicated in the columns of Table I. Here
4T = T —T~. The definition of other parameters
is given in Eqs. (2. 1)-(2.6). For now, we want
merely to indicate the type of results one obtains
from the model.

The behavior of the quantity go is, first, not
strictly Curie-Reiss-like due to the reduction in
the thermal population as T 0. In paramagnon
theory, qo has the form —

i a i + i b j(T/e~)"', with
I Q I of order 1. In addition, the temperatux'e de-

pendence of the GL coefficients due to the quantum
cox'rections, if taken into account, would introduce
an additional (T/ar)'jn(T/zr) term in rio, with a
coefficient of order 1 which is calculable by solv-
ing the strong-coupling problem. Thus only at low
temperatures where (T/a~)'~3» (T/e~)'in(&„/Tc)
does the temperature dependence predicted in the
model with constant coefficients become dominant.
The Curie-gneiss behavior is also modified by re-
normalization of the critical (very small q) fluc-
tuations, which result in the c corrections in (3.16).
The c and T'~' curvature effects can amount to 10/0
effects in the thermodynamic properties a,nd are
given fol' possible use ln detailed flttlng.

The classical model and the notation are first
introduced in Sec. II. Section III discusses the
classical model for T + T~ in the Hartree approxi-
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TABLE I. Corrections from highermrder approximations as they would enter
various equations, compared to the first term from the Hartree approximation
comparable to the Born and three-body corrections. The model and notation are
given in Eqs. (2.1)-(2.9). To reduce the complexity of the entries, various
small parameters have been ranked according to .p&T)» gc.. TjT0» e . The weak
temperature dependence (2.11) of e&, if included, would introduce corrections with
coefficients of order of the Hartree entries in this table, times ln(&+/T), except
for the susceptibility for T( T~, where the coefficient is order &, not &~ . Here
v is of order 1 and defined following Eq. (4.19); AT = T —T~-

Specific heat
T&T, Eq. (3.12)

Specific heat
T&T~, Eq. (4.21)

Susceptibility
T&T, Eq. (3.16)

Susceptibility
T&T, Eq. (4.13)

Magnetization
Eq. (4.17b), T&T~

Magnetization
Eq. (4.17c), T &T

Magnetization
Eq. (4.12b}, T&T,

Hartree
correction

——63 /23
16

Magneti. z ation ~ 3/2

Eq. (4. 12c), T&T, 64(2)"'

Born correction

2 p~~3/2 in
1 T 1 Tc

32 Tc AT

1 2 1 T & ~T
3/2

(9+ 2 v) —+ 4(2)g/2-ln
0 QT

Tp

ln—3 3/2 Tc
2 QT

~ —6+ Gin3 +A
8

Three-body
corx ection

7t /&~$0 T2 2

8y2 Tp

32/~

E~c
8Vp2

02

8'
)('F$f

16 pe Tc

~st t) E'

8y~

Z2 K A/02

16y~2 Tc

mation. Section IV outlines the perturbation ex-
pansion in a field and for T & T~. Corrections be-
yond the Hartree approximations are introduced
from a variational procedure. Finally, in Sec. V,
a discussion of the effects of lowest-order dynamic
corrections on the model coefficients is given.

-&&/2)C, ia, l

It is convenient at the present time to define param-
eters which appear in Table I. These are

II. MODEL
$o =

(f1a /» Pi~) Pz6'm ) (2. 5)

The model assumes that the thermodynamics
near T~ is given by a classical field functional of
the form

P = Aa QP -1+ /, Pg —Pg OH+ 2II

&g = (~./») P~/~~, (2. 6)

'() o
= o'z + oP~T(o, (2. 7)

where ~~ & 0 and 0, is the unit-cell volume. Close
to T~,

a)+a2 a3w4 0A, h
a

where 5 is a real field and satisfies ha =h „H is
the external applied field, and T is the reduced
temperature. %'e shall also consider the effects
of adding to (2. 1) the three-body term T/i'o «& 1, (2. 8)

We consider the case where the transition in (2. 1)
is weak and assume the existence of the small
parameters

2 am
1 /c~ T

6~ al a6 a&+ ~" +a6&0
a

The partition function is given by

e = Z/Zo = (e )(),

(2. 2)
where To =24q /Pet'o and

e —= ypT /'g() « 1,

(2.9)'r'lBT () + 7' ~ (T' r, ) . -
AT
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For the ferromagnet, Eq. (2.1) follows from
considering a functional-integral formalism for
the Hubbard Hamiltonian, as discussed in the Ap-
pendix. Furthermore, nominal expressions for
the coefficients in terms of the band structure of
the conduction electrons are given in the static ap-
proximation:

n~ =1 —2VN (~~)

p', = --,'(2v)'N"{~, ) o,
(q,')'=- ~(2v) N "(~„)v,',
~' = --.' (2v)'N"'(~„),
e= p,,a(N/vT)'", i = T/2v,

(2. 1o)

where U is the Coulomb interaction of the Hubbard
Hamiltonian, "and where the average of the density
of states N(&~) is given by (1.2). The averaged
curvature N (&r) is similarly defined.

We summarize at this point the effects of the
lowest-order dynamic corrections (discussed in
Sec. V) on some of these nominal values. The re-
sults from (5.18) are that

n„=[n~ + n,'" + O((T/~~)' ln(T/~~))]/(1 —c),
S, = C./(1 —.), (2. 11)

a, = m, (2N/q')"', (2. 12)

with (Ih, I )0=1. The factorial coefficients in Eqs.
(2. 1) and (2. 2) also correspond to standard field-
theory notation. The partition function (2, 3) dif-
fers from that of I in the absence of multiplicative
factors of T' per mode from the change of vari-
ables, which would lead to classical —,'lnT terms in
the free energy and the spurious Dulong and Petit
contribution to the specific heat obtained in I. Aside
from this, correspondence in terms of parameters
p, , n, P of I can be obtained from the prescription

where no" and c (( 0) are temperature-independent
numbers of order 1. In lowest order no extra tem-
perature dependence appears in P~, except for the
(T/zz)' dependence resulting from the thermal aver-
age N (e~) in (2. 10). Furthermore, as we have
mentioned

+i/3
m

within paramagnon theory, which is the result in
(8.22).

The notation in (2.1) is different from that used
in I, which considered fluctuations in the magneti-
zation m, directly. For our purposes or working
with the diagram representation it is more natural
to use a unit-normalized fluctuation

(2. 1). (This is, incidentally, the same T that oc-
curs for each Matsubara frequency sum in the
finite-temp sr atur e diagram technique. ")

III. HARTREE APPROXIMATION FOR T & Tc

The effect of critical (i.e. , small q) renormal-
izationeffectscan be obta, ined within a Hartree ap-
proximation (l. 3) for the P~ term in (2. 1). The
fluctuation average ( ih, [') and thermodynamic
properties can be computed since only Gaussian
integrals are present when (1.3) is substituted into
the free energy, as discussed in I.

We write the results for the partition function
from (2.1), (2.3), (2.4), and (1.3) as

e"= —= exp{,P~TN) —)IID,~,
0

(3.1)

where the Hartree susceptibility in zero field and
ol T~ Tc ls

D, =(~k, ~') ={n~+,'PrT)+ p,rq'-) '. (3.2)

The effective fraction of fluctuating modes is-given
by the self-consistency equation

(3.3)

and the brackets by

«)=-(« ')0/&& 40
. (3.4)

We show next that the free energy satisfies a
stationary property 5W/6D, =0, which simplifies
the specific-heat calculation and which is also used
in Sec. IV to defi~e consistent self-energies from
higher-order corrections beyond the Hartree ap-
proximation. The stationary property follows
readily from inspection of (3.1) provided one uses
the fact that

The prediction of the theory for the specific heat
is readily obtained from (3.1). We use

We note that in differentiating 8' ence, a. cancel-
lation occurs because of the stationary property
6W/6D, =0. Also we note the derivative d$/dT
does not enter dW/dT. However, the q depen-
dence of the upper limit of the product in (3.1) does
contribute a term which looks like a temperature-
dependeot background. We obtain

c/T = ~c„,„/T+ c,/T,
where

The change in normalization introduces the explicit
temperature dependence E 1n the two-body term in

&c.r~~ &
~P )a~ & ~P (3.8)
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For T ( Tc, the terms analogous to n C„«/T
change sign and contribute to the specific-heat
discontinuity. The background term C, /T in (3.6),
however, as discussed in Sec. IVC has the same
form for T & Tc and T & Tc, provided I g, I «p,„'q'.
This condition near Tc can be rewritten as

I ~TI d'lnq

which is easily satisfied. there. The form of C,
where (3.7) is satisfied is

(3. 7)

~C 0, q J 1
2

d lnq Td lnq

Td lnq„, (s. 6)

q qo zyFT 2(4gQYFT +ypT ) (3.10)

In terms of the small parameters in (2. 8) a.nd (2.9),
we obtain, from (3. 10),

q=q, [1 —e't'+-,'c —0(&'")] for e «l. (3.11)

From (3.9) and (3.11) we can easily obtain d$/
dT, to find

AC„,, P~ )o Td lnq

T 8U dT 2
—m

— +C.T.

(s. 12)
where we have used the definition (2. 9) for To.
This equation displays the format we shall use in
conjunction with the "correction terms" in Table I.
Only significant terms generated in the Hartree ap-
proximation are explicitly displayed in (3.12).
Those which are comparable to others from high-
er-order corrections, are put into Table I.

Sufficiently far from the transition (e «1), the
important contribution to ~C„« is thus negative,
the magnitude of the subtraction depending on the
effective number $o -q of modes participating in
the phase transition. The c' term in (3.12) is
reminiscent of the (T —Tc) ' singularity predicted
in the electron RPA. ' We note, however, that the

behavior is obtained only if c «1 and does not
actually dominate the specific-heat behavior.

We note that if q has power-law behavior, Td lnq /
dT is just a consta, nt. For q

- T' ', we also note
that the background goes as

C, /T-const, +
~

lnT
~

and thus, has slow logarithmic variation near T~."
To calculate 4C„«/T, we obtain the self-con-

sistency condition on ( from (3.2) and (3.3), which
ls

q=-D, lo =q, —7)'"y„T2m 'tan '(p,,q /q"') .
(s. 9)

We look for an approximate solution of (3.9) for
q«l, so that" tan '(tj. q /q'~') =-,'m. This is
given by

One can readily derive expressions for the mag-
netization and susceptibility from differentiating
(2. 3). The physical magnetization per site is
given by

Ns N, 2T dW 2T
D —H

(s. ls)
where D=(h, ,), and the susceptibility per site is

X=VPD, =o-l) U ', (s. 14)

where in general the cumulant part D, is defined as

(s. 16)

The discussion of the magnetization equation is
deferred until Sec. IV.

One can readily derive, however, the form of y~,
the singular part of the susceptibility in (3.14)
from Eqs. (3.9) and (3.11):

Xq
= Vg~/qU=(V, ~/U7IO) (1 —c' +C.T. ) '. (3.16)

The behavior of Xz has already been discussed in
Sec. I.

IV. DIAGRAM EXPANSIONS AND HIGHER-ORDER
CORRECTIONS

Next, for compactness, we shall discuss finite-
rnagnetization results and higher-order corrections
simultaneously. In going beyond the Hartree ap-
proximation, one does not have recourse to a
thermodynamic-minimum principle, as used for
example in I. However, one can insure by con-
struction that the free energy satisfies stationary
principles with respect to the order parameter and

susceptibility that hold in an exact theory. The
la, tter property 6W/5D, = 0 is not well known but was
shown to hold in the Hartree approximation. These
stationary principles are discussed in more detail
by De Dominicus and Martin, ' and for the most part
we simply adopt their results.

It is convenient in using their method to work with

diagram expa, nsions for the free energy. The anal-
ogy of diagram expansions of (2. 3) with that of field
theories follows for Gaussian random variables as
in (2.4) and should be well known from recent work
on the renormalization group.

We generally wish to calculate the average (3.4)
for some function 8 of the random variables h. We
first expand e ~ =1 —6:+6: /2! + ~ ~ ~ . If 6 is a poly-
nomial in h. , then at each order in F we must eval-
uate the product (h„' ' 'h, )o. Of course, the aver-

~n
age is nonzero unless the h's occur in pairs I h, I,
quadruples I &,I, etc. The algebra of keeping track
of theoccurrencesof pairs, quadruples, etc. , in the

q sums leads naturally to a linked semi-invariant or
cumulant expansionof (0) interms of cumulants M„de-
fined by In(exp[- —,'t(h, +h, )])0——QM„t"/n! . The sim-
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plification for a Gaussian field theory is, of course,
the fact that expectation value can be evaluated by
completing the square, from which one sees that
only M, =(I h, I ), is nonzero T. hus, although qua-
druples and higher-order pairings generally occur,
the net contribution to 31„, n —4, vanishes. A

theory with only Ai~ generates standard diagram
expansions and the full complications of a cumulant
expansion, for example, for the Heisenberg ferro-
magnet, do not occur. "

For example, the second-order diagrams of
Fig. 1 for (e ~), itself is proportional to

Q (h,h, h, ,h, , )„v,(q) v, (q') . (4. 1)

By noting that ( I h, I'), = 2!( Ih, I'),' for q W 0 and

(I ho I'), =3(IhoI ), for q =0 one can write (4. 1) as

g ()I a)l') ()la.' I') v )q) v (q')+2 Z()lh. )l')v (q)),
ae . a

which corresponds to the first and second diagrams
on the right of Fig. 1, respectively.

In analogy with a scalar-field theory, the h is
equivalent to a field operator and e ~ is equivalent
to the s matrix for the interaction H„, = v, h /2!
+vugh'/4! +v,h /6!, with the one-body potential v&

= n„- 1 + p,~q, two-body potential v~ = P~ T, and
three-body potential v, = v~ T'. The bare propaga-
tor is D,'=(h, h, ), . One finds that a, Dyson equation
and linked-cluster theorem follow in the standard
way.

One complication is that one must, in general,
allow for a finite q =0 magnetization, proportional
in the diagram theory to the anomalous average
D =(h,). For finite D, it is well known from theo-
ries of boson systems (where D is the square root
of the condensate density) that the cumulant part
D„defined in (3.15), is composed of connected
diagrams and can be written in terms of a proper
self-energy Z, as D, = (1 —Z, ) '.

If we denote D, by an open wavy line and D by
the line terminated with a shaded circle as in Fig.
2, then rules for diagrams are standard except
for a factor of —1 for each interaction vertex v;
represented by a dot (in our convention for signs
of propagators) and combinational factors of
(i) (n!) is n terminated lines attached to a ver-
tex, (ii) (1/n! )(—,')" is n single closed loops attach
to a, vertex, and (iii) (n! ) if the same n propaga-

q'

FIG. 1. Example of the diagram expansion for a
term in the free energy.

FIG. 2. The 4 -diagrams from which various approxi-
mations in the text are derived. The wavy line is D~ in
(3.15); the terminated line is D in Eq. (3.13). The 0"
generates the Hartree approximation in the text; ~&

corresponds to the Born approximation; 0 is the
Hartree approximation for a three-body term.

tors attach to any two vertices. These coefficients
are just those encountered in theories of scalar
bo sons.

A. Series for the thermodynamic potential

As mentioned before, the exact perturbation
series for the thermodynamic potential TV con-
sidered as a functional of D and D, satisfies the
stationary properties 5W/5D = 0 and 5W/5D, = 0.
In order to use the stationary conditions an ex-
plicit representation of 5' in terms of D and D, is
needed. Obtaining this representation is problem-
atic because of the well-known counting difficulty
from factors of ~ ' in closed loop diagrams with
n-fold symmetry, but it nevertheless has been
worked out by Luttinger and Ward" for the non-
anomalous case and De Dominicus and Martin"
in general.

The expression for W is found to have the form

W= ——,'D'+ZD — g (lm +ZD, )+n', (4. 2)

where 0 is the set of irreducible diagrams for 8',
but with the full D and D, substituted for bare lines.
Here Z, is the self-energy, defined as D, =— (1 —Z, ) '.

The diagrams for 0 corresponding to the Har-
tree approximation are given by 0 in Fig. 2.
Molecular field theory to third order in the mag-
netization is given by the first two diagrams; the
next two represent the effect of fluctuations.
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D'" =[(S T)'/SI]~, (n o)D (4. sb)

(3] -2 D $ D (D
8 24K

g, (II; q) =Iv-' P D,,D ..8 „,.„.. .
q» qPt

Unless there is no chance of confusion, in the fol-
lowing, quantities defined in the Hartree approxi-
mation will be denoted by a superscript H, whereas
fully renormalized quantities will bear no super-
script.

To flllci D» we use tile stRtloIIR1'y pl'opel'ty 5W/5D»

=0, which reduces to equations for the self-energy
Z = Z + Z' '+ Z"', if we note. the stationary proper-
ty requires 50 /5D, = —Z, . We obtain

H 2 p~T) pF T
= —(CIz —I+ &II )—

We investigate the following corrections to the
Hartree approximation: the second-order (Born-
Rpproxlmatlon) cllRgl Rills 1II pI) Rl'8 glvell lly 0
in Fig. 2; the first-order diagrams in Ic„(the
three-body interaction) are given by 0'" in Fig. 2.
In addition we estimate the effect of the weak tem-
perature dependence of nz given in Eq. (2. 11).

We shall identify the corrections below by super-
scripts pertaining to the 0 diagrams from which
they al 6 derived, FroIIl functionally dlffel entlatlQg
0", 0 ", and 0'", respectively, we find 5W/5D =0
can be rewritten D = D~ +D'" +D"', where

D' =ff -(n, -1)D- (P,T/3! X)D' ,'P, TD-~-,

(4. Sa)

y = p T D / Sl + = h p~ (Q II + If )

x = ff/D= ff'/(~n+ff') .
(4. 5)

The weak-field limit for T & T~ can be taken to
be x « tgo j. We first obtain the general expres-
sion for II from (4. 3) and (4. 4):

q =-2(n, + ,'P, T~)+-Iq, I ~,

where &=Sx/II}, !+Z'"+&'" and

I ~, I

~"' =-'(js.T)'g I(n; o) —Sf}.Tg.(n; 0)y,

I!0 I!)."I = —,'Ic~ T'('—+SIczy'/5Pz

(4. 7)

(4. 3}

In the following, the momentum dependence at
finite q of ~' ' will be neglected. In this case the
self-consistency Eq. (S. 9) is modified only by a
"shift" in Tc; one replaces I}0 by I}o(I + —,'X) in (3.9).
Again approximating the arctangent' by ~m, we
obtain the expansion

II =-2
I I),

I

(I+-,'x) (I+e""+-,'&'+-,'&""+.. . ) (4.9)

These latter results follow from T= T/-2U, H
=— PsH(N/UT)'~, and (3.13) with H =!AH/U. Here
~n is the difference in the spin-up and spin-down
electrons per site. Generally, H «4n and y and

@ are then the usual Arrott' plot variables.
We shall discuss only the behavior in weak fields

in the presence of the higher-order corrections.
Generally, these affect the magnetization not only
through the explicit D' ' and D'" terms in (4. 5) but

also through self-consistent renormalization of (.
These effects are found to be comparable.

T( Tc

~R ~D» D4
Z '=- KJ;T —+ +

(4. 4b)

(4.4c)

where e'= &[2(1+2'] '.
I eading g = 0 tel ms from integrals jn 5~3~, suf-

ficient for our purposes, are easily evaluated:

B. Magnetization

The equation for the magnetization can be ob-
tRlnecl by 18R1 I'RIIgiIIg (4. 3):

y=-(. —,"u, h) .|D'" D'"]D', (4. 5)

g,(n;q)=~ 'g D,...D,.
ql

To obtain proper expansions in & and T, the 0' '

and Q'~' corrections must be incorporated self-
conslsteQtly 1Q the defln1tlon of ( and D on the r1ght"

hand sides of (4. Sa,) and (4.4a). However, to the

order to which we are interested, Hartree expres-
sions for D, and D can be used in the &' ' and &' '

contributions themselves. We neglect the momen-

tum dependence of the 0"' corrections in the fol-
lowing.

I. (Pz T)'/3' lrI(n; 0) = &~T'»(V4 cf.'/I)),

P, Tg, (I); 0) I;TI)-
Had we kept the momentum dependence of x~ ~, we

would have found only that the right-hand side of
(4. 10), which falls off with q, overestimates
slightly the importance of these correction terms.

We also note that [DI I +DI"]D ' can be written

(4. 10)

Finally we need to start collecting expressions.
Equations (4.9) and (4.7) define cIF + ~pzT), which

ca.n be substituted into (4. 5). It is sufficient, to

leading order in all corrections, to use

1/8
) =x. )~q,

~~ {)~ '„, ().—;~ —„~)
(2)

[D'"+D'"]D '=(~ T)'g (n 0)/3 —.(s )'y'/5 p'

—Icy T $ /3 —Icy, T)y/2Pr, . (4. 14)



THERMODYNAMICS OF AN ITINERANT-ELECTRON. . . 289

y =yp+yi~

where

70=16o
l
[1+& /(2) +C. T ],

3e' ' 9~' '

(4. 12a)

(4.12b)

(4.12c)

with correction terms specified in Table I. Here,
x and y are the Arrott plot variables in Eq. (4.6).
It is easy to generalize A. to include the tempera-
ture dependence (2. 11) for nz and this result is in-
dicated in the caption of Table I. In order to re-
duce the complexity of the entries the order of
magnitude of the various small parameters has been
ranked according to g p «Py' T$p. In addition, terms
of order E' have been neglected compared to T
and E.

Equation (4.12) gives the order of magnitude of
curvature effects in the Arrott plot of y vs x for
sneak fields. "The spacing of isotherms is not sim-
ply proportional to ~ q o ~~ (T —Tc) but is also af-
fected by e' corrections in the Hartree approxi-
mation and corrections of order rl n(AT T/, ) from

These could be comparable. The curvature
of the isotherms from the e'~2x /~qo) dependence
in (4.12), however, dominates contributions of
order &x / l 71, I from 0' ~ which have therefore
been dropped from Table I.

The singular part of the susceptibility is also
given by (3.14) as

y, = p~/qU

We obtain, from (4.7)-(4.9), the result in zero
field

x.=v~s[2UI&ol(1+C T )] . (4. 13)

For T & Tc, the E' Hartree contribution is com-
parable to that from 0(2) and so has been entered in
Table I.

r) rc

For T& T~, the small quantity in weak fields is
y, not x, which is comparable to go. We substitute
for x, from (4. 5), into (4. 7) to obtain

7j —Qp + 2ppT) + 2)pX,

where the small quantity gp~ is given by

noX = 3y+ goA(2) + no™X(3)

where

(4. 14)

3/2
(2) (3)+4+ 4(2)i/a +[D +D ]D

We can also set y= tgp 1+x and g=2 I gp j+3x,
where these appear in X and [D'+ +D'"]D '.

For x «
~ go ( it is straightforward, if a bit tedious,

to derive from (4. 6), (4. 10), and (4. 11) the result

x xo +x]., =~,(1 —. +C.T. ),
1/2

x, =y [1 ——,'a'~'(1 —3y/4q, ) +C. T. ],

(4. 17a)

(4. 17b)

(4.17c)

where x and y are again the Arrott variables in
(4.6).

In zero field, y vanishes and one easily obtains
the correction terms for the zero-field suscepti-
bility (3.16) from (4. 14).

C. Specific heat in zero field

We again use Eq. (3.5), where W is given by
Eq. (4.2). The first derivative of dW/dT is easy
because the temperature dependence of D and D,
does not contribute, because of the stationary
properties. The explicit temperature dependence
of the various interactions and that of the explicit
upper limit q in diagrams is all that need be taken
into account. Let us examine the latter dependence
in more detail. What essentially happened in dW/
dT in the Hartree approximation in (3.1) was that
the derivative of the upper limit of the fourth
f dqZ, D, term in (4.2) cancelled against the deriva-
tive of the upper limits of the product of Hartree
integrals in the last contribution for 0" in Fig. 2.
Thus dW/dT had no term like d$/dT Analysis of.
diagram symmetry factors suggests this always
happens as long as only Hartree loops are present,
as in 0 and 0 ". In the Q' ' diagrams cancella-
tion does not occur, although it is not entirely clear
whether q should be used in these integrals. How-
ever, including the temperature dependence of q
or not in these corrections makes a difference only
between T or T lnq - T lnT in the first 0' " dia-
gram of Fig. 2 and T2 or T'q - T ' in the second.
We thus ignore q temperature dependence in 0' '.

We are then left with the upper limit of the lnD, ,

integral in (4. 2). Differentiation of this limit gives
rise to the same background contribution C~/T in

no~ '" = —'23' &F482(n; o) —(&P T)'g l(n; o)/3l i

q, X"~ = ~ i'(-', ~'+D4/4t +-,'~D').

Again the correction can be treated as a shift in
Tc. From (3.11), we obtain

q =q()(1+X) (1 —e'~'+-,'e — ) (4. 15)

where e = e/(1+ A.).
To derive the leading corrections to the magneti-

zation equation, it is sufficient to consider, from
(4. 5), (4. 14), and (4. 15)

y =x —q, [1—e' '(1+-,'& —~ ~ ~ )+-,'a+3& y/16+ ]

+(D '+D~ ~)D (4. 16)

where ~, D' ', and D'" are evaluated using g= qo
+3y. From (4. 10), (4. 11), and(4. 14)weobtain, for
y « go « 1, E « 1,
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Eq. (3.8) for T & Tc as T & Tc, since the only
change is that D, =(2 l))0 I+(((zq') for T&Tcin-
stead of D, = (q, + pzq ) for T & Tc and the I)) o 1 is
negligible anyway in the limit (3.7).

Continuing on to evaluate r)C„«/T, we differ-
entiate the explicit temperature dependence of
vz =P~T (the vertex with four lines) in the Hartree
contribution 0 in Fig. 2.

(—4)D2+ N$ + D /4 (N)

= —pF ) /16U T &To

=+P„$~/8U —Sc(); (4UT P);) '

D(2) +D(8)

(4. 18)
where the last line is obtained from (4. 5). The
last term for T & Tc involving (D(@+D ')) does
not contain important corrections and will be ne-
glected.

In order to calculate C/T, the expbcit form for
$ can be obtained from (4. 14) and (4. 15) for T &To
and (4. 7) and (4.9) for T &Tc. The self-consistent
renormalization effects can be included by retaining
terms first power in ~ and A., respectively, in the
iteration for g. From (3.5) and (4.18), we see that
the specific heat will have a contribution propor-
tional to

where

g.())) =N-' D,D,.D, D„,„,„.
-aa" a"'

The approximation used for g, 1S g3()I) g3(0)
=+z $())( )(/)u), q', where (( is a constant of order
unity. Also, if the temperature dependence (2. 11)
of n~ is taken into account, we must include deriva-
tives of diagrams first order in e,:

dS' 3y
dT 'v ~z~ dT (4.20)

in addition to including b n~ in the definition of X

$()+Td)/dT) .
Effects from the 0' ' and 0 "diagrams in Fig. 2

are generally comparable to those from the self-
consistent renormalization of $. These are eval-
uated in a straightforward fashion from (3.5) using
the Hartree expressions for g a,nd y. For com-
pleteness, we give the first derivatives (ignoring
the temperature dependence of q for reasons
above):

dA(@ P~TNg, (q) P),yNg, (q; 0)
dT 48U 2U

(4. 19)
dn'3& I ~Tv ~' 3~y' 3~'y 3 y'
dT U 48 48'1' 88 T 10 (8 T)')

1-—,'p~ D =. —2 n~+ —,'pF. T) +3H D

(4. 23)
dH™

where all quantities are defined in the Hartree ap-
proximation. This, when substituted into (4. 22),
gives a result different from that from substitution
of D, 0

—= )I and (4. 7) into (4. 22). The difficulty is
that the field dependence of $ generates an infinite
heirarchy of self-energy corrections, which would
have to put into D„ to make the two expressions
agree.

To see this, from (4. 5) (with D(@ =D'" =0), (4.6),
and (4. 7), we first write D, as

D, =[a); + ~PT)+(P~T) D /2NI '. (4. 24)

By definition, we obtain

d$ 1 ~ -2 p~T d( p„fD dD
2 dH N de (4. as)

and ~.
Carrying out the indicated algebra, one obtains

(3.12) plus corrections at T &Tc and

C/T =SC„„/T+C,/T,
where

&C,T«P). $o Td Inqm

T 4U dT 4

2(T ) +C. T) (4. 21)

for T & Tc. Again the various correction terms
are tabulated in Table I. According to the above
discussion, C, /T is given by Eq. (S.8) for T &Tc
or T &Tc, provided (3.7) holds.

D. Difficulty in thermodynamic consistency for T ( T&

We discuss the interesting difficulty that our
variationally derived expression for the suscepti-
bility for T & T~ is not thermodynamically consis-
tent. The inconsistency is small for small z but
not otherwise.

The difficulty is that separate approximations are
made for the order parameter D and the mean-
squared fluctuation amplitude D„ that is, the free
energy W is considered a. functional of D and D,
separately, which are then defined from stationary
conditions. The problem is that D a,nd D, then do
not necessarily satisfy the relation obtained through
Eqs. (3.13) and (3.14):

d(D H)
(4. 22)

U dH U

We shall take the Hartree approximation as an
example. The magnetization is given by Eq. (4. 5)
with D' ' and D " set to zero. The fluctuation am-
plitude D, ,—= )I is given by Eq. (4. 7). These expres-
sions are variationally derived from AH in Fig. 2.
If we calculate the susceptibility by differentiating
the order parameter, we obtain
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FIG. 3. The self-energy series required for a com-
pletely thermodynamically consistent (gapless) theory
for finite magnetization.

Z, (p, r)'n g2(n; 0)
2N[l + 2p~Tg, (q; 0)]

(4. 27)

to make the thermodynamics consistent. This self-
energy is generated by differentiating the field de-
pendence of $ in the magnetization equation and
corresponds to the infinite set of diagrams given
in Fig. 3. (We note in this figure and in g2 in
(4.27) that for full thermodynamic consistency-
i. e. , satisfaction of (4. 22)—the propagator s should
be the Hartree ones (4. 24) rather than the ones
fully renormalized with Z itself. )

The first of these self-energy diagrams in the
approximation that Hartree propagators are used for
for the internal lines is what we evaluated for the
first term of Z' ~ in (4.4b). The effect of this con-
tribution on the thermodynamics for T & T~ is es-
sentially given by the nonlogarithmic entries under
0' ' in Table I. Thermodynamic consistency thus
fails at order E or a', depending on the property
considered. This difficulty is reminiscent of the
notorious discrepancy between gapless and con-
served approximations in superfluid boson sys-
tems.

By solving (4.25) for d$/dH and substituting into
(4.23), we obtain

(ps~) D g«(n; o')

dH ' 2N'[1+ 2p~Tg, (q; 0)]

where g2 is the integral given after Eg. (4.4).
Therefore, the susceptibility in Eg. (4. 22) would

have to be defined with the additional self-energy

still determine the coefficients n~ and P~ and the
cutoff q to be used in the model. We shall see
next how this can occur.

Whereas in the classical model the properties
of electrons were contained in the structureless co-
efficients &~ and P~, the dynamics of the electrons
now need to be made explicit. The propagator D,„
= (k,„k,„)= (1 —Z,„), defined in terms of the gener-
alized ensemble average, depends on the thermal
frequency ~„=2minT through the self-energy, taken
to be

Z«„= 2UC«„' —2p„T) —n (5. 1)

where C«~„' is given in (A4). To insure stability we
have included the effect of coupling of the static
modes to lowest order through the P~ term, and in
&' ' we have allowed for self-consistent renormal-
ization effects of finite-frequency modes. The ef-
fective mode number $ is defined as in (3.3) as a
sum over q for q & q of D, „o. The cutoff q should
not be confused with the cutoff q =O(kz) below,
determined from the lattice spacing. The param-
eter q at this point is basically at our disposal
and will be chosen to make the thermodynamic be-
havior pa, rticula, rly simple. It is chosen to appea. r
only as an effective momentum cutoff in the dy-
namically renormalized susceptibility, so that
direct correspondence can be made with the cutoff
in the model (2. 1). For creak transitions, a direct
identification of the GL coefficients can also be
made from the expansions of the renormalized sus-
ceptibility in powers of fluctuations.

We define uz as in (2. 10) to be the contribution to
1 Z& p 0 which is explicitly zero order in the
static and finite-frequency modes. The lowest-
order renormalization from the finite-frequency
modes is given by the three diagrams of Fig. 4
for e~".

The contribution to n~~" from the first diagram
is given by

V. INFLUENCE OF LOWEST-ORDER DYNAMIC
CORRECTIONS

The motivation for the classical description (2. 1)
of the phase transition is that longer and longer
wavelength fluctuations become important as one
approaches T~. When these fluctuations begin to
involve macroscopic regions, one ought to be able,
in some sense, to neglect finite-frequency modes,
which are necessitated by noncommutivity of opera-
tors in the first place. ' However, simply neglect-
ing the finite-frequency modes is somewhat sim-
plistic. Although the form (2. 1) is valid in the
phase-transition region, the finite-frequency modes

FIG. 4. The diagrams representing the self-energy
to first order in the finite-frequency fluctuations. The
solid lines are electrons.
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(5. 2)

1 dz[n(z) + —,']D,(z)
qm k-q, n-m (5.3)

where the contour encloses the poles of n(z)
= (e* —1) ' and that of (v„—z —e„,) '. So, Eq.
(5.3) becomes

2U2y2 ~3
2 ~ qm k-q, n-m kn '

kq
n, m

The prime convention implies that for m =0, only
modes with q &q are to be included.

We first write

The symmetry of the integrand in (5.5) under
change of sign of z, &, and q ~ V~ =q V~ cos8 and use
of D, (e+i5) =D, (-(d —i5) from (5.1) implies that
only the odd part of N'(z) contributes. Therefore,
in (5.6) we can keep only the second term in the
expansion of

N (&)=N (z )+(e —& )N (t ). (5. V)

We argue that important temperature dependence
is not generated by the explicit Fermi factors in
(5.5). The argument is given as follows: The de-
rivative of a Fermi factor is a representation for
the derivative of a 6 function with weight propor-
tional to T:

—T D, O G~, ~„ 773T
f(e)= — 5 (z) . (5.8)

"m

—&k-q —
~ &q n &k-q ~ (5. 4)

where f is the Fermi function and the (v contour
encloses the real axis.

We discuss the term involving the Fermi factor
first. The comparable term for the electron self-
energy in paramagnon theory leads to large effec-
tive-mass corrections in the specific heat away
from the phase transition. The contribution to m~,
however, is not particularly important.

The Fermi terms from the three diagrams of
Fig. 4 yield D, ((u+ i 5) = (q + g„'q '+ i(d/yq), (5.9)

Therefore, if the explicit Fermi factors in (5. 6)
are djfferentiated, the contribution to d(i)~„m,»/dT,
is of order T/(;z, from dimensional arguments,
provided the jntegrafs after (5.8) is ased are non

singular at T =0. If the remaining integrals are
singular, a factor of T ' can of course be generated
at finite temperature which cancels the factor of
T in (5. 8).

We have examined the nature of the singularities
in the terms of do.,"„' „„/dT arising from differ-
entiating the Fermi factors in (5.6). We use the
explicit, standard paramagnon form for D, de-
rived from evaluating 4)( '(q, (() + i5):

2&' ~ (i d. 2[f(z) - ll[f (- ~a .) - l]
ferm ion (z —a,)'k, q

where

)l = n F + n '" + ,'Pr T)— (5.10)

x D, (z -e„,)— s

&~k-q

"((f(-~ .)--'1)).(~-~ .))). (5 5)

If we assume that &k= 0 and q&k„are the important
integration regions, then we can approximate ek,
= Ek —q V~. In that case one can do the ak integral
by parts and take advantage of a partial Ward-iden-
tity cancellation between the first and sec'ond terms
of (5.5):

2U
2mzN q 4m

, [f(-e,+q-V, )--,']D.(z-~, +q V, )

(z —z,)'
(5.6)

and y=2Vr[2UN(cz)v] '. (This expression is valid
for (v~ V~. For ~~ Vrq we note that D, ((v) is
strictly real. ) Using (5.7), (5.8), and (5.9) and
introducing the temperature as a cutoff, we find
from detailed examination that the contribution
from these terms is at most of order (T/ez)
x 1n(T/er). Therefore, the Fermi factors in (5.6)
contribute temperature dependence at most of or-
der (T/er) in(T/er) to nI„' „,. This result de-
pends heavily on the partial Ward-identify cancel-
lation, which, along with the second term of (5.7)
reduces the singularity of the integrand in (5.6).

The important contribution to do(,",) „„/dT will
be seen to arise from differentiating the tempera-
ture dependence of q in E(l, (5.9), which is boot-
strapped by the Pr' term in (5.1). From the spec-
tral representation of D, and use of the explicit
form (5.9), we obtain

d& 2U d—"Q yq d(d d&u' de'(~)
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dy If (~) ——.]If(- &+y) ——.] 8 - (T
J qv 2q VF ((() —g +$5) ((d —g +y —(() +15) 8(d )tfF

/

The ~ integration is easily done. Using the fact
that ReD, (&u ) is sharply peaked around (() - I'(q)
=—y', (q+ pFq ) «VFq, one can do the (() integral by
parts. Using the Lorentzian approximation for
ReD, ((~) ) and (5.7), we finally obtain

+o(—)n(—]I.

The fact that the coefficient of dry/dT is of order 1

implies that pF will be renormalized in (5.1). Be-
fore discussing this result, however, let us go
back to examine the remaining contribution to
~ (&)

4

The remaining boson contribution to a'" from
(5.4) can be rewritten by using the fact that the

single pole approximation for n((() ) corresponds to
keeping the nz =0 term in the sum over m. For the
three diagrams in the scalar theory, we have

2U d(d' d(c n((u') —-r+ — lmD, ((u'+i5)[f (&u) ——,']
27t' gX ~p & . ~ (d 2

2 1

(a —a —f )(to —E) (Ql —to —E )(fd —f) )

where the primed summation indicates that q is re-
stricted to q & q in the term involving T/&u . Now,

ImD, (&u +i5) vanishes for l~ I& VFq. In this case
the structure imposed by the e and q dependence in
the denominators of (5.12) can be neglected. Doing
the (d integration, we obtain

gration by parts, and neglect endpoint corrections
so far as the temperature dependence of nb", ~,„ is
concerned. Using the fact that S[n(to) —T/&u ——,']/8(d
is sharply peaked with weight unity, we obtain

2m

qPm

x ImD, ((d )+T g ReD, (0)
a e

Next we write

(5.14)

ImD, ((()+i5) =——in[I' (q) +&@ ],

where I'(q) =yq()7+i(Fq'). One can do the (d inte-

mN ~ (d 2

x ImD, ((d'+i5).

We will calculate next the temperature depen-
dence of nb„',„due only to the g dependence of
ImD, (++i') in (5.13). We define q so that it ex-
actly compensates the temperature dependence of
the statistical factor in large parentheses in (5.13).
In the renormalized susceptibility, this results in

q appearing only as a cutoff in momentum inte-
grals, which is what is desired to make contact
with the cutoff in the model (2. 1).

We first add and subtract the region q & q & q
in the momentum sum for the T/&u term, and then
use m

' f ImD, ((u'') = ReD, (0).

U N (&F) 1 ( ) T 1
G = — — d(i) B ( d()—boson 2

~'m

x p iieD, (D)) .
&=&m

Now by integrating from g = 0 the first-order
differential equation resulting from differentiating
(5.10) and using (5.,11) and (5.16), one can derive
that g has the form

n =[D,-o(~-=o)I '-=& aFuF+T(.

The renormalized coefficients are defined by

(5. 17)

c(F = [c(FO+ u,")+0 ((T/cF)'In(T/eF))] (1 —c) ',
,

( )
g (5.18)

The a,ssumption of zeyo width in the statistical fac-
tor, used to get (5.15), is sufficient to obtain the
temperature dependence due to g. The wings of
statistical factor must be treated very carefully
in order to obtain q correctly, as we shall see.

According to the proviso under (5.13) we need
compute the derivative of (5. 15) only with respect
to the g dependence. The second term contributes
only of order T ' compared to the first, for q„-T' ', so we neglect it:
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We shall determine q as described under Eq.
(5.13). In order to obtain the proper result for the
temperature derivative of the statistical factor in
(5.14}, we can integrate by parts as before, but the
wings of the statistical factor due to the T/&u term
must be treated exactly. Specifically, we split the
weight of

1 8 T/1T 1 —Tf——[n((u) —T/(u ——,'] =-, , + g—
8(d (d -+ T 7T(d T

(5. 19)
into a Lorentzian part with the correct asymptotic
behavior and a part which gives the correct inte-
grated weight. Here g(&u/T)/e has a width of order
T and unit weight but falls off as e at large e.
Integrating (5.14) by parts, we obtain, instead of
(5.15),

c.,"„',„= "- Q yq in[I'(q)+ T]
a

Q

+ Q yq —1 n[& '(q) +x
' T']g( x)

a

—e' g eeeD, (0)) .
@=a

(5. 20)

If we differentiate the' temperature dependence in

nb„,„not due to g, we obtain a sum of terms pro-
portional to

~eee dqyq
3 1 —m '«ee dx xg(x) T

0 I'(q)+T m 0
q x' I'(q)+x'T'+ dq pq

d dq dq ~ q dq

g+ p~q' dT, r]+ p~q'
'

We require that this vanish. The sum of the first
and fourth terms produces a contribution of order
q —T'~' (in suitable units); the second, —T'~';
the third, +Tdq /dT. Since we can neglect q, it
is clear that the solution for q which causes (5.21)
to vanish is

T 1/3
m (5.22)

with a constant of proportionality which can be de-
termined numerically from g(x).

We note that if we had integrated out the sharply
peaked (5.19) and used a cutoff approximation
& -T in the argument of the logarithm, we would

have missed the first term of (5.21). In this case
one would arrive at the erroneous conclusion that
one should set q = q = const, since the intrinsic

where c(—0) is the sum of the coefficients of dq/dT
in (5.11) and (5. 16) and n,'" is the sum of (5.6) and

(5.13), all evaluated for q=0. In o.'0'" one can also
neglect the widths (- T) of statistical factors to low-
est order. The m,'" and ~e ~ are of order 1.

A. Determination of q~

T ~ dependence in e' ' from the term analogous to
the second term of (5.21) would be negligible com-
pared to T$- T in (5. 1). This difficulty is related
to convergence problems which do not arise when
the q dependence of ImD, (e ) is differentiated. In

particular, the steps leading to (5.16) are correct.
The result (5. 22) can be understood by the in-

tuitive argument that only modes with damping I'(q)
less than the temperature can drive the phase
transition. In other words, modes which live long-
er than the time scale provided by the character-
istic thermal excitation energy participate. The
modes which damp out more quickly are simply too
broad to excite with any degree of certainty. Since
I'(q) -q ' in the important region of pha, se space for
small g, we immediately obtain q -T' '.

Now, since ( goes as q„, we see that P~ term in

(5.1) goes as T'~'. For sufficiently low tempera-
tures, this dependence dominates the intrinsic
T lnT dependence in n,",,' „„.The driving term
for the phase transition is thus entirely isolatable
into the Pz term of (5.1}. Our picture of the phase
transition in weak itinerant ferromagnets as being
driven by the classical fluctuations —in a restricted
region of phase space —appears to be consistent.

But, as we have seen, the renormalization of
the constant values of the n~ and P~ coefficients
and the T lnT terms due to the finite-frequency
modes is a large effect. The values of n,'" and
c in Eq. (5, 18) are of order 1. Moreover, Eq.
(5.18) is still subject to higher-order renormaliza-
tion effects from finite-frequency modes that are
also of order 1. The problem is basically that the
sum over the large number of finite-frequency
modes (a number of order e~/T) removes the small
parameter (T/ez) governing the expansion in the
classical fluctuations. The conclusion, therefore,
is that the GL coefficients cannot be calculated.

However, if as indicated in the preceding discus-
sion, the temperature dependence of &~ and P~ re-
mains weak, we may regard them as parameters
to be put into the free-energy functional (2. 1). As-
suming that some choice of the interaction strength
U leads to a weak phase transition, the discussion
of Secs. III and IV relying on small parameters
carries through.

VI. CONCLUSIONS

We conclude that the Murata-Doniach model for
phase transitions in very weak itinerant magnets
(Tc &1 K) should be a, useful way to correlate the
thermodynamic properties of such a material,
should it be found. The transition appears correct-
ly describable as fluctuation driven, in the sense
that the mechanism of (1.4) provides the leading
temperature dependence in the theory for low T~
in spite of quantum corrections.

To zeroth order, the thermodynamic properties
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have standard mean field behavior. However, the
renormalization of critical (q= 0) fluctuations and
reduction of the thermal population of fluctuations
as T-0 introduces slight (T i' vs T and &'i')
curvature effects, which may be experimentally ob-
servable in regions where perturbation theory in
the model is valid. These effects are summarized
in the equations listed in Table I and provide the
signature for this type of phase transition.

Unfortunately, we also find that one cannot avoid
entirely the strong-coupling aspects of the problem,
in the sense that certain coefficients, including the
Ginsburg-Landau coefficients themselves, ca,nnot
be microscopically determined. These (and thus
Tc) have to be phenomenologically determined.

APPENDIX

Because of existing discussion on the functional-
integral formalism, ' we sha, ll just write down
the partition function for the quadratic term in the
decomposition of the Hubbard Hamiltonian:

H, „,=U n, , n, ,

= - UQ (n;, +n„) ——,'UQ(n„-n„)'. (Al)

—U'Tr T X Q/P4, ' '+ ~ ~ ~ .
Ne note the h's are not all independent but satisfy
jg,„=h*, „. The generalized interaction 4,' ' is given
from rules of finite-temperature perturbation theory
as the closed electron loop for an electron if one
spin (v=4 or 0) which has m interactions with a,

scalar external field jg,„, which transfers momen-
tum q, and fr equency co„ to the electron at the jth
vertex. " In particular, we include a factor (-1)
for the closed fermion loop and a symmetry factor
rn '.

As discussed by Schrieffer, the introduction of
frequency-dependent fluctua tions is necessitated
by the noncommutivity of the electron kinetic ener-
gy with H, „,. The simplest model of the phase
transition arises from ignoring the finite-frequency
modes; 4,' ' then becomes particularly simple, but
the GL eoefflelents obtained are only ol der of mag-
nitude estimates. The nominal values (2. 10) are
obtained by identifying

—,(a~ —1+ ii~q + ~ ~ ~ ) = —U Tr, @, (q, 0),
1 2 2 (2)

(1/4' ) P„=—2U ' Tr,c,"'(q = 0, n = 0),
By considering the linear first termineorporatedinto
Z„one obtains the partition function Z in terms of
the field A. representing fluctuations in the z com-
ponent of the magnetization:

where

4,"'(q, u) =(- T/2) Q G~ .,G', ,
(a4)

dkpp TT d Aqg
I. qnJ (2&)&ia LL ( ilia

0:(h) = —UTr, g h, „h, „4,'"(qn)

Gna = (~n

The algebra leading to (2.10) is straightforward.
The effect of a finite external static field H is

simply to shift e'„. lf C'„~ is expanded in the field,
the effect of H is transferred to a. shift in A, where
this appears in F(h). By change of variables, we
obtain the finite-field generalization (2. 1).
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