PHYSICAL REVIEW B

VOLUME 12, NUMBER 5

1 SEPTEMBER 1975

Triangular antiferromagnetic Ising model*

T. P. Eggarter
Facultad de Ciencias Exactas, Universidad de Buenos Aires, Buenos Aires, Argentina
(Received 2 December 1974)

We solve the Ising problem on a triangular lattice with anisotropic interactions. Special consideration
is given to the antiferromagnetic case. It is found that no phase transition exists if J, =J, =J; < 0.
Allowing a slightly different value of one of the coupling constants J;, we find kT, ~ 2(J,| —
|73D/In2 if |J4 — |J |- 07, while no phase transition exists if |J;| > |J,| Physical arguments to

explain this behavior are also presented.

I. INTRODUCTION

The importance of the Ising model as one of
the very few exactly soluble many-body problems
with a phase transition is well known and need not
be reviewed here. After the famous Onsager
solution,! much work has been done to simplify
the derivation and extend to results to other planar
lattices.2”® The critical temperature on a square
lattice, in particular, was found by Kramers and
Wannier” even before Onsager’s exact solution.
The model presents in all cases a logarithmic
singularity in the specific heat at a critical tempera-
ture which varies from lattice to lattice.

For lattices like the square or hexagonal, on
which every closed loop has an even number of
bonds, the thermodynamic functions in zero field
turn out to be even functions of J; thus, no special
consideration is required for the antiferromagne-
tic case. The reason is clear: The change J- —J
is obtained by changing o0 - —o on one of the two
sublattices into which the original lattice can be
split. The purpose of this paper is to study one of
the “bad” cases, the triangular lattice, on which
this symmetry between positive and negative J
does not exist. It will be shown that there is no
phase transition at any finite 7' if J<0. To study
the situation in more detail we will solve the
problem with different coupling constants J,, J,,
dJ, along different directions (see Fig. 1). By
varying J, while leaving J, = J, constant we will
be able to go continuously from the square lattice
(J5 = 0) to the triangular lattice (J,= J, = J,) thus
gaining considerable insight into the problem.

II. PARTITION FUNCTION
We consider the Hamiltonian
H=-GZ)Jij0'i0j, (1)
»J

where 0; = +1, Z,j are sites on a triangular lattice
on which we use a set of coordinates x, y integers
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(Fig. 1), and the symbol (Z, j) means that the sum-
mation is over all pairs of nearest neighbors.
The coupling constants J;; are J, if the bond Zj
is parallel to the x axis; J, if the bond ¢j is par-
allel to the y axis; J, if the bond éj is parallel to
the lines x + y = const. The sign of J, can be
changed by the transformation o; - (-1)*¢;, and
the same is true for J, with 0; - (-1)’0;. We can
therefore assume, without loss of generality, that
both J, and J, are positive and study the cases
J3>0 (ferromagnetic) and J,< 0 (antiferromagnetic).
To find the partition function we adapt to the
present situation a method due to Vdovichenko?®
and Feynman.® A detailed presentation of this
method is found in Refs. 3-5. The partition func-
tion

Z= Z exp(ﬁ ; J,,o,-o,»> 2)
states i,5)

can be written, using the identity
€"7i5°% = coshBJ;,[1 + (tanhBJ,;)o,0;], (3)

as
Z = (coshpJ, coshBJ, coshBJ, ¥

X Z H (1+0,0; tanhBJ;;)

states (i,4)

= (2 coshd, coshd, coshJd,}¥

X<(i'j) (1 +0;0; tanhBJ‘,)> 3 (4)

where N is the total number of sites and ( ) means
average over all spin configurations. By expanding
the product in (4) we obtain a diagrammatic ex-
pansion for Z in the usual way; for example, if

a, b, c are three sites as shown in Fig. 2, the
term

(0,0, tanhBd,,0, 0, tanhBJ,, 0.0, tanhBd,,)
is represented by the diagram shown on the same

figure. Since
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FIG. 1. Coordinates for the triangular Ising model.
Two neighboring spins interact with a coupling constant
which may be J;, Jy, or J; according to the direction
of the bond connecting them.

1, n even
N\ _ ’
<°‘>'{o, n odd ’ ®)

the expansion of Z will only contain diagrams
(linked or not) with an even number of lines eman-
ating from each site. These are usually called
“closed” diagrams.

The procedure we shall adopt consists in con-
sidering walks on the lattice which, starting from
the origin, reach a site x, y in n steps and carry
a weight calculated according to the following
rules: (a) a factor v, =tanhfJ, for each step par-
allel to the x axis; (b) a factor v,=tanhpJ, for
each step parallel to the y axis; (c) a factor
vy =tanhfdJ, for each step parallel to the lines
x+v=const; (d)a factor 92 for each turn by an
angle 6= — 4w, -57,0,%7, 37; (e) a factor O for each
turn by an angle 7. For the only purpose of as-
signing an angle 6 to the first step, we assume a
“step 0” that led to the origin from the left.

As an illustration, the walk represented in Fig.
3 carries a weight

w= eilon/lzv%vgvg
Let A,(x,v) be the sum of the amplitudes of all
walks which reach x, y in exactly »n steps, with
the restriction that the last step must be in the
positive x direction. Similarly, let B,(x,y),
Cn(xy y): Dn(xr y)y Fn(x; 3)), Gn(x7 y) be the ampli_

FIG. 2. Simplest diagram appearing in the expansion
of Z.
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FIG. 3. Eight-step walk from the origin to site (3,1).

tudes with the last step taken as shown in Fig. 4.
The following recurrence relations are a con-
sequence of our rules:

Ap %, 9)=0[A(x=1,9)+ EB,(x -1, y)
+EC,(x=1,9)+ F,(x -1,9)
+ €Gylx - 1,9)],
B, (%, 9) = v[eA (x,y = 1)+ By(x,y ~ 1)
+€Cp(x,y=1)+D,(x,y - 1)
+ €%G,(x,y - 1)],
(6)

with e=e'™¢. We have indicated by dots the equa-

tions for C, D, F, and G, but the reader should
have no difficulty in writing them out explicitly.
Defining

27
A,(x,y)=(2m)? dedn A, (& n)e's=+m)
()= [ [ deand, (g me
the first equation in (6) becomes
Ay (& M) = v,e AL (E 1) + EB, (& 1) + TC (& 1)
+ Ezﬁn( &3 77) + Eé"(i, T’)] ] (7)

and similarly for the other quantities. Collecting
A, B, C, D, F, G into a column vector A we can
write (7) in the more compact form

énﬂ:Mén) (8)

with the matrix M given by

FIG. 4. Assignment of letters to the amplitudes for
reaching site x, ¥ from different directions.
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(v,e™t 0 0 0 0 0 (1 @ @0 € €
0 ve”t? 0 0 0 0 e 1 € @0 &
0 0 w0 0 0 0 € e 1l @0
M= 0 0 0 v,e't v,eth 0 0 e 1 € @& (©)
0 0 0 0 0 oe™Pflz@o ¢ 1 €
_ 0 0 0 0 0 0 Jle @0 &€ 1 ]
Our convention about the step 0 provides the initial condition
F'l"'
0
0
A= 0 (10)
0
L—O-d
The amplitude for returning to the origin in n steps, the last one being in the positive x direction, is,
accordingly,
2m -
4,0,0= @2 [ [ deand, (g,
0
2m
=@ [ [ azanen),,. (11)
(4

We can now identify the last step with our hypothetical “step 0” so that our previous convention becomes
superfluous. Equation (11) is then simply the weight assigned to the closed walks containing the origin and
passing through this point at least once in the positive x direction. The weight of all closed %-step paths
containing the origin with no restriction as to the direction of passage is, in analogy with (11)

@0,0)= @0 [ [ aganTr(u). (12)

(o]

From this point on the argument is exactly as given in Refs. 3-5 (see also Sherman®) and need not be
repeated. The final result is

<H (1+0,0, tanhBJ“> = exp(- N i QM)

(i ,4) 2 fi=1 n
N 1 2m
= exp(i ——(2")2 fj(; dtdny
xIndet(1 —A_/1)> , (13)
and since Z= e~ 5% we get from (4)
2m
—(BF/N)=1n2 + In(coshpBdJ, coshBJ, coshpd,) + -21— (217)2 ff d¢dnlndet(l-M). (14)
0

From the explicit form of M, Eq. (9), we find

det(1 -M)= (1 + 03)(1 + v3)(1 + v2) + 8v,v,v, — 20,(1 = v2)(1 — 22) cos &
= 20,(1 = 3)(1 - v2) cosn — 2v,(1 = v2)(1 — v2) cos(n - &)
= (coshpdJ, coshBdJ, coshBJs)'z[coshZBJI cosh2pJ, cosh2pJ, + sinh2J, sinh24J, sinh2BJ,
— sinh2BJ, cos - sinh2B.J, cosn — sinh2BJ, cos(n - £)], (15)
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which, together with (14), constitutes the complete
solution of the problem for arbitrary J,, J,, J,.
IIl. CRITICAL TEMPERATURE
Nonanalytic behavior in F can occur only when
det(1-M)=0. (18)

This is therefore the condition for a critical point.
Assuming first J,=J,=J;>0, Eq. (15) reduces to

det(1-M)= (1+2°)*+ 80° = 20(1 = 0*)?
x[cos& + cosn+ cos(n— £)], 1
with a minimum at n= £=0,
min[det(1 =M)] = (1 + v?)? + 80° - 6v(1 - v?)?
= (1+v)PW?—-4v+ 1), (18)
A zero occurs when v®>—4v+1=0, or
v=tanhBJ=2-V3 (19)
and we recapture here a known result.®
We consider next the case J, = J, with a different
value of J,; we assume J,>0. The minimum of
det(1 -M) still occurs for £=n=0. Calling v,
=V, =V V=W,
min[det(1 =M)] = (1+ v*)*(1 + w?) + 8v°w
—4v(1 = ®)(1 —w?)~ 2w (1 - )
={w@?-20-1)= (2 + 20 -1)].
(20)
The critical temperature is obtained from

_v+20-1_ 4 ,
1/v)+2-v

W aw-1"
which can be solved numerically for T,. The
result is represented in Fig. 5.
Finally we consider the antiferromagnetic case
J,<0 while still holding J, = J, for simplicity. If
we consider :

(21)

kTc A

__g_i

- N W S U3
T

L 1 1 -
-2 - 0 1 2 3 4 5
JS/JI

FIG. 5. Transition temperature as a function of Jg
for fixed Jy=J,.

12
det(1 -M)=(1+®P(1 +w?)+ 8%
= 2v(1 = v?)(1 —w?)(cos & + cosn)
-2w (1 - %) cos(n- &) (22)

as a function of & 7, there may be minima when

20(1 = v?)(1 —w?) sin& - 2w (1 - v®)?sin(n—-£)=0,

20(1 = v?)(1 = w?)sinn + 2w (1 = v?)?sin(n - £)=0.
23)

Disregarding solutions which are obvious maxima
or saddle points we are left with two possibilities:

(a)

§=27T"TI, (24)

cosé = cosn= _%Qw(:—l——w?)s’ (25)
1 2(1 —w?2)?

cos(n—g)=§:)—2((1—_‘;’)—2§—1. (26)

At this point
det(1-M)= (1 +2°)(1 +w?) + 80w
+ (L/wh?(1 —w?)? + 2w (1 - 02y
=(1+w)(1+ 02w + 02 /w). 27)

The only factor with a chance to vanish is the last
one, but w = —v? is incompatible with |cos£| <1 in
(25). We therefore must turn to the second pos-
sibility:

(b) £= n=0. But this will lead again to Eq.
(21). We conclude that (21) is the necessary and
sufficient condition for a critical point. To dis-
cuss its possible roots we have plotted in Fig. 6
the function

o) s )

— w forJy>0

=

7w for 0>Jy>-J,

_-w for —J1>J3

L=
i | 1 | | | | |
1 2 3 4 5 6 7 8

FIG. 6. Intersection of the full curve (¢) and the
dashed curve (w) gives the root of Eq. (21) and thus the
critical temperature. No phase transition occurs if
—dy=J;.
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as well as w = tanhBJ, for several possible values
of J,, If J;>0, w starts at 1 for T=0and is a
decreasing function. We obtain a transition tem-
perature T,>2.27J,, bigger than for the square
Ising model. For 0>J,>~J,, w starts at ~1 but
remains above ¢ at low T'; there is a critical
temperature in the range 0<7T, <2.27J,. Finally,
for J,<~J, the two curves do not intersect, w
remaining above ¢ for all 7>0; no phase transi-
tion occurs.

It is also easy to derive the asymptotic forms of
the curve in Fig. 5 by appropriate series expan-
sions in Eq. (21). We simply give the results

kT, =~ 11?;—2(Jl - |Jg]) if ;- =J, from above,

(29)
and
kTa—y“——— if J, =+, (30)
¢ In(kT, /2d,) 8

IV. DISCUSSION OF RESULTS

The behavior when J,=~ —J, can be understood in
the following way: As long as J,>~-J,, the ground-
state energy per spin is -2|J,|+ |J,|, correspond-
ing to a configuration with all spins up. Consider
a partition of the plane in two regions by a bound-
ary like shown in Fig. 7. The line always follows
the direction of the x or y axis. If all spins in one
of the regions are reversed, the increase in
energy is 2(J, — |J,|) per unit length of the bound-
ary. This is so because each step of the bound-
ary cuts a J, and a J, bond. The entropy per unit
length of the boundary is k#1n2: After each step
the boundary can be continued in two ways,
straight ahead or turning by 60°. The ground state
will be thermodynamically unstable against forma-
tion of such boundaries when their free energy of
formation is negative:

F=E-TS=2(J,~ |J,|)=#T1n2<0 (31)

or

). @"AYAVAVAVAVAVAV; 7
9.8 @ YAVAVAVAVAVAVAVAVAVAVAV,. GAVAVAYAY
T AVAVATAVAYAY RRRITN X
XXX \VAVAVAVAY A .% NN
O A AV AAT AT ATAVATAATATAY W\ﬁ&x
1% AVAVAY IAeLVAYAVAVAVAVAVAV,

AVAN XN VAR
L e LA
YAY-¥oVaN 9. (AYAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAV]

). AVAVAVAVAVAVAYAYAVAYAYAVAVAVAVAVAVAVAVAVAVAYA
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FIG. 7. Possible boundary between regions of opposite
magnetization.

kT >2(J, - |d,])/In2 (32)

in complete agreement with (29).

For J,<-J, the ground-state energy per spin
is —|dJ,|, exactly as if the system were composed
of isolated antiferromagnetic chains in the J,
direction. All spins in any one of these chains can
be reversed with no change in the energy, so it is
clear that no long-range order perpendicular to
the chains can exist. As for long-range order
along the chains, the usual argument about one-
dimensional systems shows it to be impossible.
In the absence of any kind of long-range order no
cooperative phenomenon can exist.

Another interesting limit is J3—=+. The sys-
tem is then composed of unidimensional chains in
the direction of J, with a weak interchain coupling

provided by J, and J,. Equation (30) can be written
as

Jlg%ch e-2J3/ch . (33)

A critical temperature kT, of, say, 10% of Jy
requires J, = 107'%;, while kT, = .05J, is achieved
with an interchain coupling as low as J, = 1071%J,!
The example clearly indicates that in such a
situation any perturbative treatment, suggested
by the small value of the interchain coupling,
should be mistrusted.
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