
PHYSICAL REVIE%' 8 VOLUME 12, NUMBER 5 1 SEPTEMBER Ze75

Magnetic yhase transitions in anisotroyic Heisenberg antiferromagnets. II. CoClz6H~O~
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Differential magnetic susceptibility measurements have been used to examine the temperature dependence of
the magnetic phase boundaries in antiferromagnetic CoCl, 6H,O between 0.33 and 2.0 K. The spin-flop to

paramagnetic phase boundary has a predominantly T ' temperature dependence, similar to the case of
MnC12 4H20 reported in the preceding paper. No evidence is found for the predicted T" dependence. The

values of the critical fields, extrapolated to T = 0, are consistent with a Heisenberg model with isotropic

exchange and a single-ion-type anisotropy.

I. INTRODUCTION

In the preceding paper (I) the observed magnetic
phase transitions in MnC12 '4HzO were discussed
and the results compared with spin-wave and mean-
field theory. A rather serious discreparicy exists
between the observed and predicted temperature
dependence of the phase boundaries bordering the
paramagnetic (P) state at low temperatures. In
view of the fact that the predicted behavior is
based on the mell-founded theory of antiferromag-
netic spin-wave renormalization of Anderson and

Callen, ' it seemed desirable to test the compari-
son between experiment and theory Ln a different
antiferromagnetic compound, CoCl& ' 6H20.

CoC12 6H~O exhibits rather simple antiferro-
magnetic order below T„=2.29 K. There is a
well-defined spin-flop (SF) state separating the
antiferromagnetic (AF) state and the P state be-
low the bicritical point (~2. 05 K). The unit cell
is monocli. ni.c with the angle P = 122. 33'. An ex-
tensive x-ray study of the crystal structure was
reported by Mi.zuno. The magnetic structure was
investigated by proton resonance studies by Spence
et gl. , and by neutron diffraction by Kleinberg.
The preferred direction for magnetic spin align-
ment is the crystallographic c axis. The low-field
phase transitions have been studied above 1.0 K

by Van der Lugt and Poulis, Schmidt and Fried-
berg, and McElearney et gl. More recently,
Metselaar and DeKlerk measured the differential
magnetic susceptibility in fields up to 60 kOe, from
which the 0- T phase diagram was determined
above 1.2 K for the fieM along the c axis.

%e have determined the phase boundaries down

to 0. 3 K from differential susceptibility measure-
ments with the field along the c axis and the b axis.
From these data it is possible to examine the low-

temperature behavior of the phase bounda. ries for
comparison with spin-wave theory.

II. EXPERIMENTAL PROCEDURE

Single crystals of CoC12 6H&O were grown from
saturated solution at room temperature by slow

evaporation. A spherical sample was cut from a.

large single crystal and treated against water loss
in the same manner as described in paper I. The
experimental setup was identical to that described
in paper I. Since the prime interest in this experi-
ment was to locate the phase boundaries, the sus-
ceptibility was measured only in the vicinity of
the phase transitions. The field dependence of the
susceptibility had the same general features as
that of MnC12 ~ 4H30, except that the small peak at
the SF-to-P transition was more pronounced.

III. RESULTS AND ANALYSIS

The critical fi.elds for the phase transitions are
determined from the susceptibility measurements
taken at a series of temperatures with the field al-
ternately along the c axis and the 6 axis. The re-
sulting H-7' phase diagram is shown in Fig. 1.
Also shown for comparison are the data of Van der
Lugt, and Netselaar and DeElerk for the field
along the c axis. The fields for the present data
have been corrected for demagnetization. effects.
The data are tabulated in Table I.

A. Temperature dependence of the phase boundaries

From the theory of Anderson and Callen' we ex-
pect the temperature dependence of the SF-to-P
phase boundary to be of the form (see pape~ I)

H;, (T) =H (0)(l —C, T'"- C T"')

where the notation is the same as that used in

paper I. For comparison to the data, we again
rewrite Eq. (I) in the form

&H /H (0) T = [H;, (0) —H'(T)]/H'(0) T

= C~+ C~T .
In Fig. 2 we show the data for CoClz ' 6H20

where we have included the data for the AF-to-P
transition, which occurs with the field along the
b axis. The solid lines are the best linear fits to
the data, which yield C, = a. OOO for both phase
boundaries. The dashed line is the expected be-
havior from the theory of Anderson and Callen ap-
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FIG. 1. H-T phase diagram for CoC12 ~ 6H20. ~,
present data for H along the c axis; o, present data for
H along the b axis; x, data of Van der Lugt and Poulis
(Ref. 5); ~, data of Metselaar and DeKlerk (Ref. 8).
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FIG. 2. Temperature dependence of the phase bound-
aries bordering the paramagnetic phase at low tempera-
tures for CoCI2 ~ 6H20. ~, data for H along the c axis;
o, data for H along the b axis; solid line, best fit to
the data; dashed line, theory of Anderson. and Callen
(Ref. 1).

plied to CoCl& ' 6H&O. The values of the critical
fields at T= 0 that were obtained from the fitting
procedure are

H~~(0) =41 15 +0 05 kOe

H;(0) =43.20~0. 05 kOe .
The data at the higher temperatures show evidence
of higher-order contributions. Assuming C isS
.identically zero we can check for higher-order
terms by plotting &H'/H'(0) T' against T. The
results are shown in Fig. 3, where the best fits

TABLE I. Critical internal fields for CoC12 ~ 6H20.

H llc

SF-P

to the data are consistent with a small T" con-
tribution. The values of the coefficients obtained
from the data are tabulated in Table II along with
the calculated values from the theories of Ander-
son and Callen and Feder and Pytte. 9

The data for the AF-to-SF phase boundary are
shown in Fig. 4, where we have plotted &H"/
~ sf( 5 3/2

II

ii goy T against T. The best fit to the data is
shown by the solid line, which gives

H;, '(T) =
H;,'(0)(1+2 T'")

with

x =o. ovo+o. oov K '"
and

H,", (O) = 5. 58+ O. Ol kae .

0.00
0.352
0.391
0.440
0.529
0.591
0.712
0.818

6. 58
6.68
6.68
6.72
6.76
6.79
6.88
6. 96

0.00
0.332
0.365
0.447
0. 514
0. 567
0.638
0.738

41.15~
40. 99
40. 99
40. 82
40. 65
40. 65
40. 31
39.96

0.00
0.388
0.426
0.514
0. 567
0.638
0.738
0.892

43. 20
43. 05
43. 05
42, 71
42. 71
42, 36
42. 02
41.51
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FIG. 3. Temperature dependence of the phase bound-
aries bordering the paramagnetic phase at low tempera-
tures for CoC12 ' 6H20. ~, data for H along the c axis;

data for II along the b axis; solid line, best fit to
the data.
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From the theory of Feder and Pytte for either
uniaxial single-ion anisotropy or anisotropic ex-
change,

H' (T) =H;, (0)(1 +5- AT i +BT ),
where A =0 for anisotropic exchange, and 5 is a
small temperature-independent spin-wave correc-
tion, The data are not consistent with E11. (3) for
either type of anisotropy.

B. Exchange and anisotropy energies

O. l 5-M

I-
O. I 0-

O
0.05—
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CoCI& 6H&0
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II ilia ~ II $ X ~ $ S
X

H'l(0) = 2IIZ+I1AK- 11A»

H;(0) =2&, +h„,+ I„, ,

(4)

(0) f(211K + @A K+ 41)(IIAK+ hA1H

where h&, h&E, and h„~ are the effective isotropic
exchange fi.eld, anisotropic exchange field, and
single-ion anisotropy field, respectively. Putting
the values of the critical fields obtained above in
Eqs. (4)-(6) we obtain

hz = 21.09 + 0. 03 kOe,

TABLE II. Comparison of theoretical and experimen-
tal critical-field parameters for H =8 (0)(1-Cf T
—C2T —C3T )). SF-to-P transition and perpendicular
AF-to-P transition in CoC12 6H~O.

C1 C2 C3

Date used a model including anisotropic ex-
change to explain the antiferromagnetic resonance
data in CoC1~ ' 6H20. On the other hand, Kimura"
first considered uniaxial single-ion anisotropy in
his investigation of the effect of the magnonphonon
interaction on the specific heat. Later Kimura'3
extended these calculations to include anisotropic
exchange; however, the earlier theory appeared
to fit the data better. The temperature dependence
of the AF-to-SF phase boundary discussed above
gives no insight into the nature of the anisotropy,
since it does not agree with the first-order spin-
wave theory for either type of anisotropy,

The critical fields for the phase transitions are
simply related to the effective exchange and an-
isotropy fields, as discussed in paper I. Including
both types of anisotropy the critical fields can be
expressed in the form

0.00 '
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FIG. 4. Temperature dependence of the AF-to-SF
phase boundary for CoC12 ~ 6820. ~, data; solid line,
best fit to the data.

h&I| =0.00+0. 02 kOe,

h&q = 1.025 + 0. 05 kOe .

Analysis of the critical-field data, thus, leads to
a negligible anisotropic exchange field and a rela-
tively small single-ion anisotropy.

IV. DISCUSSION

The temperature dependence of the phase bound-
aries that border the paramagnetic state at low
temperatures in CoC12 6H&O shows no evidence
for the predicted T3'~ dependence. This fact,
coupled with the identical result in MnC1~ '4H~O
reported in paper I, leads to the conclusion that
the observed phase boundaries are not described
properly by the first-order spin-wave theories of
Anderson and Callen' and Feder and Pytte. Since
the first-order method that is used to treat spin-
wave interactions is generally accepted as correct,
one can conclude that, either the interactions must
be treated to higher order, or there is a break-
down in the argument that the phase boundaries
should exactly reflect the temperature dependence
of the renormali. zed spin-wave energies.

The nature of the anisotropy in CoCl& ~ 6H,O
appears uncertain. The present work is consis-
tent with a model of single-ion anisotropy, where-
as, anisotropic exchange was used successfully by
Date' to explain the antiferromagnetic resonance
experiments. In the theory of Kimura' ' it is
not clear what effect the particular model for
anisotropy had on the calculated specific heat.

Theory

AC (Ref. 1) 0.20
FP (Ref. 9) 0.20

Experimental

0.006

c axis
b axis

o. ooo ~ o. oo4 o. o5o+ o. 006
0.000 + 0.004 0.048 + 0.005

0.007+0, 001
O. 005 + 0.001
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