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We report on studies of the decoherence processes of a ballistic quantum interferometer subjected to a
radio-frequency (RF) electromagnetic (EM) field and a surface acoustic wave (SAW). The device consists of
an Aharonov-Bohm (AB) ring sandwiched between two interdigital transducers (IDTs), where the AB ring
serves as a phase sensor and the IDTs function as a controlled source of environmental noise. By employing the
IDTs with an RF-EM field to launch a SAW train through the ring, we extract the decoherence rate �φ from
the AB oscillation amplitude and investigate the dephasing process through the RF power Prf dependence of
�φ , the electronic temperature Ts, and acoustoelectric current Iae spectrum. Our data reveal that the bandwidth-
narrowing feature caused by Bragg reflections of the SAW is consistently found in the spectra of �0, Ts, and Iae,
suggesting that the piezoelectric field is the dominant EM field contributing to decoherence. At the resonance
frequency, the decoherence rate follows P1/5

rf dependence due to thermal fluctuation of the alternating electric
current by the EM field. At the off-resonance condition, we identify that the asymmetric �0 spectrum is induced
by the crosstalk of SAW interference under the influence of a weak Prf. Furthermore, we find the optimal
conditions for operating the SAW to minimize dephasing without thermal heating. The underlying mechanism
responsible for the decoherence is attributed to the enhancement of charge-charge interactions in the presence
of the EM field and the SAW. These findings are crucial for the development of quantum electronic devices
leveraging SAW technology.
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I. INTRODUCTION

Understanding the decoherence mechanism lies in the
central theme of the development of quantum technologies
[1–3]. Decoherence arises from the interaction of a quan-
tum system with its surrounding environment, with the noise
spectrum characterizing the frequency dependence of envi-
ronmental disturbances, including temperature fluctuations,
electromagnetic (EM) interference, and unwanted interactions
in the experimental setup. In general, the decoherence rate
�φ of a quantum system is intimately related to the noise
power spectral density Si( f ) of the coupled noise fluctua-
tions, where the index i stands for a specific decay source,
and f represents frequency. For example, the decoherence
rate of a quantum ballistic interferometer can be expressed
as �φ = (e2/2h̄2)See( f ) in the spin-degenerate and single-
channel limit [4], where See( f ) is primarily attributed to the
external charge fluctuations, which are proportional to the
electronic temperature Te in the vicinity of the electron path
[5]. However, thermal (or Nyquist) noise-induced decoher-
ence (denoted as Sth) is coincidentally proportional to the
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lattice temperature TL. Therefore, it has been a challenging
issue to distinguish between the environmental thermal- and
electron-heating effects in �φ [6–8]. Alternatively, extrinsic
environmental EM field-induced thermal fluctuations in the
alternative electric current, known as EM noise with noise
spectrum Sac( f ), is believed to be a leading dephasing source
in mesoscopic systems [9,10]. To date, high-frequency de-
coherence mechanisms have been thoroughly investigated in
diffusive quantum systems [11,12], whereas corresponding
studies in ballistic quantum systems, a prerequisite plat-
form for fabricating quantum electronic devices, remain
unexplored.

The intersection of mechanical phonons and quantum in-
formatics has recently been at the forefront of quantum
technology research [13,14]. For instance, the implementation
of flying qubits within quantum ballistic electronics, where
electrons residing in quantum dots or single-electron chan-
nels are shuttled under temporal-controlled surface acoustic
waves (SAWs), presents an effective technique for transmit-
ting quantum information [15–21]. However, this scheme
could be intriguing because quantum states carried by the
moving electrons could be fragile against the SAW-modulated
confinement potential. Conceptually, a SAW can be viewed
as surrounding noise, characterized by a noise spectrum
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SSAW( f ), that may lead to the loss of quantum phase co-
herence [4,6–8]. This raises essential questions about how
the EM field associated with the SAW propagation influ-
ences the phase coherence of the shuttled electrons [9–12].
Furthermore, the radio-frequency (RF)-EM field used to
excite the SAW is mediated by the SAW throughout the
device; consequently, how these various perturbations affect
the phase coherence inherent to the electrons needs to be
clarified. Here, we employ a ballistic quantum interferometer,
an Aharonov-Bohm (AB) ring fabricated in a GaAs/AlGaAs
heterostructure, and take advantage of the shallow electric
potential modulation on a piezoelectric substrate to generate
the SAW using an interdigital transducer (IDT). The phase
information is obtained by the AB phase, accumulated with
circulating electrons.

II. DISCUSSION

The optical image of our device is displayed in Fig. 1(a).
The device consists of two ballistic AB rings defined on the
two-dimensional electron gas (2DEG) of a GaAs/AlGaAs
heterostructure and embedded between a pair of IDT, denoted
as IDT1 and IDT2. To minimize scattering, crosstalk, and
attenuation of the SAW, we etch away the 2DEG outside
the interferometer so there are no Schottky gates between
the IDTs. In this paper, we aim to investigate the variation
of �φ under the influences of the RF-EM field, SAW, and
SAW-induced acoustoelectric current Iae in a multichannel
ballistic quantum system and unveil the interplay of �φ with
Sac( f ), SSAW( f ), and Sth. We identify the charge-charge in-
teraction as the dominant decoherence source. The scanning
electron microscope (SEM) image of the device is shown on
the left side of Fig. 1(a). The relevant properties of the pat-
terned 2DEG are listed as follows: depth 90 nm, mobility μ =
2.2 × 105 cm2/Vs, and carrier density ns = 3.3 × 1011 cm−2

measured at liquid He temperature, corresponding to an elastic
mean free path �e ∼1.6 µm. The ring structure is laterally
confined by a wet etch with an etching depth of ∼100 nm,
which completely removes the doped layer to minimize the
attenuation of the SAW. Details of the device fabrication are
described elsewhere [6]. The average diameter of the ring is
∼1.84 µm with a linewidth of 550 nm. The interferometer
employed consists of ∼8 ballistic channels. Each IDT made
by Cr/Au layers consists of 25 pairs of interleaved fingers
with 700 µm length, 4 µm width, and 4 µm in spacing, cor-
responding to a periodicity of the fingers λIDT∼16 µm. The
width of the wavefront of the SAW beam is determined by
the aperture of the fingers ∼650 µm. The SAW induced by the
IDT propagates a distance of 220 µm before reaching the ring.
The IDT is parallel to the direction of the transport channel
of the ring, as shown in Fig. 1(a). The contact leads L1 and
L2 are employed to measure Vxx, whereas leads L2 and LH

are used to measure the Hall voltage, and lead LE is not used.
Note that the pair of leads L1 and L2 is also utilized to measure
Iae. The rectangular structure connected to the extended leads
represents the etching mesa after defining the ring pattern.
The device layout, with a transducer at either end of the inter-
ferometer, is designed to use the second transducer to detect
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FIG. 1. (a) Optical micrograph of the device and the experimen-
tal setup diagram. The device includes two interdigital transducers
(IDTs) for converting electrical signals to surface acoustic waves
(SAWs) and vice versa and two Aharonov-Bohm (AB) interfer-
ometers employed as phase sensors under the SAW. The scanning
electron microscope (SEM) image of the enlarged ring structure is
shown in the left corner. (b) AB oscillation of the magnetoresistance
RAB of ring 1, labeled S1, after subtracting the background signal
Rxx (B), defined as Vxx/ISD. Data are taken without SAW perturba-
tions. (c) Fast Fourier transform (FFT) of RAB is used to determine
the amplitude �RAB of the AB oscillations. (d) �RAB (black circle)
and the background resistance R0

xx , defined as Rxx (0) (red square)
vs temperature T . The black solid line is an exponential fit of data
discussed in the main text. (e) Decoherence rate �φ as a function
of T , extracted from the data presented in (d), where the saturation
temperature Ts∼190 mK and decoherence rate �0 = 3.9 GHz. The
red solid line is fit by bT/τL , with b obtained from (d), which is
only valid for T > 190 mK. (f) Transmission coefficient S21 of the
IDTs as a function of frequency f with a central frequency fc =
178.6 MHz. (g) Acoustoelectric current Iae vs the radio-frequency
(RF) power applied Prf on IDT1, while IDT2 remains inactive and
grounded.
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the transmission of the SAW, providing information on the
attenuation and an experimental checkout in acoustoelectric
current measurements.

Four devices with identical designs have been measured
and exhibit consistent results. Here, we present data obtained
from two of them, S1 and S2. The device is cooled in a 3H/4H
dilution refrigerator with a base temperature of 20 mK. A
schematic diagram of the electric measurement is displayed
in Fig. 1(a). We measure the four-terminal electric resistance
Rxx of the device with an excitation current ISD � 10 nA at
17 Hz.

Figure 1(b) shows RAB as a function of magnetic field after
subtracting a slowly varying background Rxx(B) = dVxx/dISD

of ∼3.4 k� (see Ref. [7] for the procedures), while both IDTs
are unfed. We find that RAB exhibits AB oscillations with a
period of 15 ± 7 G, in agreement with the period of B = h/eA,
where h/e is flux quantum 	0, and A = 2.7 ± 1.0 µm2 is the
enclosed area of the ring. To quantify the degree of coherence,
we show the fast Fourier transform (FFT) of RAB in Fig. 1(c).
The amplitudes of the AB oscillations �RAB are estimated
by integrating the spectra over the width of the h/e peak [8].
Figure 1(d) shows the temperature (T ) dependence of �RAB

and Rxx(0), defined as R0
xx. The oscillation amplitude saturates

for T ∼ <190 mK and then decreases with increasing T . It
is generally believed that the saturation of �RAB is due to
the saturation of �φ . Such saturation has been previously ob-
served in various systems; however, its origin remains unclear
[22,23]. For T > 190 mK, we can fit �RAB with an exponen-
tial decay function of temperature: �RAB ∝ exp(−bT ), where
b ∼3.44 K−1 is the fitting parameter and signifies the damping
rate of the AB amplitude with T [8].

Now we describe the procedure for extracting �φ . First,
we define �Rmax

AB as the maximum AB amplitude �RAB mea-
sured at the base temperature and extracted from the FFT.
Empirically, the attenuation of the AB oscillations due to
phase-breaking can be expressed as

�φ = τ−1
L ln

(
�Rmax

AB

�RAB

)
+ �0, (1)

where τ−1
L = vF /L is the transit rate of electrons through a

ring arm of length L∼2.89 µm, and vF is the Fermi velocity,
estimated to be ∼2.4 × 105 m/s [6–8]. We define �0 = �φ at
the saturation temperature Ts∼ 190 mK, where �0 is viewed
as the intrinsic decoherence rate of the device studied [22]. We
consider for T < Ts, �0 ∼ �φ . The red line shown in Fig. 1(e)
is a linear fit of �φ (T ) with a slope of b/τL = 32.8 GHz/K
in the temperature range from 190 mK to 1.05 K. The error
bars of �φ are estimated from the corresponding FFT back-
ground. Since the slope is sample dependent, we estimate
�0 ∼ kBTs/h∼3.9 GHz based on the thermal averaging effect
[4], which fairly fall within the values evaluated by bT/τL.

As displayed in Fig. 1(d), R0
xx slightly increases with

decreasing T . This feature is likely associated with the
nature of the phonon-assisted hopping process and boundary-
induced scattering often observed in quasi-one-dimensional
wire [24,25]. We will utilize the variation of R0

xx with T as
a thermometer to estimate the electronic temperature Te of
the device [26,27]. To demonstrate the functionality of IDT1
and IDT2, we measure the transmission coefficient S21 with

a vector network analyzer, as shown in Fig. 1(f). The IDTs,
behaving as a SAW band-pass filter, effectively generate and
detect a SAW with a central frequency of fc = 178.6 MHz,
consistent with fc ∼ vSAW/λIDT, where vSAW is ∼2900 m/s
in GaAs [28]. The bandwidth of the fc resonance peak is
∼1.5 MHz. Theoretically, for a single-electrode IDT adopted
in our experiment, the bandwidth can be evaluated by the
equation δ f21 = fc/N ∼7.1 MHz, where N = 25 is the num-
ber of finger pairs [29], which is significantly larger than the
observed value of 1.5 MHz. The bandwidth-narrowing feature
is attributed to the Bragg reflection of SAW from IDT2 with
a periodic metal strip [29]. The Prf dependence of the acous-
toelectric current Iae is shown in Fig. 1(g). Note that the noise
floor of Iae is ∼10 pA in our experiment, and a discernible Iae

is measured around Prf � −67 dBm. The RF source feeding
to the IDT1 is pulse modulated at frequency ∼1 kHz with
a duty cycle of 0.5. An ammeter is connected to two ohmic
contacts on the 2DEG mesa, and Iae is measured by a standard
lock-in technique with details described in an earlier report
[30]. The onset of acoustoelectric current is denoted as Ion

ae
above which Iae linearly increases with increasing Prf : Iae =
0.0255 (A/W) × Prf. The line loss, ∼−10 dB at 4.2 K, has
been accounted for Prf. We stress that the magnitude of Prf

shown in the measurement of Iae has been calibrated to that
in the measurement of AB oscillations under a continuous RF
drive.

We apply a continuous RF field on IDT1, keep IDT2 unfed
and grounded, and measure the AB oscillations. To minimize
the external dephasing that may be sensed by the interference
of the measurement setup, RAB and Iae are separately mea-
sured using the schemes mentioned above. Figure 2(a) shows
selected RAB traces of S1 as a function of applied magnetic
field B under various power levels at the central frequency
fc. The trace of AB oscillations remains an unperturbed value
under a weak excitation (Prf �−60 dBm) and gradually atten-
uates with increasing Prf, eventually diminishing at Prf � −30
dBm. Furthermore, we observe additional weak fluctuations
superimposed on the AB oscillations, which causes a wider
error bar in extracting �RAB. The corresponding uncertainty
��φ is estimated to be ∼1.0 GHz, which sets the minimum
phase resolution of the interferometer. The enhanced noises
could be reconciled by the reflection of a small fraction of the
SAW beam from the second transducer and the interference
between the forward and backward SAW beams.

Figures 2(b) and 2(d) show R0
xx and �φ as a function of

frequency under different RF power levels applied on IDT1.
We substitute �RAB, measured under various SAW power and
frequency values, into Eq. (1), where �Rmax

AB is obtained at
the base temperature of 20 mK. With these procedures, we
can extract �φ by using Eq. (1). Meanwhile we can estimate
the electronic temperature Te from the value of R0

xx by the
temperature dependence of R0

xx(T ), as shown in Fig. 1(d).
The monotonic decrease in R0

xx with increasing Prf suggests
a heating effect induced by a continuous RF-field drive. Ac-
cordingly, �φ increases with Prf, consistent with a decrease of
R0

xx, which indicates the increasing of the electronic temper-
ature Te of the device. To quantify the variation of Te with f
and Prf, we present a color plot of the electronic temperature
Te( f , Prf ) extracted from R0

xx(T ) in Fig. 2(c). The white dashed
line in Fig. 2(c) is an isothermal line of Ts above which the
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FIG. 2. (a) Representative data of the Aharonov-Bohm (AB) os-
cillations RAB of S1 vs magnetic field B measured at T = 20 mK
under different Prf applied on IDT1 at fc = 178.6 MHz, while IDT2
is grounded. (b) Selected background traces of R0

xx as a function of
f at various Prf applied on IDT1. (c) Interpolated color plot of the
electron temperature Te derived from R0

xx , as a function f and Prf. The
white dashed line marks an isothermal line of saturation temperature
Ts at 190 mK. (d) Decoherence rate �φ vs f at different Prf. Note that
the error bar increases as Prf rises. For clarity, only a few selected
data are shown. (e) Interpolated color plot of the decoherence rate
�φ as a function of f and Prf. The white dashed line indicates the
borderline of �0.

thermal effects on dephasing become pronounced. For the red
region shown in Fig. 2(e), �φ∼32.5 ± 2.5 GHz, where the AB
oscillation is no longer visible. We conclude that the electrons
have completely lost their phase coherence, corresponding to
Te rising to ∼0.8 K. This temperature difference is ∼0.25 K
lower than the maximum T (∼1.05 K) observed in pure tem-
perature dephasing measurements [see Fig. 1(e)], suggesting
the existence of additional noise introduced by initiating the
RF-EM field on IDT1. Furthermore, comparing the frequency
dependence of S21( f ) with that of Ts( f ) and �0( f ), we find
that their bandwidths are all ∼1.5 MHz. This consistence
suggests that they are correlated with the Bragg reflection of
SAW, as discussed earlier.

Figures 3(a) and 3(b) plot the decoherence rate �φ vs
Prf of S1 and S2 at f = fc, respectively. It appears that
both traces show consistent behaviors. We mark the onset
of RF power for discernible acoustoelectric current Ion

ae ob-
served at ∼−67 dBm, dephasing at ∼−60 dBm, and Te � Ts

at ∼−48 dBm by the red, hollow blue, and black arrows,
respectively, as indicated on the top axis. Notably, �φ satu-
rates at the value of �0 under a weak SAW perturbation with
Prf < −60 dBm. As RF power is in the range of −60 to −48
dBm, �φ increases with Prf, while Te remains lower than Ts.
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FIG. 3. The decoherence rate �φ as a function of Prf at fc =
178.6 MHz for (a) S1 and (b) S2. The dashed lines show that the
decoherence rate �φ saturates at �0 when the radio-frequency (RF)
power <−60 dBm, above which �φ substantially increases. The
hollow blue arrow marks the threshold Prf of dephasing. In addition,
the red and black arrows indicate the Prf required for Ion

ae and Te = Ts,
respectively. The red solid lines are the fitted power law �φ ∝ P1/5

rf at
f = fc for S1 and S2. Note that only data within the shaded are used
for fitting. (c) Traces of �φ vs Prf for S2 at f � fc for comparison.
(d) Frequency dependence of �φ for S2 at Prf = −85 and −65 dBm,
respectively. The dashed lines are a guide to the eye to illustrate the
increase of �φ with increasing f .

It suggests that the thermal-related dephasing is negligible
within this power range, and the applied RF-EM field plays
a prominent role in decoherence. When Prf > −48 dBm, the
heating effect becomes significant as Te � Ts.

Altshuller et al. [9] predicted that high-frequency electric
field-generated thermal fluctuations in disordered conductors
can efficiently suppress the localization effect. Authors of
later studies further suggested that the dephasing effect in-
duced by the RF-EM field is far more devastating than heating
[10,11]. Here, we denote the RF-EM field-induced decoher-
ence rate as �ac and consider the total decoherence rate as
�φ = �0 + �ac, where �0 is the intrinsic decoherence rate
with a characteristic frequency f0. In Ref. [9], Altshuller
et al. showed that �φ increases with increasing f for f <

f0, reaches maximum at f = f0, and decreases for f > f0.
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Additionally, they predicted �ac ∝ P1/5
rf in the limit of �φ ∼

�ac. More recently, in an experimental study on the AB os-
cillations in a normal-metal ring, Wenzler and Mohanty [12]
confirmed the anticipated RF power dependence of �φ when
�ac is larger than �0.

Next, we explore the decoherence mechanism responsible
for �ac in our interferometer. The emergence of the h/2e peak
in Fig. 1(c), known as Altshuler-Aronov-Spivak oscillations,
is associated with the weak localization of electrons [31,32],
suggesting that conditions assumed in the theory proposed in
Ref. [9] are applicable to our case. We investigate the power
dependence of �φ at fc = 178.6 MHz for data limited in the
shaded area shown in Figs. 3(a) and 3(b), where �ac outweighs
�0 and Te � Ts. The red lines are the fitted power law �φ ∝
P1/(5±0.3)

rf , in good agreement with theoretical predictions
based on the consideration of the radiated EM field-induced
thermal heating process in disordered conductors [9]. How the
EM field-induced dephasing happens in a ballistic conductor
requires more theoretical studies. Figure 3(c) shows the Prf

dependence of �φ of S2 at three selected frequencies of 257.9,
425.1, and 663.5 MHz, which are chosen to be substantially
above fc and below f0, where f0 is the characteristic fre-
quency defined as f0 = �0. We note that f0∼3.9 GHz. The
blue arrows specify the threshold RF power above which
�φ π is considerably higher than �0. Notably, this threshold
power decreases with increasing frequency, suggesting that
even a relatively weaker power level can cause phase breaking
under a higher-frequency excitation. This trend is consistent
with observations in the experiment of microwave-induced
dephasing in one-dimensional metal wires [11]. As shown in
Fig. 3(d), �φ rises with increasing frequency under low RF
power levels of −65 and −85 dBm, where the heating effect
can be ignored. This feature is qualitatively consistent with
theoretical predictions [31]. We stress that it is challenging
to explore the frequency dependence of �φ ( f ) for the full
frequency range because the frequency bandwidth of the sur-
rounding EM field of the interferometer is limited by the IDTs
filter. The P1/5

rf dependence of �φ at fc shows effects can be
quantitatively described by the theory in Ref. [9], which is
based on the consideration of the radiation EM field-induced
thermal heating process in disordered conductors.

To reveal more details of the effects of the SAW on the
dephasing process, we examine the frequency dependence of
Iae. Figure 4(a) shows the acoustoelectric current Iae vs f at
various Prf for S1 at T = 20 mK in the absence of a magnetic
field. Figure 4(b) presents a color plot of Iae( f , Prf ), where the
white dashed line with an asymmetric frequency dependence,
also observed in Te and �φ , indicates the isovalue line of
Ion
ae . The bandwidth of Ion

ae ( f ) is ∼1.5 MHz, consistent with
the bandwidth of S21( f ) originating from SAW reflections.
This suggests that the piezoelectric field is the dominant com-
ponent of the EM field in decoherence at fc under a weak
RF drive. The asymmetric feature becomes more pronounced
as Prf increases, as shown in Fig. 4(a). The observed asym-
metry in Ion

ae is in qualitative agreement with the crosstalk
effect from the stray RF fields induced by the metallic trans-
ducers, which introduces a declining background level when
frequency moves away from fc [33]. Therefore, the influence
of the crosstalk of the SAW on the Iae spectrum accounts for
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FIG. 4. (a) Frequency dependence of the acoustoelectric current
Iae for S1 around fc under various Prf at zero magnetic field, measured
at T = 20 mK. Iae exhibits an asymmetric frequency dependence
with a maximum at fc, indicating the presence of an f -dependent
background arising from crosstalk. For a numerical comparison with
the P value, the magnitude of radio-frequency (RF) power under
pulse modulation has been calibrated to be comparable with that
under a continuous drive. (b) Color plot of Iae as a function of f
and Prf. The white dashed line displays the accessible ( f , Prf) for Ion

ae .
(c) The integrated Prf- f plot of the isovalue lines of Ts, �0, and Ion

ae ,
obtained from Figs. 2(c), 2(e) and 4(b), respectively. The dephasing
process in each zone separated by the isovalue lines is dominated by
a specific interplay of decoherence sources.

the asymmetric spectra of Te and �φ observed in Figs. 2(c) and
2(e), respectively. Moreover, it is interesting to note that Iae

does not exhibit the AB oscillations, likely due to the signif-
icant attenuation of SAWs arising from intriguing interaction
with 2DEG.

The SAW-induced Iae ranges from ∼10 pA to 10 nA,
depending on the applied SAW excitation power. At the max-
imum SAW power of ∼−30 dBm, Iae is comparable with the
AC excitation ISD used in the lock-in measurements. At low
temperatures and under low SAW RF power <−60 dBm,
clear AB interference patterns are observed, indicating that
the current amplitude is small enough to preserve the inter-
ference patterns. We estimate the AC electric voltage across
the AB ring to have an order of magnitude of 30 µV, which is
too small to modulate the AB phase by altering the electron
trajectories within the ring and, consequently, its area. Even
at the highest SAW power of −30 dBm in our experiment,
the modulation voltage, as referenced from Ref. [26], is <1.0
mV, which is one to two orders of magnitude smaller than the
typical gate voltage of ∼−0.1 V observed in GaAs interfer-
ometers [7] and significantly lower than the threshold voltage
required to suppress AB interference [6].
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Figure 4(c) summarizes the isovalue lines of Ts, �0, and
Ion
ae as a function of f and Prf obtained from Figs. 2(c), 2(e)

and 4(b), respectively. Notably, there is no crossover between
any two isovalue lines, suggesting a superimposed-oriented
phase-breaking process. This map allows us to investigate the
evolution of �φ with the emergence of different dephasing
sources. Under a weak RF drive (Prf � −67 dBm), �φ retains
at �0, marked by the blue zone, where Te stays at the base
temperature. As the RF power increases and enters the blue
square-hatching zone bounded by the isovalue line of Ion

ae and
�0, �φ remains unchanged even in the presence of SAW. Our
finding has an implication for shuttling electrons by manipu-
lating the SAW technique. The acoustoelectric current can be
expressed as Iae = ne f , where n is the number of transferred
electrons per SAW cycle. Based on the value of Iae appearing
in the blue square-hatching zone, we can estimate n to be ∼2
electrons without experiencing phase breaking, even under a
continuous drive. Consequently, this zone is identified as an
optimal condition for operating flying-qubit devices.

We now consider the spectra of the obtained S21( f ) and
Iae( f ), which correspond to the EM field spectrum Sac( f )
and the SAW spectrum SSAW( f ), respectively. We express the
total decoherence rate �φ as the sum of its individual compo-
nents: �φ = �th + �ac + �SAW, representing the temperature-,
EM field-, and SAW-correlated decoherence rate, respectively.
Here, �ac originates from the alternating current driven by the
piezoelectric field, and �SAW is related to the fluctuations and
attenuation of the piezoelectric potential associated with the
SAW propagation, while the Iae-lacking AB phase is attributed
to the attenuation of SAWs interacting with 2DEG.

The interplay between �ac and �SAW becomes pronounced
in the orange zone, where Prf � −57 dBm. Our data analysis
indicates that �ac and �SAW are two major phase-breaking
sources when Te � Ts, both originating from piezoelectric ef-
fect. We estimate ��ac + ��SAW∼6.6 GHz for −57 dBm �
Prf � −48 dBm around fc. This finding provides evidence that
the piezoelectric field noise-induced dephasing is present in
the orange zone without a concomitant overheating of the
electrons. We wish to address another essential but unsettled
issue at this point. Earlier experimenters reported that the
flying qubit could be more robust against the fluctuations of
an impurity potential when a SAW is operated at a higher
frequency [34]. However, as far as the phase coherence is con-
cerned, considering the phase coherence, our results suggest
that the optimal frequency for SAW operation is upper limited
by f0 due to the effect of �ac.

We cannot distinguish the effect of �SAW from �φ for fre-
quency around fc in the orange zone. However, by analyzing
the asymmetry of �φ under off-resonance conditions, we can
estimate the value of �SAW; for example, ��SAW∼5.3 GHz
by taking the difference of �φ at fc ± 4.2 MHz and Prf =
−41.5 dBm. As we go across the isovalue line of Ts and get
into the yellow zone where the thermal heating effects emerge,
the roles of �th, �SAW, and �ac in phase breaking are inter-
twined, making it experimentally challenging to distinguish
among them. While Prf � −40 dBm, the coherence of the AB
phase is no longer sustained, indicating total dephasing, i.e.,
�φ � 29 GHz, marked by the white zone.

Finally, we wish to discuss the underlying decoher-
ence mechanisms in our experiments. The dissipative effects

Ts
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(a)
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-80
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(b)
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+q

Cr
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ΓSAW  Γac

Te = 20 mK 0.6 K

x
y z

ΔEz(t)

ΔEx(t)

ΔEy(t)

gr

Ci, r

FIG. 5. (a) Pictorial diagram to illustrate the interplay of various
noise sources with the charge fluctuations between the impurities
(+q) and electrons in the ring path, which carry the Aharonov-
Bohm (AB) phase information. The external noises include the
environmental thermal noise characterized by �th, radio-frequency
(RF)-electromagnetic (EM) field noise represented by �ac, noise
from the surface acoustic wave (SAW) signified by �SAW, and in-
ternal Iae flowing along the ring. The parameter gr represents the
coupling strength of e-e interactions between the charged impurities
and the electrons residing in the arm. Each arm of the ring is coupled
to the impurities via a geometric capacitance Cr and an equivalent
quantum capacitance Ci,r , defined as e2Di, where Di is the impurity
density of states. (b) gr as a function of Prf. The value of gr is deduced
from the RF power dependence of �φ . The black and green solid lines
are guides to the eye.

during the AB phase accumulation govern the decoherence
of an AB interferometer. As a result, the interferometer is
sensitive to the potential fluctuations along the trajectory of
electrons in the ring. Here, we adopt the theory developed
by Seelig and Büttiker [4], confirmed by numerous studies
[6–8,35], to describe a dephasing process depicted in Fig. 5(a).
The schematic diagram illustrates the four-terminal AB ring
threaded by a magnetic flux, in the presence of a thermal
background, and subjected to an RF-EM field and SAW. Each
arm of the ring is coupled to its surrounding charged impuri-
ties (+q) by a coupling parameter gr (dimensionless Luttinger
parameter). This dimensionless parameter gives an effective
measure of the strength of the interaction between the elec-
trons, with gr → 1 corresponding to a noninteracting case.
The external perturbations, characterized by the decoherence
rate �φ , cause charge fluctuations in the arms of the ring,
leading to the effective internal potential fluctuations �U .
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As a result, electrons moving along the ring path experience
these potential fluctuations and lose phase coherence after
undergoing an inelastic scattering.

In the absence of an RF-EM field and SAW, the decoher-
ence rate can be expressed as

�φ = �th =
(

π

3

)
kBT

h̄

(
1 − g2

r

)2
. (2)

Equation (2) can be rewritten as �φ = ( 2e2

3h̄2 )(Cμ,r

Cr
)2kBT Rq,

where Rq represents the charge relaxation resistance, Cμ,r

is the electrochemical capacitance, and Cr is the geometric
capacitance of the ring. Note that C−1

μ,r = C−1
r + C−1

i,r , where
Ci,r = e2Di is an equivalent quantum capacitance, and Di

is the impurity density of states [4]. The ratio Cμ,r

Cr
, defined

as (1 − g2
r), was previously considered a temperature-

independent constant. Based on the linear temperature fit
of �φ shown in Fig. 1(e), we can evaluate Cμ,r

Cr
∼0.4 or

gr∼0.8, where Rq∼3.4 k�, in fair agreement with
previous studies [4,35].

Subsequently, we adopt Eq. (2) to analyze the Prf depen-
dence of �φ . Note that Eq. (2) fails to explain the phase
saturation below Ts. Strictly speaking, Eq. (2) is applicable
to the conditions where Te > Ts. Experimentally, it has been
found that Ts spans a broad transition temperature range of
∼100 mK, which provides room to scrutinize the interplay of
different phase-breaking processes. Figure 5(a) illustrates the
high-frequency electric field �E surrounding the ring and the
charged impurity- induced electron-electron (e-e) interactions
under the fluctuations of �E . In our device configuration, the
electrons carrying the AB phase move along the x direction.
The plane SAW induced by IDT1 generates a piezoelectric
field �E with two components, Ex and Ez, propagating paral-
lel and perpendicular to the electron trajectory, respectively.
These electric field components are associated with what
is known as the Rayleigh mode, the longitudinal and shear
SAWs (for details, see Chapter 1 in Ref. [36]). Furthermore,
the interdigital capacitance of IDT behaves as an on-chip
wideband antenna, radiating an EM field that contributes to
�E [37].

In general, the EM phase of the electrons traveling along
the arm of the ring can be expressed as

ϕ = (kF + �k)L +
(

e

h̄

)[ ∫
V (t )dt +

∫
�A · d�r

]
. (3)

Here, the length L of each arm is equal, kF is the Fermi
wave vector, �k is the fluctuation of the wave vector induced
by �U , and the last two terms account for the phase shift
caused by the electrostatic and vector potentials V and �A in the
low-frequency limit, respectively. Equation (2) was derived
[5] mainly by considering the second term in Eq. (3). Here,
V in the second term includes static electric potential and
longitudinal fluctuating electric potential, and �A in the third
term contains static vector potential and dynamical fluctuat-
ing vector potential, giving rise to fluctuating magnetic fields
together with the transverse fluctuating electric fields [38].
Experimental studies on the electrostatic AB effect in the
presence of Ex [39,40] and Ey [41] have been reported. In

addition, it has been shown that the presence of Ez alters the
confining potential of the ring and the resident carrier density
[42,43]. Either of them could cause the potential deformation
and, in turn, generate �k [4].

With an understanding of the roles of each component of �E
in the EM phase, we now consider that the fluctuations of �E (t )
can effectively modulate the strength of the charge fluctuation
and the e-e interaction. These effects can be conceptually cast
into the parameter gr in the Ref. [4] approach, as illustrated in
Fig. 5(a). We extract gr based on data shown in Figs. 3(a) and
3(b) and plot it as a function of Prf for S1 and S2 in Fig. 5(b).
The gr value decreases from 0.8 to 0.6 with increasing Prf,
suggesting that the e-e interaction is enhanced with increasing
RF power. The decrease of gr implies a reduction in the
screening effect, which thus enhances the electron-electron
collision rate and heats up the electronic temperature, in anal-
ogy with the results discussed in Ref. [9]. Further exploration
of the role of the EM field and SAW would require a bet-
ter understanding of the detailed phase-breaking processes.
To fully account for the effects of the EM field and SAW,
one has to put more sophisticated interactions in theoretical
considerations, for example, the low-frequency absorption of
the EM waves and the influence of Doppler effects on kF of
electrons due to currents generated by SAW. Our experimental
work highlights the complexity of these processes and can
stimulate future theoretical studies to explore the intricate
phase-breaking mechanism induced by the thermal effects of
the EM field and SAW in a ballistic quantum transport system.

III. CONCLUSIONS

In conclusion, we have measured the frequency and power
dependence of the AB oscillations in a ballistic quantum inter-
ferometer made on the piezoelectric substrate GaAs/AlGaAs
heterostructure with a 2DEG, under the influences of the SAW
and RF-EM field, which specifically refers to the piezoelec-
tric field, both generated by a local IDT. We obtain the RF
power dependence of the spectrum of decoherence rate �φ ,
electronic temperature Te, and acoustoelectric current Iae to
highlight the relevant phase-breaking processes at various RF
power levels. We find that the EM field-induced decoherence
rate without thermal heating follows �φ ∝ P1/5

rf and unveil
that the piezoelectric component of the EM field is primar-
ily responsible for the decoherence process. Furthermore, we
determine the operational conditions for the SAW to retain
the charge coherence. By extracting the SAW-correlated �SAW

from the asymmetric �φ spectrum, we examine the heat-
ing effects induced by high-power RF drives. Finally, we
attribute the observed decoherence to the intricate interplay
between the charged impurity-correlated e-e interactions and
the presence of the SAW and RF-EM field. More theoretical
investigations are needed to further elucidate the observed
phase-breaking processes.
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