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Recent experiments have revealed the substantial impact of broken rotational symmetry on the superconductiv-
ity. In the pursuit of understanding the role played by this symmetry breaking particularly in cuprate and nickelate
superconductors on their superconductivity, we investigated two characteristic symmetry breaking mechanisms
arising from (1) structurally orthogonal distortions from C4 to C2 symmetry and (2) anisotropic hybridization
between dx2−y2 orbital and an additional metallic band within the framework of the Hubbard model by employing
dynamic cluster quantum Monte Carlo calculations. We discovered that the anisotropy is generically detrimental
to the d-wave pairing so that the experimental findings of much lower superconducting Tc of infinite-layer
nickelates compared with the cuprates may be connected to the intrinsic anisotropy. Our exploration sheds light
on the fundamental anisotropy factors governing superconductivity in nickelates and cuprates and offer insights
contributing to the broader understanding of unconventional superconductors in anisotropic environment.
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Introduction. Unconventional superconductivity (SC) in
cuprate [1] and nickelate [2–6] superconductors are widely
believed to mainly originate from the electron-electron
interactions that have been described by the Hubbard mod-
els [7–10]. The smoking-gun evidence of the pairing mech-
anism in both nickelate and cuprate superconductors are still
lacking, albeit the recent experiments [11–13] and theoreti-
cal studies [8,14] indicate that the single Ni-dx2−y2 band in
nickelates appears to perform a role akin to that in cuprates
despite that the introduction of an extra s band [15] and the
consequent interorbital hybridization could intricately impact
the electronic structure and thereby alter the Tc [16]. The
electronic structure calculations [17] demonstrated that the
rather broad interstitial s-band crossing the Fermi energy (E f )
is composed of a combination of orbitals including Nd-5dxy

and 4 f , Ni-dyz/dxz, O-2p and other interstitial states. In-
triguingly, this broad band results in the formation of small
electron pockets at the A point of the Brillouin zone, which
suggests that the infinite-layer nickelates have distinct low-
energy physics from the cuprates when describing, e.g., Hall
conductivity [18,19].

A possible consequence induced by the hybridization be-
tween dx2−y2 and other conducting bands is the absent C4

symmetry [17,20–22], if the doped cations do not host such a
conducting band, e.g., 5 f orbitals/bands are absent in Sr (Ca)
in (Nd, Sr)NiO2 [(La, Ca)NiO2] while present in Nd (La).
Consequently, the nonzero hopping/hybridization induces not
only a self-doping effect and Kondo effect [23], but also
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a possible symmetric reduction via anisotropic distribution
of doped cations and hybridization [17,19]. As to the roles
played by the surrounding bands near E f , in the last decades,
some proposals have suggested that the “incipient” bands,
namely full (empty) bands slightly below (above) the Fermi
energy, can significantly enhance Tc owing to either inter-
band pair-scattering channels [24,25] or contributing to the
spin fluctuation [26]; while other study pointed out that the
incipient band is not beneficial for enhancing Tc [27].

The second alternative driver of symmetry breaking in
cuprate and nickelate superconductors could be the distortion
of the real-space crystal lattice. The commonly utilized Emery
or Hubbard models are typically formulated on the premise of
a C4 symmetry lattice characterized by the isotropic band dis-
persion. However, experimental observations in cuprates and
nickelates, such as the manifestation of charge order [28–30],
stripe phase [31] or anisotropy in critical fields [20,32,33],
point to the potential absence of the rotational C4 symmetry.

Hence, the key facet in unraveling the enigma of high-
temperature nickelate and cuprate SC lies in understanding the
intricate interplay between electronic structure and symmetry
breaking and their further impact on the critical temperature.
Symmetry breaking, whether arising from structural distor-
tions or electronic interactions and/or hybridization, induces
a profound influence on the electronic properties, and even ex-
tends to the pairing mechanism responsible for the emergence
of SC. However, a comprehensive exploration of the effects of
gradual symmetry breaking on critical temperature is nearly
unfeasible through experiments. This is due to the practical
challenge of achieving a continuous and gradual change in
the degree of symmetry breaking during material synthesis. In
this context, exploring the impacts of symmetry breaking on
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electronic structure and SC within the framework of theoret-
ical models like the celebrated Hubbard model becomes fea-
sible and demanded. Such investigation cannot only deepen
our understanding of the fundamental physics governing these
materials but also hold the potential to unlock new fron-
tiers in the design and development of novel superconducting
materials.

The above discussions raise the following questions: (1)
how many kinds of symmetry breaking are possible to be
simulated in Hubbard model? (2) How to describe different
type of symmetry breaking in Hubbard model accurately?
Answering these questions is the prerequisite to demonstrate
how the rotational symmetry breaking quantitatively affect
the superconducting properties. To answer these questions,
we explored two characteristic models with two-dimensional
(2D) Hubbard interactions representing the possible rotational
symmetry breaking in superconducting cuprates and nicke-
lates: (1) anisotropic nearest-neighbor hopping integrals and
(2) anisotropic hybridization (hopping) between dx2−y2 to a
conducting (interstitial) s band. Both models characterize the
symmetry reduction from C4 to C2, and our numerical simula-
tions employing the dynamic cluster quantum Monte Carlo
calculations demonstrate that both of them have significant
impact on the SC.

Model and method. As the first model, we employ the 2D
Hubbard model with anisotropic hopping integrals along x̂ and
ŷ directions on the square lattice

Ĥhub =
∑

kσ

Eknd
kσ + U

∑

i

ni↑ni↓, (1)

where the noninteracting dispersion Ek = −2(tx cos kx +
ty cos ky) + 4t ′

d cos kx cos ky − μ incorporates the generic
anisotropic hoppings with tx �= ty and conventionally isotropic
case tx = ty as well. Our goal is to systematically investigate
the impact of the ratio ty/tx (with fixed tx = 1) on the d-wave
pairing instability. Note that the anisotropic Hubbard model
has been studied in the context of the ladder-type lattices [34].

In addition, we investigated the two-orbital d-s model with
correlated d orbital and uncorrelated metallic s orbital coupled
with each other [15]

Ĥds =
∑

kσ

(
Ed

k nd
kσ + Es

k ns
kσ

) + U
∑

i

nd
i↑nd

i↓

+
∑

kσ

Vk (d†
kσ

skσ
+ H.c.) (2)

with two orbitals’ dispersion and d-s hybridization as

Ed
k = −2td (cos kx + cos ky) + 4t ′

d cos kx cos ky − μ,

Es
k = −2ts(cos kx + cos ky) + εs − μ,

Vk = −2(Vx cos kx + Vy cos ky), (3)

where d†
kσ

(s†
kσ

) are electronic creation operators in momentum
space for two orbitals. nd (s)

iσ and nd (s)
kσ

are the associated number
operators in the real and momentum spaces separately. The
chemical potential μ tunes the total electron density while εs

controls the relative density between two orbitals. We will
explore the distinct behavior between anisotropic (Vx �= Vy)
and isotropic (Vx = Vy) d-s hybridizations. Note that we focus
on the situation of dilute limit ns ∼ 0.1 as in our previous

work [16], where the d-wave superconducting dome was un-
covered to shift to the overdoped regime. Its relevance to
the infinite-layer nickelate superconductors is manifested by
the recent density functional theory (DFT) calculation with
Wannier fitting, which indicated that the dominant hybridiza-
tion between Ni-3d orbitals and the effective interstitial s
orbital can induce a large intercell hopping as mimicked by
our hybridization Vk [17]. Moreover, the high-pressure en-
hancement [35] of Tc has direct implication to our d-s model
with Vx/y mimicking the pressure effects. DFT calculations
revealed that the infinite-layer nickelates can be described by
the extremely anisotropic case of Vx/y ∼ 0 [8,36]. Therefore,
we will focus on this situation compared with the conventional
isotropic hybridization. Without loss of generality, we adopt
Vy = 0 as the convention and tune Vx.

We adopt dynamical cluster approximation (DCA) [37–39]
with the continuous-time auxilary-field quantum Monte Carlo
(QMC) cluster solver [40] to numerically solve both mod-
els. As a celebrated quantum many-body numerical method,
DCA calculates the physical quantities in the thermodynamic
limit via mapping the bulk lattice problem onto a finite
cluster embedded in a mean-field bath in a self-consistent
manner [37,38]. DCA and its cousins of the quantum em-
bedding methods have provided much insight on the strongly
correlated electronic systems [38], despite its limitations orig-
inating from the smaller tractable cluster size than finite-size
QMC simulations albeit with better minus sign problem.

The SC properties can be studied via solving the Bethe-
Salpeter equation (BSE) in the eigenequation form in the
particle-particle channel [41,42]

− T

Nc

∑

K ′
�pp(K, K ′)χ̄ pp

0 (K ′)φα (K ′) = λα (T )φα (K ), (4)

where �pp(K, K ′) denotes the lattice irreducible particle-
particle vertex of the effective cluster problem with com-
bining the cluster momenta K and Matsubara frequencies
ωn = (2n + 1)πT as K = (K, iωn).

The normal state pairing tendency is reflected by the
leading eigenvalue λα (T ) for pairing symmetry α. Simultane-
ously, the associated eigenvector φα (K ) can be viewed as the
normal state analog of the SC gap function [41,42]. It has been
widely accepted that the d-wave pairing plays a dominant role
in the cuprate superconductors and closely relevant Hubbard
model [42,43]. Therefore, instead of nematic and/or stripe or-
dering tendency that has been extensively investigated within
Hubbard-type models, here we only focus on the d-wave
pairing symmetry.

Single-orbital model. To investigate the influence of sym-
metry breaking on the SC properties, we first focus on the
temperature evolution of the leading d-wave λd (T ) of the
anisotropic Hubbard model in Fig. 1 (upper panels) for varied
anisotropy ty/tx at two characteristic fillings ρ = 0.93 and
0.87. Apparently, the anisotropy results in the gradual de-
struction of d-wave pairing tendency that is manifested by the
departure of 1 − λd (T ) curves from zero, which generically
matches with the trend found in previous calculations [34]. In
particular, the impact of the anisotropy is not obvious until
ty/tx < 0.9, which seemingly implies that sufficiently large
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FIG. 1. (Upper) Leading d-wave pairing eigenvalue of BSE versus T and (lower) associated eigenvector (normalized by the value at
iωn = πT ) for at K = (π, 0) (filled) and K = (0, π ) (unfilled) at T/tx = 0.05 of the single band anisotropic Hubbard model. The DCA cluster
size is Nc = 8.

anisotropy is required to induce significant effects on the
d-wave pairing.

Although Tc can be determined by λd (Tc) = 1 in princi-
ple, it is practically challenging to simulate low temperatures
close enough to Tc. Nonetheless, the monotonic decrease of Tc

with the magnitude of anisotropy is obvious for both fillings
from 1 − λd (T ). Note that the presence of the anisotropy
does not qualitatively modify the distinct temperature varia-
tions between ρ = 0.93 and 0.87. Precisely, at higher density
ρ = 0.93 associated with the pseudogap features without the
anisotropy, 1 − λd (T ) shows exponential behavior at lowest
temperature regime; while at ρ = 0.87, the logarimic depen-
dence remains in the anisotropic situations [44].

The lower panels of Fig. 1 further illustrate the frequency
dependence of the leading eigenvector φd at K = (π, 0)
(filled) and K = (0, π ) (unfilled) whose degeneracy in the
isotropic model has been destroyed, where the negligible
effects at small anisotropy ty/tx > 0.9 mirrors the features
of 1 − λd (T ) discussed above. The retardation nature of the
d-wave pairing interaction is reflected by the decaying of φd

with a characteristic frequency scale. Firstly, the decaying rate
is slower by turning on a large enough anisotropy ty/tx > 0.9
for both antinodal K directions and both fillings. Secondly,
the comparison between �d and 1 − λd (T ) at T/tx = 0.05
reveals that the generally slower decay at ρ = 0.87 has weaker
pairing tendency. These two aspects again implies for the
significance of the moderate retardation for optimal SC [16].

To have a better understanding of the pairing ten-
dency and its variation with the anisotropy, we re-
sort to the d-wave projected effective pairing interaction

Vd (T ) = P−1
d0 (T ) − P−1

d (T ), where the pair-field susceptibil-
ity Pd and its bare counterpart Pd0 can be obtained via the
dressed and bare two-particle Green’s functions [16,45,46].
Essentially, Vd and Pd0 are two decomposed factors with sim-
ilar roles as �pp and χ̄

pp
0 in Eq. (4), respectively. Figure 2

illustrates the temperature evolution of Vd and Pd0, which
both decrease with turning on anisotropy so that the pairing
tendency is naturally weakened. Note that even in the absence
of anisotropy, Pd0 decreases with lowering temperature while

FIG. 2. (Left) Temperature dependence of (upper) effective
d-wave pairing interaction Vd and (lower) bare pair-field suscepti-
bility Pd0 for the single band anisotropic model.

L020501-3



HONGDAO ZHUGE, LIANG SI, AND MI JIANG PHYSICAL REVIEW B 110, L020501 (2024)

FIG. 3. Temperature evolution of 1 − λd (T ) for varied hybridization V (Vx ) at two characteristic fillings nd = 0.9 and 0.8 of d-s model
with fixed ns = 0.1 and Nc = 12.

Vd blows up, which indicates that the pairing interaction plays
the decisive role for d-wave pairing. Besides, the impact of
anisotropy is more obvious for weakening Vd at lower filling
ρ = 0.87, which coincides with the generally weaker pairing
trend with higher hole doping and also matches with the
behavior of 1 − λd (T ) in Fig. 1.

Two-orbital model. Now we switch to the two-orbital
d-s model. Our previous study revealed an unusual shift of
the SC dome with interorbital hybridization [16]. Here we
focus on the distinction between isotropic and anisotropic
d-s hybridization.

Figure 3 demonstrates the temperature evolution of
1 − λd (T ) for varied hybridization at two characteristic fill-
ings nd = 0.9 and 0.8. The common difference between
isotropic and anisotropic hybridization, regardless of nd , lies
in that the former generically promotes while the latter sup-
presses the d-wave pairing within the accessible temperature
regime above Tc.

At higher nd = 0.9 (upper panels), in spite of the non-
monotonic dependence on V at relatively high T/td ∼ 0.1, the
dominant feature of turning on isotropic V is the exponential
curvature change, which would suppress the extrapolated Tc as
a Berezinskii-Kosterlitz-Thouless transition in 2D system. As
discussed earlier [16], this indicates strong Emery-Kivelson
phase fluctuations [44,47] in the presence of pseudogap (PG).
To illustrate the close relation between 1 − λd (T ) and the ex-
istence of PG, Fig. 4 (upper panels) provide evidence that the
presence of a peak (whose temperature scale is normally as-
signed as T ∗ of PG) of extrapolated antinodal zero-frequency
−ImG(K, ω = 0) at K = (π, 0) (solid) and (0, π ) (dashed)

shows that the larger isotropic hybridization V results in
higher T ∗, which implies for a possible higher Tc in Fig. 3(a).

Nonetheless, in Fig. 3(b), the anisotropy Vx obviously in-
duce the gradually stronger logarithmic behavior, which is
supported by the disappearance of PG feature at sufficiently
large Vx in Fig. 4(b). Apparently, the anisotropy leads to the
deviation between two antinodal directions despite that the T ∗
scales are exactly the same. In addition, there exists an abrupt
change of 1 − λd (T ) around Vx/td ∼ 0.5, indicating drastic
effects of strong enough anisotropic hybridization.

At smaller nd = 0.8, namely without PG behavior in the
pure Hubbard model V (Vx ) = 0, the anisotropy has minor
effects on the pairing tendency as shown in Fig. 3(d). In
spite of the opposite trends of Figs. 3(c) and 3(d), 1 − λd (T )
remains its logarithmic evolution [15,44] in all cases. Simi-
larly, Figs. 4(c) and 4(d) display the absence of PG in most
situations except for large isotropic V , where the peak implies
that the evolution of 1 − λd (T ) in Fig. 3(c) can switch to
the exponential-like feature at even larger V for simulations
adopting larger DCA cluster Nc.

Akin to the single band model, Fig. 5 shows the frequency
dependence of φd of d-orbital at K = (π, 0) (filled) and K =
(0, π ) (unfilled). The comparison with 1 − λd (T ) at T/td =
0.125 in Fig. 3 reveals that the moderate retardation nature of
the d-wave pairing interaction is essential. In other words, the
slower decaying rate of φd (iωn) is generically detrimental to
the pairing, which is a common feature shared with the single-
band model. For instance, the anisotropic Vx = 1.0 has the
slowest decay which is consistent with the largest 1 − λd (T )
so that weakest pairing. Besides, the decaying rate shows
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FIG. 4. Extrapolated antinodal zero-frequency -ImG(K, ω = 0) obtained from a linear extrapolation of the first two Matsubara frequencies
at K = (π, 0) (solid) and (0, π ) (dashed).

an abrupt change at large anisotropic Vx/td > 0.5 for both
antinodal K directions. This matches with the observation of
1 − λd (T ) in Fig. 3 and −ImG(K, ω = 0) in Fig. 4.

To gain deeper insight into the pairing interaction and
intrinsic pairing instability, Fig. 6 shows that both isotropic
V and anisotropic Vx induce opposite effects on Vd and

FIG. 5. Leading d-wave eigenvector (normalized by the value at iωn = πT not shown) for K = (π, 0) (filled) and K = (0, π ) (unfilled)
at T/td = 0.125 of two-orbital d-s model.
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FIG. 6. Temperature dependence of effective d-wave pairing interaction Vd and bare pair-field susceptibility Pd0 for the d-s model akin to
Fig. 2.

Pd0, which is distinct from the single band case in Fig. 2.
Moreover, the impact between isotropic and anisotropic hy-
bridizations are opposite as well. Hence, the compromise
between Vd and Pd0 leads to complicated dependence of the
pairing instability upon V (Vx ).

At high nd = 0.9, although the isotropic V , Fig. 6(a),
naturally suppresses Pd0 similar to the single band case, the
anisotropic Vx, Fig. 6(b) counterintuitively first suppresses
but then promotes the intrinsic pairing instability with in-
creasing Vx. This might originate from the band structure
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reconstruction with Vx/td > 0.5, which is in fact also hinted
in abrupt modification of 1 − λd (T )’s behavior in Figs. 3(b)
and 4(b). However, the variation of Pd0 will be compensated
by the opposite trends of Vd , which should lead to roughly
minor dependence of Tc on V (Vx ) from Fig. 3.

At low nd = 0.8, Vd in Fig. 6(g) has relatively much larger
increase compared to the moderate decrease of Pd0 in panel
(e) with V . This leads to apparent boost of 1 − λd (T ) as
observed in Fig. 3(c). On the contrary, in the anisotropic case,
both Pd0 and Vd have only moderate variation with Vx so that
1 − λd (T ) has minor dependence upon Vx in Fig. 3(d). All
these features indicate the complicated competition between
anisotropy, hybridization, and doping range. The rapid change
around Vx/td = 0.5 might deserve further investigation in
future.

Summary and outlook. In summary, by employing dynamic
cluster quantum Monte Carlo calculations, we systemati-
cally explored the impact of broken rotational symmetry
on the SC in the framework of two characteristic mod-
els with 2D Hubbard interactions representing the possible
relevance to superconducting cuprates and nickelates re-
spectively: (1) anisotropic nearest-neighbor hopping integrals
and (2) anisotropic hybridization between an interacting d
orbital and a conducting (interstitial) s band. Both mod-
els characterize the symmetry reduction from C4 to C2.
We discovered that both types of anisotropy destroy the
d-wave pairing generically. However, in the anisotropic case,
the high nd shows an abrupt change around Vx/td ∼ 0.5

while the low nd hosts a weakly dependence of d-wave
pairing tendency upon the anisotropy. In addition, the evo-
lution of the d-wave BSE eigenvector revealed that the
moderate retardation is essential for the d-wave pairing in
both models. In particular, the too slow decaying rate of
φd (iωn) with frequency is generically detrimental to the
pairing.

Our presented work matches with the experimental find-
ings of the much lower superconducting Tc of infinite-layer
nickelates compared with the cuprates, which may be in-
trinsically connected to the anisotropy either from structural
distortion or anisotropic hybridization with the interstitial or-
bitals. Furthermore, this exploration would contribute to the
broader understanding of unconventional superconductors in
the anisotropic environment.
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