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In muon spin relaxation/rotation/resonance (1 SR) technology, positive muons serve as local spin probes for
detecting electron-muon or nucleus-muon spin interactions. Given that a muon’s mass is approximately one-ninth
that of a proton, its zero-point energy significantly influences SR experiments. The straightforward application
of the Born-Oppenheimer approximation fails to adequately address the muon’s behavior from an ab initio
perspective. Despite previous efforts to correct for the quantum effects of the muon, existing approximations
often fall short, yielding unsatisfactory results. This paper addresses these limitations by focusing on the many-
body system of quantized muons in materials and directly solving the muon-included many-body equation using
quantum Monte Carlo techniques. We further simulate the hyperfine couplings of the muon, demonstrating that
this rigorous approach can produce accurate results and explicit error margins. This method proves beneficial for
1SR experiment analysis and holds potential for broader application in studying the quantum effects of heavy,
positively charged particles in various materials.

DOLI: 10.1103/PhysRevB.110.115118

L. INTRODUCTION as it can solve the many-body equation without relying on
empirical parameters, and the quality of the calculated results
can be clearly reflected by the QMC simulation itself. Re-
cent advancements have enabled the successful integration of
the positron as a quantized particle within QMC frameworks
[16], paving the way for similar calculations with quantized
muons, despite differences between the orbitals of localized
muons and diffusion positrons. In this paper, we treat muons
as quantized particles and incorporate their wave functions
into the overall many-body wave function. We employ both
variational Monte Carlo (VMC) [17] and diffusion Monte
Carlo (DMC) [18] to perform numerical solutions, ensuring
the natural inclusion of muon quantum effects. We also es-
timated the observable muon hyperfine couplings and found
that QMC predictions closely align with experimental data.
Given its accurate results and explicit error range, this method
is not only promising for further investigations into muons but
is also applicable to other heavy positively charged particles.

The study of multibody systems involving positively
charged particles and electrons presents a significant and
versatile challenge across various scientific disciplines,
including positron annihilation spectroscopy, muon spin
relaxation/rotation/resonance (uSR), and hydrogen nuclei
behavior in materials. Given the identical mass of electrons
and positrons, the wave function of positrons is treated on
equal footing with electrons. Two-component density func-
tional theory (TCDFT) [1-4], along with the use of quantum
Monte Carlo (QMC) for simulating essential two-body func-
tionals [5,6], stands as the predominant method. However, as
the particle mass increases, such as with muons or protons,
the interaction distance between these particles and electrons
reduces, rendering the local spin approximation (LDA) and its
improvements such as the generalized gradient approximation
(GGA) ineffective. Furthermore, the Born-Oppenheimer ap-
proximation (pointlike muon [7,8]) and its corrections, such as
vibrational methods [9-11] and double adiabatic approxima-

tions [12-15], often rely on limited or unverified assumptions II. METHOD
and currently are difficult to provide theoretical predictions What we are considering is a many-body Schrodinger
that align accurately with experimental data. Given the sig-  equation of a muon in material,
nificant quantum effects due to the muon’s mass—merely N
one-ninth that of a proton—an accurate and robust method H{Y (1, omvsr)l = EY (oo rvs ), (D
becomes crucial not only for SR analysis but also for under- where r; are the coordinates of the ith electron, r, are the
standing the behavior of heavy positively charged particles in coordinates of the muon, and
materials.

An essential method for addressing the quantum effects of H= Z _1 3[, — LV2 + l Z ;
the muon involves directly solving the muon-included many- ; 2°% 2m, M2 oy lri =1l

body Schrodinger equation. QMC is ideally suited for this task 1
- +
- Z T ZV( Rj) + ZV< R)).
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FIG. 1. Representative g;(r) results for muonium in (a) vacuum
and (b) water.

where m,, is the mass of the muon, R; are the coordinates of
the jth ion, V. and Vl;“n are the potential from the ions to
electrons and the muon, respectively, and both are defined as
a positive value.

To solve Eq. (1) by QMC, it is essential to employ
parametrized trial wave functions for both electrons and
muons (one-particle orbitals). In general, the trial wave func-
tion of electrons can be generated by the density functional
theory (DFT) with a pointlike muon model (DFT+pu [19]),
which provides a reliable starting point for highly localized
muons. However, the orbital configuration of the muon has not
been extensively studied previously. Our approach involves
setting a Gaussian distribution for the muon density in real
space (using either a Gaussian sigma or the maximum muon

TABLE 1. VMC energy results of muonium in vacuum when
changing the simulation cell volume. r, = (3/47n)'/?, and n = 2/V
is the average density. r, is in unit of a.u. while Evyyc is in unit of a.u.
per particle. The g(0) results are gotten from the system of », = 10.0.

T 1.0 2.0 4.0
6.0 8.0 10.0
12.0 15.0 20.0
30.0 40.0 50.0
Eyme —0.72601(4) —0.38719(1) —0.26019(6)
—0.25077(3) —0.2495646(5) —0.24917944(3)
—0.24901675(3) —0.2489091(1) —0.24884410(1)

—0.248810771(1) —0.2488026629(2) —0.24879977558(2)

TABLE II. VMC energy (in a.u.) and g(r) results of muonium in
benzene. Nstep is the vmc_equil_nstep of the VMC calculation while
vmc_nstep is set to be 1/5 of the vmc_equil_nstep.

Nstep Total energy Var. The first five g4 (r)

1 x 10* —37.88(3) 1.38(9) 96.5;63.6;32.8;31.3;24.1
1 x10° —37.87(1) 1.42(3) 83.5;59.7;,70.3;49.5;48.2
1 x 10°_1*  —37.860(3) 1.41(1) 87.7;81.9;63.2;55.4;47.2
1 x10°. 28 —37.851(3) 1.398(8) 97.9;74.8,63.6;54.4,46.6
1 x107_1* —37.8507(9) 1.485(13) 93.0;76.5;64.8;54.5;46.6
1 x 107_2* —37.8508(9) 1.548(19) 87.3;75.5;64.7;54.8;46.5
1 x107_3* —37.8503(8) 1.448(9) 89.5;79.2;65.6;55.0;46.8

*The expanded number 1, 2 and 3 of Nstep represent the identifier of
the calculation with the same VMC configuration.

density value as the variable) and employing a fast Fourier
transform to convert this distribution into a plane-wave form.
This plane wave is then transformed into the blip form [20] for
practical computations. We observed that if the initial maxi-
mum muon density is set within a reasonable range (0.5-10
a.u.), the VMC optimization calculations tend to converge
satisfactorily (give stable enough total energy and variance
results although the VMC optimization steps and the final
Jastrow exponents are different), otherwise the VMC opti-
mization may fall into a wrong local result with high total
energy and variance.

After having the trial orbitals of the muon and electron,
the composition form of the many-body wave function should
be determined. Under the Slater-Jastrow-backflow (SJB)
scheme [21,22], the many-body wave function of the system
can be expressed as

WA = "W, (r, + £R))
x [9i(ry + ER)] - [9;(ry +ER)L ()

where R are the positions of all the particles, ¢ are the one-
particle orbitals, i and j stand for up and down electrons,
respectively, [- - - ] denotes a Slater determinant, J(R) are the
Jastrow exponents, and £(R) is the backflow displacement.
The Jastrow exponents are written as [23]

ions

N—-1 N N; N
JRY=""utrip)+ Y Y xiCra)

i=1 j=it1 =1 i=1
Nions N—1 N N-1 N

+ E E E Si(rig, rjr, rij) + E E p(rij),
I=1 i=1 j=it1 i=1 j=itl

“

where N is the total number of all quantized particles (elec-
trons and the muon), and Ny, is the total number of ions in
materials. The Jastrow exponents in Eq. (4) are the sum of the
u term (isotropic functions of electron-electron separation),
x term (isotropic functions of electron-ion separations), f
term (isotropic functions of electron-electron and electron-ion
separations), and p term (plane-wave expansions in electron-
electron separations). In this work, we find that the VMC
optimization with backflow displacement & (R) is unstable and
does not improve the wave function (there may be technical
problems in the backflow optimization of the quantized muon
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TABLE III. QMC results. Energy and the variances of VMC are in a.u. per simulation cell (except for the vacuum case, where the energy
is in a.u. per particle). The values and error bars of g(0) and hyperfine couplings are determined by the ten data sets while the energy and

variance are displayed by just one of the ten data sets.

Material EVMC Var. of VMC EDMC &1 (0) 8\ (0) AQMC ADFT-HL a Aexpt
Vacuum —0.24917944(10) 4(4)x1071%  —0.24917952(3) 2550(100) 4350(170) MHz 4711 MHz 4463 MHz
Water —~17.51(3) 1.89(11) ~17.700(4) 423(6) 0 4480(60) MHz ~ 4656 MHz ~ 4432(1) MHz [32]°
Acetone ~36.75(4) 2.99(12) —37.114124)  112(4)  123(3) —50(70)MHz —27.2MHz 6.8(2) MHz [37]
Benzene —37.87(3) 1.39(8) —38.112(3) 100.7(22) 91.9(20) 490(60) MHz  500.7 MHz  526(1) MHz [38]
TTF ~76.32(4) 3.29(19) —77.612(4) 178(5)  168(4)  280(50) MHz  268.6 MHz  ~300 MHz [39]

“Projector augmented-wave (PAW) and its reconstruction method [36] calculated by QE.

"Measured at room temperature, only for reference.

system), so the Slater-Jastrow (SJ) wave function (§ = 0) is
simply applied. Further study on the effect of the backflow
will be conducted in the future work.

Considering the observable measurement, the hyperfine
couplings A can be expressed as

2p
A= T(’yey,ms(rm, (5)

where y, and y, are the gyromagnetic ratio of the electron
and the muon, respectively, wo is the magnetic permeability
of vacuum, and p,(r,) is the spin density (up density minus
down density) of electrons at the muon site. In the case of the
quantized muon, p,(r, ) can be written as

. NZ (W]O]8(r; — 1) W)

r =

pt (V)

i

- NZ (WO} 5(r; — 1) W)
: (W w)

= [N1g1+(0) = Ny g (0)]/V, (6)

where g is the rotationally and translationally averaged pair-
correlation function (PCF), V is the volume of the simulation
cell, and O; is the spin-projection operator. After the Jastrow
exponents are optimized using the VMC variance-minimum
scheme [24], the DMC calculation is employed and the PCFs
are simulated from the DMC calculation directly (see below
for not doing a 2DMC-VMC extrapolation). The g(r) is sim-
ply obtained by binning the interparticle distance sample of
the PCF, thus the rotationally and translationally averaged
PCF at zero distance, g(0), can be estimated by an extrap-
olation of g(r). In order to obtain small fitting errors in a
simpler form, all g(r) values are modeled using the following
polynomial fit,

loglg()l =ag —r+as-r'> +ay-r* +as-r°

+as-r*t+as-r. (7)

The fitting range is chosen to be 0-2.5 a.u. because we are
only interested in g(0) and the g(r) within this range is smooth
enough. After the g(0) is extrapolated and the statistical errors
are estimated by the standard deviation of data sets (see be-
low), then the final hyperfine couplings are calculated through
Egs. (5) and (6).

III. RESULTS AND DISCUSSION
A. Muonium in vacuum

In contrast to muon-in-material systems, muonium in
vacuum behaves as a homogeneous fluid, making the method-
ologies discussed previously inapplicable. Instead, a constant
plane-wave wave function is utilized directly as the single-
particle orbital in SJB calculations [25]. Although it is very
different from the actual materials, we still calculated it as the
most special case. The CASINO package [26] is applied in all
QMC calculations of this paper. The calculation of muonium
in vacuum is employed by periodic cubic cells with various
total density. First, the finite-size error is checked (as shown
in Table I), and the results demonstrate that as the system size
increases, the total energy reliably converges to the precise
isolated muonium energy. The corresponding g(0) value can
be extrapolated from the g(r) data, as detailed in Fig. 1 [just
one of the ten data sets, see below (details for obtaining g(r)
and g(0) are in Sec. II)]. The g(r) results in vacuum are
obtained from the calculation of r; = 10 a.u. since the g(r)
becomes stable when r, > 8 a.u.

In order to obtain reasonable error bars, we employed
each calculation ten times, by using the same set of Jastrow
parameters and repeating the VMC and DMC calculations.
The final error bars of g(0) and hyperfine couplings were
determined by the standard deviation of these ten data sets.
The time step of DMC was set at 0.01 a.u. with a target weight
1000.0. Note that a smaller DMC time step may influence the
total energy of the system (about 0.01 a.u.), but the influence
on g(0) is found to be smaller than its statistical error. A
more rigorous calculation may require the extrapolation to
dt = 0. Consequently, the resulting g(0) was 2550(100) and
the hyperfine couplings were estimated to be 4.35(17) GHz,
as detailed in Table III. For comparison, experimental data
recorded 4463 MHz and pointlike muon DFT calculations
provided 4711 MHz. It is important to note that while more
precise results might be obtainable through a 2DMC-VMC
extrapolation [27], in this work the statistical error of gymc(0)
is at least two times larger than that of gpwmc(0) because the
g(r) results of the VMC calculation fluctuate obviously even
if the steps of VMC are large enough (see Table II), thus
performing a 2DMC-VMC extrapolation would increase the
final error bars of hyperfine couplings by ~3 times. Conse-
quently, this study relies directly on the results from DMC
calculations.
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FIG. 2. The density of the muon and the electrons in water, for
cutoff (a) 30.0 a.u., (b) 50.0 a.u., (c) 62.5 a.u., and (d) 80.0 a.u.
Plotted along the x axis centered on the average muon site.

B. Interstitial muonium in water

The DFT calculations indicate that in liquid water, muons
do not participate in bonding but exist freely from wa-
ter molecules as interstitial muoniums [28]. However, the

FIG. 3. Structures of muon in (a) acetone C;HsOMu, (b) ben-
zene C¢HgMu, and (¢) TTF C¢S4sH4Mu. Muons are shown as gray
circles.

presence of water molecules still confines muons in lo-
calized states, rather than allowing them to diffuse, which
is crucial for analyzing the muon distribution density at
low local potentials. In this study, we employed norm-
conserving, nonlocal Dirac-Fock average relativistic effective
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FIG. 4. Representative g(r) results for (a) acetone, (b) benzene,
and (c) TTF. Fitted as Eq. (7).
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FIG. 5. Densities for (a), (b) acetone, (c), (d) benzene, and (e), (f) TTFE. Cutoffs are set to be 30.0 a.u. Plotted along the x axis centered on

the average muon site.

pseudopotentials (AREPs) [29,30] for the atoms within the
material. The DFT calculations were conducted using the
QUANTUM ESPRESSO (QE) package [31] and, with electron
orbitals generated in plane-wave form via the pwZ2casino.x
subroutine. Subsequently, the muon orbital, after being con-
verted to a plane wave, was added to the orbital file, which
was then transformed into blip style for use in the CASINO sim-
ulations. Additionally, we introduced a nucleus with Z = 0
(ghost atom) at the average muon site to facilitate the use of
the x term and f term of the Jastrow factor as outlined in
Eq. (4). This would be helpful for improving the quality of
the wave function.

The calculation was done within a periodic cubic cell of
10 A lattice constant, where the muon is placed far enough
from the water molecules. First, we simulated the g(0), ob-
taining a value of 423(6), with one representative g(r) result
depicted in Fig. 1. The final hyperfine couplings were 4.48(6)
GHz, closely aligning with the experimental data recorded
at 4432(1) MHz [32]. Note that the experiment is done at
room temperature, the thermal effects are not included in the
calculation, and the comparison is just a rough reference.
Additionally, we attempted to characterize the density distri-
bution of the muon, a challenging task as the output density in
CASINO, expanded by the plane wave, fluctuates significantly

115118-5



DENG, YUAN, PAN, CHEN, AND YANG

PHYSICAL REVIEW B 110, 115118 (2024)

with low cutoffs and incurs higher computational costs at high
cutoffs.

For interstitial muonium in water, we explored muon den-
sity under various cutoff thresholds, as illustrated in Fig. 2.
The muon density calculations, performed independently of
£(0), do not influence the hyperfine couplings. Despite the
potential inaccuracy in absolute density values, the calculated
local density of the muon substantially exceeds that predicted
by the double adiabatic approximation [14,15] and vibra-
tional method [9,33], yet remains below the results obtained
from TCDFT with the LDA two-body functional for a muon-
electron homogeneous system [25]. These discrepancies merit
further discussion and analysis.

C. Bonding muons in organic molecules

A more common situation of a muon in material is the
bonding muons, which occurs not only in organic molecules
but also in crystal lattices. In order to simplify the calculation,
in this paper we performed calculations for the following
three organic molecules: acetone, benzene, and TTF. Their
muon-containing structures are shown in Fig. 3, which are
calculated by DFT+u structure optimization, using the QE
package with the Perdew-Burke-Ernzerhof (PBE) functional
[34] and optimized norm conserving Vanderbilt (ONCV) [35]
pseudopotentials (such a condition is only used for structure
optimization calculation, not for the one-particle orbital gen-
eration, as discussed in the previous section).

To assess the finite-size effect, we adjusted the lattice con-
stants for benzene, acetone, and TTF and observed that QMC
results stabilize [the changes of the energy and the g(0) when
increasing the cell size would not be larger than the reported
statistical uncertainty] when the lattice constant reaches at
least 10 A for benzene and acetone, and 15 A for TTF (cubic
cell). The lattice size mentioned above, 10 or 15 A, is actually
used in our calculation. The results for g(0) and hyperfine cou-
plings are detailed in Table III, with corresponding g(r) values
and muon densities illustrated in Figs. 4 and 5, respectively.

The output density cutoff was set at 30 a.u. to facilitate
the conceptual explanation of muon density without affecting
the electron density or the hyperfine coupling results. The
hyperfine coupling outcomes align with experimental values
within the established error margins. Compared to DFT+pu
and its correction methods, in QMC the quality of the trial

wave function and the error margins of observable measure-
ments can be clearly revealed. While the relative error for g(0)
remains under 5%, the relative error for hyperfine couplings
may be significantly larger due to the averaging offset. This
discrepancy does not arise with positrons since their annihi-
lation rate correlates directly with the total electron density,
rather than the spin density. The limitations in improving the
statistical accuracy of g(0)—primarily due to the considerable
errors inherent in VMC and DMC calculations—preclude
further extrapolations using 2DMC-VMC. Consequently, em-
ploying QMC for low hyperfine coupling materials might be
restricted, marking a notable limitation of this methodology
currently.
IV. CONCLUSION

In this paper, we directly solved the muon-included many-
body Schrodinger equation for molecular systems using QMC
and simulated the hyperfine couplings of the muon. This ap-
proach allows for an essential consideration of the muon’s
quantum effects and enables clear identification of the errors
in both the trial wave function and the observable measure-
ments. The calculated hyperfine couplings are well aligned
with experimental results within the stated error bars, al-
though the calculated muon density distribution deviates from
existing approximations. The primary limitation of QMC in
this context is the statistical error associated with g(0), par-
ticularly impacting the accuracy of low hyperfine coupling
calculations. Improvements in QMC calculations could be
achieved by refining the trial wave function, especially the
muon orbital. Given its precise handling of quantum effects,
this method holds significant potential for studying muons and
other heavy positively charged particles.
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