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Quantum long-range models at zero temperature can be described by fractional Lifshitz field theories, that is,
anisotropic models whose actions are short range in time and long range in space. In this paper, we study the
renormalization of fractional Lifshitz field theories with weakly relevant cubic or quartic self-interactions. Their
nontrivial infrared fixed points exhibit Lifshitz scale invariance and we compute the lowest-order corrections to

the dynamic critical exponent.
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I. INTRODUCTION

Systems with long-range interactions appear in a large
variety of physical situations [1]. Among the many possible
instances, a particularly interesting class of systems is the one
described by models with a two-body interaction that decays
with distance according to a power law, with sufficiently slow
decay. The paradigmatic example in such a class is the long-
range Ising model, associated to the classical Hamiltonian
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where £ C Z¢ is a finite d-dimensional lattice, o; = +1 are
the Ising variables at site i € £, J > 0 is their coupling, and
the long-range exponent is in the range 0 < ¢ < 1, with the
limiting case { = 1 being equivalent to the nearest-neighbor
(or short-range) model. Such model, and its extensions with
internal O(N) symmetry, has been extensively studied, both
in its lattice version and in its field-theoretic Ginzburg-Landau
formulation [2-15], and several related experimental systems
have been constructed in recent years (see [16] for a review).
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We emphasize that £ in (1) represents space only, with time
being frozen, as is always the case in classical equilibrium
statistical mechanics. When considering instead quantum
versions of long-range models, a short-range temporal inter-
action arises after the standard quantum-to-classical mapping
[17,18], as explicitly emphasized in [19] (see, also [20-22]).!
Keeping with the Ising example, the quantum model is ob-
tained by replacing the classical Ising variables o; with Pauli
matrices 67 at each site, and adding to the Hamiltonian a trans-
verse field interaction i ), 6, in order to induce a nontrivial
quantum dynamics,
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The quantum statistical partition function at inverse tempera-
ture B can then be mapped to a classical one by applying the
Trotter formula to e #Ha and, after some manipulations [17],
obtain
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where the classical Ising variables now have a second index, interpreted as discrete Euclidean time, and periodic boundary
conditions are assumed: o;,4+; = 0;,1. One then concludes that the Ginzburg-Landau description of the quantum long-range
Ising model must be an anisotropic scalar field theory, long range in space and short range in time. In [19], we called such a
theory a fractional Lifshitz field theory, and the scope of this paper is to further study its critical properties.

Scalar Lifshitz field theories were first studied in [25] to describe tricritical points in the presence of paramagnetic,
ferromagnetic, and modulated phases. Denoting the time coordinate t and the d-dimensional spatial coordinates x, a standard
example is an action of the form?

2
1 £0o 1
Sip] = / drdf’xb(w)z +5 ;@j«bf + 5(; ajam) + V[¢]}, 4)

'Models with long-range temporal dynamics can also be conceived, for example, in the presence of dissipation, impurities, or memory effects
(e.g., [23,24]), but we will not consider them here.

2From now on, when discussing the field-theoretic approach to these models, we will talk about actions rather than Hamiltonians.
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with j ranging over the spatial dimensions. Usual ordered
and disordered phases can be reached by tuning the potential,
while a spatially modulated phase, breaking translation invari-
ance, can be obtained by choosing py < 0. The Lifshitz point
[25] is, by definition, the critical point at the intersection of
such phases, and one is interested in computing the associated
critical exponents. For example, this has been done for a
model in this family with a quartic interaction, using either
perturbative methods up to two loops [26-28] or the func-
tional renormalization group approach [29], while in [30-32],
the anisotropic quartic O(N) vector model was studied by
means of the 1 /N expansion. Notice that in the original setting
of Lifshitz points, “time” is actually one spatial direction of a
spatially anisotropic classical system, but it can have an inter-
pretation as (real or imaginary) time in other contexts, such
as Lorentz-violating quantum field theories with improved
ultraviolet behavior [33-35] or quantum Lifshitz points [36].

One interesting feature of Lifshitz field theories is that
while they break explicitly Lorentz or rotation invariance,
they exhibit anisotropic scale invariance at fixed points of the
renormalization group. An anisotropic scaling transformation
of an operator O is

O(z,x) = 12O, Ix), 3)

with Ao the scaling dimension of O, and z # 1 the anisotropy
exponent, also known as the dynamic critical exponent due
to its similar role in dynamic critical phenomena [37]. Typi-
cal Lifshitz field theories in the literature are constructed as
perturbations of a Gaussian theory with an integer anisotropy
exponent, as in the example above, which has z = 2. However,
a noninteger z generally appears at interacting fixed points.
The way this happens in practice is that in the renormalized
theory, the operators (3,¢)*> and (}_ f 9;0;¢)* get different
anomalous dimensions, say 1, and 74, respectively, and one
finds the relation [28,29]
4—m
2—m’
Here, we will study a Lifshitz type of model in which
a nonlocal operator, known as fractional Laplacian, replaces
the higher-order spatial derivative terms.? In other words, we
will consider a continuum version of the model (3), with the
long-range kernel corresponding to the integral representation
of a Laplacian to power ¢, with 0 < ¢ < 1. As a conse-
quence of that, the standard short-range term (8]-45)2 is, in
this case, irrelevant,* and thus there is no modulated phase
in these models. Moreover, the nonlocal nature of the spatial
term implies that it needs no renormalization, and hence its
anomalous dimension vanishes. Therefore, we expect to find
7 =2¢/(2 — np), which we will confirm.

(6)

=

*From the point of view of our motivation, the time direction has
the interpretation of imaginary time in the classical description of
a quantum statistical model. However, a spatial interpretation of
an anisotropic classical statistical model is also possible (see, for
example, [38] for a more general model with this interpretation).

“However, beyond some value of the long-range exponent, it might
become a dangerously irrelevant operator, as in the isotropic case
[4,12].

We will consider models with either a cubic or a quartic
interaction in the regime in which they are weakly relevant,
that is, for ¢ slightly above its lower critical value (i.e., the
value below which the infrared fixed point is noninteracting
and thus mean-field theory applies). We will show that they
exhibit a nontrivial infrared renormalization group fixed point,
and we will explicitly compute the corrections to the canonical
value of z (i.e., z = ¢) at leading order in the perturbative
expansion.

The model with quartic interaction has Z, invariance and
it can be interpreted as the Ginzburg-Landau theory for the
quantum long-range Ising model, as explained above. The
cubic model instead will require an imaginary coupling and
thus it can be interpreted as describing the Yang-Lee edge
singularity at imaginary magnetic field for the same model,
similarly to the usual Yang-Lee model [39] (recently reviewed
in [40]).

We will start from the cubic model in Sec. II, as calcula-
tions in this case are slightly easier, and as such it provides
a useful benchmark for general renormalization aspects. We
will then move to the quartic case in Sec. III. The latter has
also been studied in [20-22], but with methods and results
that are complementary to ours.

II. THE CUBIC MODEL

The free model. The free fractional Lifshitz theory ind + 1
dimensions with Euclidean signature is defined by the action’

1
Sig1 = 5 f dx O[(=°F — o). (D)

where x = (7, x) and dx = dtd“x, with T being the Euclidean
time and x being the d-dimensional position, while (—9%)¢ =
(— Zflzl 9;0")¢ stands for the fractional Laplacian in the d
spatial dimensions [42]. In position space, the latter is given
by a nonlocal integral kernel which corresponds to the contin-
uum version of (1),

é(t,y)

Ix — yld+2¢ ’

(=) (T, x) / d’y ®)
For the sake of conciseness and to stress the analogy to ordi-
nary Lifshitz field theories, in the rest of the paper we will use
the derivative notation when writing the action.

The covariance of the model, written as Fourier transform,

is®

dipdw eOTHIPX
Cr.x) = Q)Y+ W + (P2 ©)
and it enjoys the anisotropic Lifshitz scale invariance,
C(t,x) = I** C(l%t, Ix), (10)
with Ay = d%{ the mass dimension of the field under

anisotropic scaling. As the model is free, the correlators are

3The same model has recently been considered in [41] with appli-
cations to entanglement and holography.

SInterestingly, this covariance can be also interpreted in terms
of Lévy walks, thus generalizing the usual relation between the
isotropic short-range propagator and Gaussian random walks [43].
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computed by the Wick theorem and obey the scaling law,

J1dple™ P ¢(x1) ... p(xn)
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reflecting the invariance of the action under a field change of
variable ¢(t, x) = [*¢¢/(I° 1, Ix), where we took into account
the fact that the Jacobian of this change of variable is field
independent.

Only the correlators with even n are nonzero, and if one
restricts to connected correlation functions G, only the two-
point function is nontrivial and it equals the covariance:

Gt a0 =Cln—nx—x). (12

The interacting model: Bare theory and scaling. For the
interacting theory, one needs to distinguish between the bare
and the renormalized versions of the model. We start by dis-
cussing the bare theory, defined by the action

1 A
Spl] = f dx{5¢h<x)[(—32)‘* — 02]¢p(x) + z3—’,’¢b<x>3},

13)

which depends on the bare field ¢;(t, x). Depending on the
regularization scheme, additional linear and quadratic terms
might be needed for renormalization, but we can view the
above action as representing our target scale-invariant theory.
No couplings are introduced in the kinetic term, as they can
always be set to 1 by a rescaling of ¢, T, and X;. Note that we
have explicitly factored an imaginary unit in the interaction,
which is standard for cubic interactions. We will also assume
Ap > 0 since the two choices of sign are related by a field
redefinition, ¢, — —@p.

The critical value of ¢ for which the cubic interaction is
marginal, that is, such that the interaction is invariant under the
field change of variable ¢,(t,x) = ZA¢¢,§(151, Ix), respects
3Ay —d — ¢ =0, thatis, ¢ = %. The weakly relevant case is
obtained by setting ¢ = dsi, with € > 0 small, leading to the
mass dimension of the coupling, [A)] =d +¢ —3Ay = %
In order to have an interesting renormalization group flow
towards the infrared, and keep ¢ < 1, which is needed for
the long-range interpretation and for avoiding the need of a
relevant ¢;,83¢);, term in the action, we must stick to d < 5.

With the above choices, the action is invariant under the
simultaneous change of field variables and coupling,

B ) = G 0, h =17

= Spl@p, Ap] = Spl, 1,1 (14)

We stress that this is essentially dimensional analysis, not a
a true invariance of the theory, because the above actions are
evaluated at different values of the coupling.

For € > 0, using analytical continuation when needed, the
correlation functions of the theory are finite order by order
in the perturbative expansion, and they display the following
behavior under rescaling (we denote the arguments of the

correlators collectively by 7, x):

— f[dd)b]e_sbwb,)»b] ¢b(X1) o ¢(Xn)
B [depple=Seleno]

= " F (15T, Ix| 17 0y).

F"(t, x|Ap)

s)

Equivalently, the bare correlation functions respect the differ-
ential equation,

|:nA¢ — %Aba,\b +¢D, +DX]F;">(f,x|Ab) =0, (16)
where D; = ), 7;0;, is the time and D, = ), x}du is the
space dilatation operator. Formally, the bare correlators are
eigenfunctions of the anisotropic dilatation operator {D;, +
D, in the marginal € = 0 case, and slightly break it in the
weakly relevant case.

This is, however, formal because, as usual, the bare corre-
lation functions display poles in 1/¢, which we will eliminate
by passing to renormalized ones.

The effective action. One often considers the effective ac-
tion of the model, which is minus the generating function of
amputated one-particle irreducible (1PI) correlators. For the
bare theory, this is (somewhat formally)

e Tol®s] — / do e Sol®Putel (17)
1PI

The transformation of the bare action under scaling implies
that

o[ @pIAs]| 0,0 @y 16,1y = TolPyIAL], (18)

Ap=I20),

and it follows that under a rescaling, the bare amputated 1PI
correlators behave as’

DY (1, x|hp) = 1"CHRI T (18T 1x| 177 ,)

€
= [f’l({ +d— A¢) — E}\.ba)Lb

+¢D; + Dx}r;")(r, xap) =0.  (19)

In momentum space, the scaling transformation becomes
T (o, play) = 17T (1~ w, 171 plI=/?4,), but we note
that there is one subtlety: this scaling relation concerns the
full n-point amputated correlators. Such correlators contain a
global conservation of momentum and frequency,

T (o, pliy) = 5(2 w)a(z p) T (. plis),

_ oA = w pl Ay
Ty, plhy) = 15+ "A¢F,§”><— - l€/2>,

; 20
T (20)

"We use the following:

/ drdx®,(t, x)"T\"(z, x|Ap)

= fdr’dx’[r%@b(ﬂr’,rlx’)]"r;,")(r’,x’|r</2Ab).
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FIG. 1. Left: bubble diagram B(p,). Right: triangle diagram
T(P1;p2)-

where we denoted T'™ as the momentum space n-point ker-
nels of the effective action.’

The one-loop order. At one-loop order, the bare effective
action is expanded in powers of the field as follows:

A
C)[@y] = S)[@] +177 / dx ©,(x)C(0)
)\’2
+ Tb / dxdx' ®p(x)®p(x)C(x — x')?

)\3
— 13—? f dxdx'dx" @,(x)P,(x)Dp(x")

x C(x —xX)C(X —x")C(x" —x)+ 0(®*). (21)

The 1PI bare two- and three-point functions in momentum
space, where we factored out the global momentum and fre-
quency conservation, are at this order,

B o) = i + (13)" + 323 Bpo),
O (prp2) = thy — 11 T(p1:p2). 2

where p = (w, p), while B and T are, respectively, the bubble
and the triangle diagrams depicted in Fig. 1 with amplitudes

B(po) = d‘qdw 1 1
Q)+ w? +(g?)¢ (wo + w)? + [(po+9)* ¢’
T(p1;p2) = dqdo ! 1
' Qm)A* @2 4+ (¢?)* (w1 + @) +[(p1 +9)*1°
1

x . (23
(w1 + w2+ @) +[(p1 + p2 + @)
where we have labeled all the momenta as incoming.
Power counting. At arbitrary orders, the effective ac-
tion, as the sum over 1PI amputated Feynman graphs with
amplitude, is

1
A(wg, ge) :/l:[deddQL Hm, (24

where ¢, @, are the independent loop momenta and frequen-
cies, ¢., w, are the momenta and frequencies of the internal

8In order to underline the distinction between I'™ and T'®,
observe that for an isotropic long-range free theory, we have
the two-point amputated correlator I'®(p, q) = p¥8(p+¢q), d =
2¢ +2A, which obeys the scaling law [722¢[[=%¢p*§(I~'p +
I7'9)] = p¥8(p + q), while T®(p) = p** obeys the scaling law
ld—2A¢> (l—2tp2[) — p2[.

edges, that is, linear combinations of loop momenta and fre-
quencies and external momenta and frequencies gg, wg. Note
that we have factored a global conservation of frequency and
momentum.

The power counting of a graph with P propagators (edges),
V vertices, and n external points is obtained by taking g, ~
A and w; ~ AY, leading to AUFOP-V+D=2P Taking into
account that 2P = 3V — n, this is

n d_5
AdH AV HE=P Ad+C—§(d—§)+V(§—§§)’ (25)

which, for ¢ = %, becomes A 562", We conclude, at € = 0,
the following:

(i) Vacuum and one-point graphs (n = 0, 1) are power di-
vergent: the vacuum graphs play no role and the one-point
graphs are not 1PI, except for a generalized amputated tad-
pole. A linear counterterm will be added in order to cancel
this term and ensure that ® = 0 is a stationary point for the
effective action.

(i) Two-point graphs (n=2) are power divergent,
A(wp) ~ A%, and 9,2 Alwo) ~ AY is logarithmically diver-
gent. Two counterterms bilinear in the field will be added in
order to subtract the divergent parts.

(iii) Three-point graphs (n = 3) are logarithmically diver-
gent. A cubic counterterm will be added to subtract their
divergent part.

Observe that as long-range models do not exhibit a wave-
function renormalization,” the coefficient of the ( p%)f term in
the two-point function is not divergent.

Renormalization. In order to subtract the divergences, we
consider the renormalized action,

1
S, [¢] = / X{5¢(X)[(—82)5 ~ 7 82]p)

+ 8K p(x) + %mzf Px)? + %x ¢(x>3},
' (26)

and the associated renormalized correlators for the renormal-
ized field ¢.

We will parametrize A = /ﬁng, with g the dimensionless
renormalized coupling and Z, a multiplicative renormalization
factor. The renormalization functions Z = 1+ 8Z(g), Z, =
1 +6Z,(g), and Sm* (g) and S« (g) are chosen so as to ensure
that the renormalized correlators have no divergences. The
precise form of the counterterms depends on the renormal-
ization scheme. For example, we could fix them by imposing
four renormalization conditions, one for each class of diver-
gent graphs. However, as usual for a massless theory, such
conditions must be imposed at a nonvanishing subtraction

°In order to separate the divergent part of a graph, we Taylor
expand it at small momentum; but in a Taylor expansion, only the
integer powers of the momentum appear, and hence the divergences
are subtracted by counterterms for bilinear operators with an integer
number of derivatives, ¢(—d2)"¢.

104102-4



DYNAMIC CRITICAL EXPONENT IN QUANTUM ...

PHYSICAL REVIEW B 110, 104102 (2024)

momentum scale . In this respect, we note that it is more
practical to chose a configuration of external momenta in
which the spatial momentum is set to zero and the external
frequency acts as the cutoff:'?

M=o,

F20,00=0, 9,70 =1,

Tt 05 =(1 + o)ul, 01 = 1. @7)

The constant ¢ should be chosen so that the configuration
is nonexceptional [44], in our case meaning ¢ # 0, and it is
otherwise an arbitrary choice of the renormalization scheme,
not affecting any observable quantity such as the critical ex-
ponents. However, at one loop we encounter no problem at
¢ = 0, and as calculations are easier in this case, we will make
such exceptional choice in the following.

The first two conditions are automatically guaranteed in an-
alytic regularization because since the propagator is massless,
the amplitudes of the corresponding diagrams give pure power
divergences (in the momentum cutoff), which are set to zero in
analytic regularization. With other choices of regularization,
we would instead fix m* (g) and 8k (g) so as to completely
subtract the power divergent amplitudes. Either way, we can
safely ignore them from now on.

The remaining two conditions require, in general, sub-
tractions of both divergent and finite terms. In minimal
subtraction, we instead only subtract the divergent parts, and
hence Bw(z)f*ﬁz)(u(,O) and T®(ut, 0; —ut, 0) will be more
complicated functions of the renormalized coupling, but the
structure of counterterms and renormalization group functions
is simplified. In the following, we will use minimal subtrac-
tion.

We go to the weakly relevant case ¢ = d% and compute
the amplitudes in analytic continuation in €. Besides setting
the power divergences to zero, this has the effect of converting
the logarithmic divergences in poles in % Although € is now
to be kept finite, the same renormalization procedure as for
the € = 0 theory is to be carried out, as otherwise we would
not be entitled to trust the small € expansion. In minimal
subtraction, the counterterms §Z(g) and 6Z,(g) are series in
1/€ (that is, they have no finite part) which are tuned so
that the renormalized correlators have a well-defined € — 0
limit, !

57(g) Z ai(eg)’ 57,(g) = Z w(eg)_

1 1 €

(28)

"Due to the anisotropy of the problem, it is not obvious that
this choice will prevent infrared divergence at all orders, but we
conjecture that it is true.

"'Tn practice this is enforced at a renormalization point, as above,
but once the pole is taken out in such a way, the correlators ' (w, p)
have a well-defined € — O limit for arbitrary external frequencies
and momenta w, p.

The coefficients oy (g) and y,(g) are power series in g, starting
at the order of gzz’u with finite coefficients independent of €
or /L.

The counterterms are treated as additional vertices 5§Z(g)
and 8Z,(g) and, in the presence of such vertices, the renor-
malized two- and three-point 1PI functions are written at first
nontrivial order in g as

F®(py) = [1+8Z(®)] 0} + () + “782 B(po).

TOp1;p2) = 1128l + 8Z,(9)] — 11>/ T(p1; p2).
(29)

Note that 53, 7, and all the other graph amplitudes arising
in these expansions are computed with the bare propagator
? + (p?)*. The point is that the bare expansion generates
divergences and these divergences are subtracted order by
order by adding the counterterms: there is never any reason to
compute amplitudes of graphs using the renormalized propa-
gator [1 + 6Z(g)] w* + ( pz)f. Indeed, using the renormalized
propagator corresponds to resummations of infinite families of
bare graphs with arbitrary insertions of the counterterm vertex
8Z(g) on all the edges.

For the bubble and the triangle graphs, we have the follow-
ing singular behavior:

b
ngB(ug, 0) = —u~ ¢ — + finite,
€

t
T, 0;—uf,0)=p"* -+ finite, (30)

where b and ¢ are given in Appendix, and hence the minimal
subtraction counterterms that ensure that the one-loop diver-
gences are subtracted are

1,b
62<g)=5g2 - 8ZJ(9) =g - @31

m |~

Renormalized theory from the bare theory. Up to terms
which we can ignore, the renormalized theory is described by
the action

1 A
Sl¢l = / dx{zdmx)[(—az)f — Z32]¢(x) +l§¢<x)3},

(32)

12In order to show this, first one notices that order-¢ poles appear
first at ¢ loops, which in turn can, for example, be derived by the
finiteness of the B function and anomalous dimension, as in [45].
Next, remembering that for an n-point graph with P internal propa-
gators, V vertices, and ¢ loops, we have the relations 3V = 2P +n
and¢ =P —V + 1, wefindV = 2¢ 4+ n — 2, from which, choosing
n = 2 and 3 and remembering that vertex counterterms are multiplied
by an extra factor of g, our statement follows.

104102-5
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and maps onto the bare one by a field redefinition and change
of couplings,'?

(1. x) = Z75p(Z 77T, %), AZ i =y,
= Slg; 1, Z]1 = Splds, 1s]. (33)

The renormalized correlators are related to the bare correlators
by

[1dple SV (x)) ... p(x,)
f[dq)]efS[a&J

=77 F"(Z 0, xAZ ), (34)

E™(t,x|1, Z) =

and we note that contrary to the more familiar isotropic case,
one needs to rescale the time argument with an appropriate
power of Z.

One computes the renormalized amputated 1PI correlators
of the theory using the renormalized action S[¢] or by a
change of variables in terms of the bare one,

e—l",[<I>] :/ d§0 e—S[¢+<p;A,Z]
1PI

1
:[ dg e~ SPutenZ 1]
1PI

d(t,x) = Z 1Dy (Z 72T, x), (35)

that is, the relation between the bare and renormalized ef-
fective actions reproduces the relation between the classical
. _1 .
flCth.nS, [ [P|A, Z] = Tp[Dp|AZ 4]|Cl>b(r,x)=Zfl1<l>(Z_l/2T,X). This
implies that the amputated correlators transform like'*

Mz, x5, 2) = Z 3T (Z 0. xAZ75), (36)
or in momentum space,

= (1) - n_ 1 =(n) 1 _1
I w, pIA, Z) = Z372T (22w, pIAZ™7F). 37

3In fact, because of the scale invariance of the free theory, a
one-parameter family of mappings onto different bare theories exists,
involving a rescaling also of t and x:

o(t,x) = Z*%+QA¢¢}(71)(27%+§&T’ Z%),

Az%fmgfmw _ )L;)a),
Sips 1, Z1 = Syl 11,

We can interpret this as a family of renormalization schemes, which
is more evident if we keep the bare coupling fixed. Remembering
that d + ¢ —3A, = €/2, only the o = 0 scheme corresponds to a
true minimal subtraction, in the sense that the relation between A
and X, does not involve finite redefinitions of the coupling, A, =
ug(l + hI. 7’;—5;3)). For « # 0, the expansion in powers of g of
the factor Z~%</? leads to positive powers of € that introduce, in the
above relation, new terms that are finite or vanishing in the ¢ — 0
limit.

“We use [drdx ®(z,x)'T"(z,x|A, Z) = fdﬂc’dx/[Zhb(Z'/2
T/, x/)]”l“lg")(r/, x/|AZ_%) and change the variable.

As a sanity check, we can compute the amplitudes of
graphs reorganizing the renormalized theory, that is, includ-
ing the full coupling Z in the propagator. The amplitudes of
amputated graphs contributing to the renormalized amputated
correlators are

- 1

| | d | |
A(CUE, 5]E) = / d(,()Ld PL ZCL)Z + (q2)§
L e e e

o, = W, 2
% ——(Z_I/Z)P_V+1A(ZI/ZC()E,QE)

— Z_V/4+"/4_1/2A(Z1/2a)5, QE)9

1
.A((UE, CIE) - / X da)Ld pPL . a)g + (pg){ 5 (38)

with A(wg, gr) being the bare amplitude with Z = 1. Since
each such amplitude is multiplied by AV, we recover the above
relation between bare and renormalized proper vertices,

20 _ 7w (7t »
Fr (a)E,qu)»,Z)—Z 4 Fb Z-(,L)E,quzl . (39)
1

We note that contrary to the more familiar isotropic case,
the relation between the bare and renormalized versions of
the general correlators and of the amputated one-particle irre-
ducible ones is the same.

The renormalization group flow. The renormalized correla-
tors F"(t, x|u?gZ,, Z) are functions only of g and x (and,
of course, 7 and x) and are free of divergences. To emphasize
this fact, and to follow common practice, we will write the
renormalized correlators as F,"(z, x|g, i), with a slight abuse
of notation. In terms of such new notation, we rewrite Eq. (34)
as

n € Z
F™(z,x|g, n) = Z i F™ (rz—%, ngZ—i’ ) (40)
4

where, at fixed g and € > 0, both the renormalized and the
bare correlators depend on p via the explicit combination on
the right-hand side of the equation. At € = 0, due to the poles
in 1 /€ of the bare correlators and renormalization functions, a
logarithmic dependence on u survives.

The renormalization group is designed to capture the v de-
pendence of renormalized correlators for a fixed bare theory,
and it does so with the introduction of the g function and
anomalous dimension. The g8 function 8 = Mg—i is obtained
by tuning g with p so that the bare coupling stays fixed,

Mi[/ﬁgz Z*i] =0
du & ’

= B = 7z 2’ (41)
I+g7 — 287

where a prime denotes a derivative with respect to g. Using
the expansion (28) in powers of 1/€ for the counterterms, we
find

e &, @i (g)

=—— - - —, 42
B(g) 58+ 3 [yl(g) ) (42)
and all the contributions from «,, and y, withn > 1, as well as
higher powers of the n = 1 terms, must cancel for consistency.
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At one loop, we have «;(g) = %gz b and y;(g) = g’t, and
hence we get'?

b
B(g) = —%ngg3 (t - g) +0(2). (43)

Such g function has a zero, i.e., a fixed point, at (note that
t = 3b according to the Appendix)

€ d+5 61‘*(6_1)
Y= =27 gt | 222, 44
SR Ty i 3 @4

which is infrared attractive, as the corresponding correction-
to-scaling exponent is positive,

agﬂ (g) |g:g’ = €. (45)

For the anomalous dimension 1 = ,ud% InZ = BZ'/Z, at
one loop we find 7 = —g?b, which at the fixed point becomes

. b de 46)
TSy Ty

The Callan-Symanzik equation encapsulates the change
of the renormalized correlators with the renormalization
scale. It is obtained by taking into account that the bare
correlators do not depend on the renormalization scale,
MﬁFb(”)(r,xm%ngZ‘%) =0, and using (40). Due to the
time rescaling between the renormalized and the bare corre-
lator, one gets an additional term with respect to the usual
Callan-Symanzik equation,

n 1
—F"™ = ——nF™ — —nD.E™,
i " g1 T e

- [uau + Bo, + '41;7 n gDT}F,(”) — 0. (47)
where D, = Zi 7,0, 1s the time dilatation operator. We note
that contrary to the isotropic case, one gets the exact same
form of the Callan-Symanzik for the one-particle irreducible
amputated correlator.

Lifshitz scaling at fixed point. In order to understand the
behavior of the renormalized correlators (amputated or not)
under rescaling, we combine Egs. (40) and (15) to conclude

F(t,x|g ) = I"F™ (I, Ix|g. 17 ), (48)

which again is just a statement about engineering dimensions.
In order to deduce scaling dimensions, we act on both sides

with the derivative [ %, evaluated at [ = 0, and we combine it

5In the a-dependent scheme of footnote 13, we would obtain
B=-58+ &[t — b(1 4+ 2ea)/8]. The scheme dependence of the
one-loop term is not surprising as it is scheme independent only
in the marginal case, ¢ = 0. The critical exponents are, instead, o
independent, as they should be.

with the Callan-Symanzik equation, obtaining'®

[nAg + ¢Dy + Dy — pnd, JF™ =0,

- |:n<A¢ + g) + (; + g>Dr +D, + ﬂag:|Fr(”) = 0.
(49)

At the fixed point, the correlators are eigenfunctions of the
anisotropic scaling operator zD; + D,, with the following dy-
namic exponent and scaling dimension:

o d 13

Z—§+7 §+115,

A=Ay 4 o2 B (50)
475 230

That is, they have the following Lifshitz scale invariance:
F"(t xlgu, ) = 1" F" (e Ix|ga, ). (51)

For example, at n = 2, the solution of the fixed point scaling
equation is

. 72

F2(x, xlgu, ) = |x|”~u”zf<m>, (52)
where the function f(u) is regular in zero and vanishes at in-
finity as u~%+/?, and otherwise it is completely unconstrained.
The explicit factors of u in (52) are there to make it compati-
ble with canonical dimensional analysis, summarized in (48),
but play no role for the more interesting scaling given by (51).
In order to compare to existing literature on Lifshitz field
theories, it is instructive to repeat the above analysis for the
proper vertices in momentum space. Recalling that the renor-

malized vertices are written in terms of the bare ones as

. Z,
WgZ—l . (53)
4

T (w, plg, p) = 22T " (Zéw, p

we deduce the Callan-Symanzik equation,

1 n _
|:M3M + B, + (— - —)n - ﬁwaw]l"ﬁ")(w, plg. w) =0.

2 4 2
(54)
Dimensional analysis gives instead
N —n m(n w p 1%
T (@, plg, ) = 1FH4 7" )<7m Tle 7>, (55)

which, combined with the Callan-Symanzik equation, leads to
[(C + d— I’lA¢) - CDw - Dp - ,uau]
x T"(w, plg. 1) = 0,

n n n
= |:§+d+§—n<A¢+Z>—<§+§)Dw

—D,+ ﬂag}Fi’”(w, plg, 1) = 0. (56)

16Taking into account that the amputated correlator changes under
rescaling according to Eq. (19), an equation similar to Eq. (49) with
Ay replaced by d + ¢ — A, holds in that case. The two equations are
consistentasd +¢ — Ay + 1 =d + (¢ + 3) — (A + 1).
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FIG. 2. Left: melon diagram M(py). Right: bubble diagram
B(p: + p2).

For n = 2, at the fixed point, this becomes
[2¢ — 2D, — D,IT P (w, plg.. 1) =0, (57)

whose solution is

602
/F”*IPIZZ)’ ©8)

TP (w, plg., p) = |p|2§f(

where the function f(u) is regular in zero and blows up at
infinity as ut/%. Therefore, we have

T2(0, plga. w) ~ [pI* = |pl* ™,
TP (w,0lg,, p) ~ 0*F = > ™, (59)

where we introduced the standard definition of correlation
exponents 1, and 7,,, for which we read off

2¢ _ Tx

. C+n/2

Lastly, we obtain the following expression for the dynamic
exponent:

n =2 n2 =0. (60)

2¢ —
= & — e

, (61)
2—m

which also holds for integer values of ¢ > 1, but with a non-
vanishing 7y, .

As a final remark, we notice that for integer ¢, besides
the additional counterterms that need to be introduced, a dif-
ferent renormalization scheme is typically employed [26,27],
in which the bare and renormalized fields are simply related

1
by ¢(t,x) = Z¢_7¢b(t, x), with no rescaling of . However,
a further rescaling is later performed on ¢ and x in order
to remove the redundant coupling associated to the spatial
higher-derivative operator (o in the notation of [26,27]). It can
be shown that the net effect of such operations corresponds to

J

the choice @ = 1/(2¢) in the o-dependent scheme of footnote
13. Therefore, universal quantities are not affected by such
choice.

III. THE QUARTIC MODEL

The results generalize mutatis mutandis to a model with
quartic potential,

1 A
Splep] = f dx {Em(x)[(—az)f —a$]¢h<x>+4—’j¢b(x)4}.

(62)

While the field dimension is still Ay = d%{, the coupling has
dimension d + ¢ — 4A. Therefore, the quartic interaction is

marginal for { = % and weakly relevant for { = 4£< corre-

sponding to d + ¢ — 4Ay = €. Therefore, in order t30 have an
interesting renormalization group flow, and keep ¢ < 1, we
must stick tod < 3.

We can rephrase the statement about marginality from the
point of view of power counting, which leads, like before, to
the superficial divergence A@+O®P=V+D=2¢P However, this
time we have 2P = 4V — n and thus the superficial diver-
gence is AYTET2W@OHVE@=30) which for ¢ = 4 becomes
AS@E-m—€V=5") Therefore, for € = 0, the theory is renor-
malizable, with logarithmically divergent four-point point
graphs, while for € > 0, it is super-renormalizable, with finite
four-point graphs.

The bare full correlators and the bare 1PI correlators be-
have under rescaling as

F(z, x|hp) = "0 FM (1 T, x| Ay)
= [nAy — €hpdy, + {Dr + DF" (7, x[1) =0 (63)
and
T\ (T, x|Ap) = "EH=BOT M (8 g, 1x]17¢ )
= [n(¢ +d — Ay) — €ry0y,
+ D, + DT (1, x[3p) = 0. (64)

Due to the Z, invariance of the model, only the correlators
with even n are nonvanishing. For the n =2 and 4 corre-
lators in momentum space, with the global momentum and
frequency conservation factored out, we have, at one loop,

= ¢
T (@o. po) = w§ + (p3)° — 25 M(wo, po).

1_‘24)(601, Pis @2, p2; @3, p3) = Ay — A [B(@i + w2, py + p2) + (1, u chan.)], 65)

where M and B are, respectively, the melon and the bubble diagrams depicted in Fig. 2 with amplitudes

./\/l(p ) N ddql da)1 ddqz da)z 1 1 1
O Y S Qr)* @t + (g1)F @3+ (g5)¢ (wo + w1 + @2)> + [(po + q1 + ¢2)* 18
dq dw 1 1
Bpo) = | =1

Q) @ +(¢2)F (w0 + @) + [(po + )"

(66)

As renormalization point, we will take (w1, p1) = (w2, p2) = (w3, p3) = (15/2,0) and (w4, ps) = (—%,ug, 0), so that w; +

=0 +w3=w+w;=p"and Y ,w; = 0.
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Notice that the bubble integral is exactly the one we en-
countered for the two-point function of the cubic model, but
in the present case it is to be evaluated in a different range
of ¢, and it is now associated to a four-point function. The
net effect is that in the quartic model, we are not interested
in Bw(z)B(,uf, 0), which in this case converges for € — 0, but
rather in B(u?, 0) itself, which has a 1/€ pole.

The renormalized action is

1
S,[9] = / dx{§¢>(x>[<—a2)f ~ 7826
1 1
+ E(szf P(x)* + s ¢(x)4}, (67)

with A = ugZ, and counterterms §Z(g) = Z — 1, m*, and
8Z,(g) = Z, — 1. We will again employ analytic regulariza-
tion and ignore the mass counterterm. For the other two
counterterms, we have, in the minimal subtraction scheme, an
expression like (28), where, however, the coefficients «,(g)
and y,(g) are now starting at the order of g*! and g, respec-
tively.!’

The renormalized 1PI two- and four-point functions, at first
nontrivial order in g, are

T2(po) =[1+ 8Z(9)] o + (pg)°
— g M(po).
T (p1ipas p3) = gl + 8Z,(9)] — 2u*g
x [B(py +p2) + (t,uchan.)],  (68)

with singular behavior
M
p M(p*, 0) = —pu = — + finite,
€

B
B(ut,0) = n ™= + finite, (69)
€

with B and M given in the Appendix, and hence the minimal
subtraction counterterms that ensure that the divergences are
subtracted are

1 M 3 B
8Z(g) = —ggz - =38 (70)

The renormalized theory maps onto the bare one by the
following field redefinition and change of couplings:

$(1,x) =Z i¢y(Z 31, %),

The structure of the 8 function is slightly altered with respect
to the cubic case,

1

AZ7T =2 (71

d
wo ez ] =0
€8

1.z2"°

I+g7 —387

7/
n=p—. (72)

""In this case, order-£ poles appear first at £ + 1 loops, for 8,, (",
and at ¢ loops, for I—’,(f). Moreover, the topological relation is now
4V =2P +n.

where, again, a prime denotes a derivative with respect to g.
Using the expansion (28) in powers of 1/¢ for the countert-
erms, we find

e & . a®
=—— — - —, 73
P =—-38+7 |:V](g) 5 (73)
and all the contributions from «,, and y,, withn > 1, as well as
higher powers of the n = 1 terms, must cancel for consistency.
At leading order, we have «;(g) = — %gz M and y(g) = % gB,
and hence we get!®

B(g) = —eg+ 3g’B+0(g),

(g = 38M+0(), (74)
with fixed point g, = g—g and anomalous dimension 7, =
4e*M
78 -

The renormalized correlators written in terms of bare ones
are

F™(t,x|g, pn) = Z_%Fb(”) (Z_;T, X

€ Zg
wEg—r), (75)
72

and hence the Callan-Symanzik equation is unchanged. In
particular, we again find

|:n<A¢ + g) + (; + g>DT + Dy + ﬂag}F;") —0. (76)
Recalling that Ay = d%{, we conclude as in the cubic case
that at the fixed point, the correlators are eigenfunctions of
the anisotropic scaling operator zD; + D,, with the following
dynamic exponent and scaling dimension:

_ N d+e 2¢2M
Z_§+E_ 3 +W’
Aoyl 2oe M a7
4 6 27B?’

with the constants B and M given in (A6) and (A19), respec-
tively.
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'8The melon contribution, corresponding to a two-loop diagram,
does not enter the B function in our leading-order approximation: it
would contribute at the order g*, together with contributions from
two-loop four-point diagrams. It is common to consider a strict one-
loop approximation, so that the anomalous dimension is vanishing;
however, because of such vanishing, it is also consistent to consider
B(g) and n(g) at the same order in g, as we do here, rather than at the
same loop order.
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APPENDIX: INTEGRALS
1. The bubble integral B

The bubble integral is
diqdw 1 1
B(po) = 1 Al 2 2 2 270
Q) @+ (¢°)¢ (wo + @)* + [(po + 9)°)

(AD

The integral is, in general, quite challenging, but when
po = 0, one can integrate w by deforming the contour in the
complex plane and using the residue theorem, and then use
the spherical symmetry of the spacial momentum integral to
obtain

dlq (¢

Blan. 00 = | 55 AP + ol

d_

S . (A2)

- T d 7d\’

(47)2T(£)¢ cos (f)
In the evaluation of the spatial integral, we have assumed
¢ € (d/3,d), where it is convergent. Analytic regularization
amounts to analytically continuing the result to the region of

interest.

In the cubic model, we are interested in 0 < { —d /5 K

1. In order to extract the coefficient b of Eq. (30), we take a

derivative with respect to a)g, and set wy = pt and ¢ = d%.
We find

~d=3-%

! €I (3)
and therefore
2=t
b= ——— (A4)
d
r(s)

In the quartic model, we are instead interested in 0 < ¢ —
d/3 < 1, which lies in the range of convergence. In this case,
in order to extract the coefficient B of Eq. (69), we do not take
any derivative and we directly set wy = u° and ¢ = d% We

J

dwdq

find
2tz
B(ut,0) = u™* ——~—+0(1), (AS5)
er(3)
and therefore
—d—1,—9
B= = (A6)
(%)
2. The triangle integral 7~
The triangle integral at the subtraction point is
dwd’q 1
T(ué,0;—u,0) =
WD = | G (o 1 @ P
1
(A7)

X .
(@ + p)? + (¢*)F
Using again the residue theorem, we find
d’q ¢ (12¢% + p*)
Qm)! 4(4g% 4 p* )
2 @2t

B n%“;zI‘(%) cos (’2’—?) ’

(A8)

where the spatial momentum integral is convergent in the
interval ¢ € (d/5, d/3), which includes ¢ = %. For small
€, we find

235
T, 0;—pf,0) = u ™ 3———+0(1), (A9)
el (%)
and, therefore, the coefficient ¢ of Eq. (30) is
25
t=3— =3b. (A10)
d
(%)

We can also verify that the above result is independent of
the choice of ¢ in (27). For general ¢, we have

1 1

TR, 0:—(1 + )il 0] =f

Qm)H @ 4+ ()¢ (0 + ué)? 4+ (¢2)¢ (0 — cpus)? + (¢?)F

(A11)

The integration of the frequency can be performed again by residue theorem, and the remaining integral in spherical coordinates

18

yl—dp—§ ptoo
TIus, 0; (1 +c)ut, 0] = #/ dgq*”!
0

r(s)

g [12¢% + (1 + ¢ + AHp*]

(4% 4 12 )(4g% + Ap2O)[4g% + (1 + c)Pu*]’

(A12)

which we could not evaluate explicitly. However, we can extract the 1/¢ pole by the following reasoning. The integral is
convergent for ¢ € (d/5,d). At ¢ = %, it is logarithmically divergent, and as it does not contain subdivergences, in analytic
regularization it diverges as a simple pole in €. Moreover, the coefficient of such pole does not depend on the infrared regulator.
Since the ultraviolet divergence that generates the 1/€ pole arises at large momenta, we can set u = 0 in the integrand and
compute the integral with a sharp cutoff instead to extract the universal coefficient of the € pole. We find, as before,

d

nw 3772
e 2r(d)

—€

TIu, 0;—(1 4+ c)ut, 0] =

+0(1). (A13)
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3. The melon integral M
The melon integral is
ddql da)1 ddQQ da)g 1 1 1

QU] QT 2y (@) @2+ (@) @0t ot @) 1@+ )

M(wo, 0) = (Al14)

which, using the Schwinger parametrization, becomes

ddqlda)l dquda)z

M, 0) = (27 )d+1 (2 )d+!

+0o0
/ daydondas e [0} +(g2)¢ 1 - [03+(g3)¥ 1—az{(wo+wi +@2 ) +(q1+42)*1°}

2
ajapazey

d d +00 T ajapytajaztagaz
_ / d ‘11 f M / dO(ldOéde{3 670“(CI%){70‘2(‘]%){7a3[(q1+q2)2|5 e |y tajaztazey . (Als)
(zn)d (27[)d 0 47'[\/0{10[2 + ooz + a3

Next, taking the derivative with respect to w(z) and setting the latter to zero, we obtain

ddql ddq2 +00 00 e—al((i%){ —a2 (@3 —a3[(g14+92)* )¢

BwM0,0z—/ —_— daidorda . Al6
g ©.0 ql>u (2m)d @l>u @m)® Jo TR 4r (a0 + ajaz + ara3)’/? ( )

The subscript on the momentum integrals signals that as we have set wy = 0, the integral is infrared divergent and needs a cutoff
. As we are only interested in the leading ultraviolet divergence, the precise form of the infrared regulator is irrelevant.

In the sector a3 > «y, op, we make the redefinition o; = ;03 for i = 1, 2, and integrate over «3. Taking into account that we
have three sectors, we obtain

(A17)

3 ! fht da? a4 1
8,-M(0,0) = —— / dnd 12 f a e
0 27'[ 0 q

0+ +00P2 Jgize QO Jigze O (22) +0(2) + g + 21

In order to extract the residue of the 1/€ pole, we use the following strategy. For d > 1, we go to spherical coordinates and
integrate out the angular coordinates, except the angle between ¢; and ¢, which we denote 6. Then, we define a vector with
the moduli of ¢; and ¢, as components ¢ = (|q1], |g2|), and we switch to polar coordinates ¢ — (p, ¢), with p = |¢g| and ¢ €
(0, /2). We get

 384-18a—2 ) oo pl
) 0,0 —_— dtdty ————— d
o MO.0)= (27 )2d+1 ./ ! 2(l1-i-l2-+-l1l2)3/2/ b p%
7 7/ in?=2(9) sind—! d—1
x/ d@/ do i sm. 2( )sin“~ " (¢) cos ((p). ’ (AS)
0 {tilcos”(@)]* + ta[sin”(@)]¢ + [1 + 2 cos(8) sin(p) cos(p)]‘}

where §), is the volume of the n sphere.
The integral over p is convergent for { = d3j > d/3 andithasa1/e pole, f};ﬂ pi7% = 21+e . It follows that the coefficient

M in Eq. (69) is
38, 184_2 /1 fity / /
= - dtdt, d
2202 Jo e T+ n) v

y 1nd’2(0) sin?~! (p) cos?! ()
{ti[cos?(@)]9/3 + t[sin*(9)]4/3 + [1 4 2 cos(6) sin(p) cos(¢)]9/3}3’

and the remaining integrals are convergent and can be evaluated numerically.
For d = 1, there is no angular integration for the two momenta, and by directly performing the change of variables, (¢1, ¢2) —
(p, ¢), where now ¢ € (0, 2m), we get

(A19)

1 2
= 3f dt,dtz#/ dg S ' . (A)
@) Jo (+n+nn)2Jo {ncos*(@)]5 + nlsin*(p)]7 + [1 + 2sin(p) cos(p)]® |

A numerical evaluation with 1% precision gives

319 x 107*  ford =2
M {2.66 x 10 ford = 1. (421)
[1] A. Campa, T. Dauxois, and S. Ruffo, Statistical mechanics [2] FE. J. Dyson, Existence of a phase transition in a one-
and dynamics of solvable models with long-range interactions, dimensional Ising ferromagnet, Commun. Math. Phys. 12, 91

Phys. Rep. 480, 57 (2009). (1969).

104102-11


https://doi.org/10.1016/j.physrep.2009.07.001
https://doi.org/10.1007/BF01645907

BENEDETTI, GURAU, AND LETTERA

PHYSICAL REVIEW B 110, 104102 (2024)

[3] M. E. Fisher, S.-K. Ma, and B. Nickel, Critical exponents for
long-range interactions, Phys. Rev. Lett. 29, 917 (1972).

[4] J. Sak, Recursion relations and fixed points for ferromagnets
with long-range interactions, Phys. Rev. B 8, 281 (1973).

[5] M. Aizenman, and R. Fernandez, Critical exponents for long-
range interactions, Lett. Math. Phys. 16, 39 (1988).

[6] D. C. Brydges, P. K. Mitter, and B. Scoppola, Critical (@4)3,5,
Commun. Math. Phys. 240, 281 (2003).

[7] A. Abdesselam, A complete renormalization group trajectory
between two fixed points, Commun. Math. Phys. 276, 727
(2007).

[8] G. Slade, Critical exponents for long-range O(n) models below
the upper critical dimension, Commun. Math. Phys. 358, 343
(2018).

[9] M. Lohmann, G. Slade, and B. C. Wallace, Critical two-point
function for long-range O(n) models below the upper critical
dimension, J. Stat. Phys. 169, 1132 (2017).

[10] E. Brezin, G. Parisi, and F. Ricci-Tersenghi, The crossover
region between long-range and short-range interactions for the
critical exponents, J. Stat. Phys. 157, 855 (2014).

[11] M. E. Paulos, S. Rychkov, B. C. van Rees, and B. Zan, Con-
formal invariance in the long-range Ising model, Nucl. Phys. B
902, 246 (2016).

[12] C. Behan, L. Rastelli, S. Rychkov, and B. Zan, A scaling theory
for the long-range to short-range crossover and an infrared
duality, J. Phys. A: Math. Theor. 50, 354002 (2017).

[13] S. Giombi and H. Khanchandani, O(N) models with boundary
interactions and their long range generalizations, J. High Energy
Phys. 08 (2020) 010.

[14] D. Benedetti, R. Gurau, S. Harribey, and K. Suzuki, Long-range
multi-scalar models at three loops, J. Phys. A: Math. Theor. 53,
445008 (2020).

[15] C. Behan, E. Lauria, M. Nocchi, and P. van Vliet, Analytic
and numerical bootstrap for the long-range Ising model, J. High
Energy Phys. 03 (2024) 136.

[16] N. Defenu, T. Donner, T. Macri, G. Pagano, S. Ruffo, and
A. Trombettoni, Long-range interacting quantum systems,
Rev. Mod. Phys. 95, 035002 (2023).

[17] M. Suzuki, Relationship between d-dimensional quantal spin
systems and (d+1)-dimensional ising systems: Equivalence,
critical exponents and systematic approximants of the partition
function and spin correlations, Prog. Theor. Phys. 56, 1454
(1976).

[18] S. Sachdev, Quantum Phase Transitions (Cambridge University
Press, Cambridge, 2011).

[19] D. Benedetti, R. Gurau, S. Harribey, and D. Lettera, Finite-size
versus finite-temperature effects in the critical long-range O(N)
model, J. High Energy Phys. 02 (2024) 078.

[20] H. Chamati and N. S. Tonchev, Finite size scaling investiga-
tions in the quantum phi**4 model with long-range interaction,
J. Phys. A 33, 873 (2000).

[21] A. Dutta and J. K. Bhattacharjee, Phase transitions in the
quantum Ising and rotor models with a long-range interaction,
Phys. Rev. B 64, 184106 (2001).

[22] N. Defenu, A. Trombettoni, and S. Ruffo, Criticality and phase
diagram of quantum long-range O(N) models, Phys. Rev. B 96,
104432 (2017).

[23] A. Winter, H. Rieger, M. Vojta, and R. Bulla, Quantum phase
transition in the sub-ohmic spin-boson model: Quantum Monte

Carlo study with a continuous imaginary time cluster algorithm,
Phys. Rev. Lett. 102, 030601 (2009).

[24] S. Zeng and F. Zhong, Theory of critical phenomena with long-
range temporal interaction, Phys. Scr. 98, 075017 (2023).

[25] R. M. Hornreich, M. Luban, and S. Shtrikman, Critical behavior
at the onset of l?—space instability on the A line, Phys. Rev. Lett.
35, 1678 (1975).

[26] H. W. Diehl and M. Shpot, Critical behavior at m axial Lif-
shitz points: Field theory analysis and epsilon expansion results,
Phys. Rev. B 62, 12338 (2000).

[27] M. Shpot and H. Diehl, Two-loop renormalization-group anal-
ysis of critical behavior at m-axial Lifshitz points, Nucl. Phys.
B 612, 340 (2001).

[28] H. W. Diehl, Critical behavior at M-axial Lifshitz points,
arXiv:cond-mat/0205284.

[29] K. Essafi, J. P. Kownacki, and D. Mouhanna, Nonperturbative
renormalization group approach to Lifshitz critical behaviour,
Europhys. Lett. 98, 51002 (2012).

[30] M. A. Shpot, Y. M. Pis’mak, and H. W. Diehl, Large-n expan-
sion for m-axial Lifshitz points, J. Phys.: Condens. Matter 17,
S1947 (2005).

[31] M. A. Shpot, H. W. Diehl, and Y. M. Pis’mak, Compatibility of
1/n and € expansions for critical exponents at m-axial Lifshitz
points, J. Phys. A: Math. Theor. 41, 135003 (2008).

[32] M. A. Shpot and Y. M. Pis’mak, Lifshitz-point correlation
length exponents from the large-n expansion, Nucl. Phys. B
862, 75 (2012).

[33] D. Anselmi and M. Halat, Renormalization of Lorentz violating
theories, Phys. Rev. D 76, 125011 (2007).

[34] P. Hotava, Quantum gravity at a lifshitz point, Phys. Rev. D 79,
084008 (2009).

[35] D. Zappala, Ultraviolet properties of Lifshitz-type scalar field
theories, Eur. Phys. J. C 82, 341 (2022).

[36] E. Ardonne, P. Fendley, and E. Fradkin, Topological order
and conformal quantum critical points, Ann. Phys. 310, 493
(2004).

[37] P. C. Hohenberg and B. 1. Halperin, Theory of dynamic critical
phenomena, Rev. Mod. Phys. 49, 435 (1977).

[38] N. Defenu, A. Trombettoni, and S. Ruffo, Anisotropic Long-
Range Spin Systems, Phys. Rev. B 94, 224411 (2016).

[39] M. E. Fisher, Yang-Lee edge singularity and ¢> field theory,
Phys. Rev. Lett. 40, 1610 (1978).

[40] J. Cardy, The Yang-Lee edge singularity and related problems,
in 50 Years of the Renormalization Group, edited by A. Aharony,
O. Entin-Wohlman, D. A. Huse, and L. Radzihovsky (World
Scientific, Singapore, 2024).

[41] J. K. Basak, A. Chakraborty, C.-S. Chu, D. Giataganas, and H.
Parihar, Massless Lifshitz Field Theory for Arbitrary z, J. High
Energy Phys. 05 (2024) 284.

[42] M. Kwasnicki, Ten equivalent definitions of the fractional
Laplace operator, Fract. Calc. Appl. Anal. 20, 51 (2017).

[43] H. Kleinert, Fractional quantum field theory, path integral, and
stochastic differential equation for strongly interacting many-
particle systems, Europhys. Lett. 100, 10001 (2012).

[44] H. Kleinert and V. Schulte-Frohlinde, Critical Properties of ¢*-
theories (World Scientific, River Edge, NJ, 2001).

[45] J. Zinn-Justin, Quantum Field Theory and Critical Phenomena
(4th ed.), Vol. 113 of International Series of Monographs on
Physics (Clarendon Press, Oxford, 2002).

104102-12


https://doi.org/10.1103/PhysRevLett.29.917
https://doi.org/10.1103/PhysRevB.8.281
https://doi.org/10.1007/BF00398169
https://doi.org/10.1007/s00220-003-0895-4
https://doi.org/10.1007/s00220-007-0352-x
https://doi.org/10.1007/s00220-017-3024-5
https://doi.org/10.1007/s10955-017-1904-x
https://doi.org/10.1007/s10955-014-1081-0
https://doi.org/10.1016/j.nuclphysb.2015.10.018
https://doi.org/10.1088/1751-8121/aa8099
https://doi.org/10.1007/JHEP08(2020)010
https://doi.org/10.1088/1751-8121/abb6ae
https://doi.org/10.1007/JHEP03(2024)136
https://doi.org/10.1103/RevModPhys.95.035002
https://doi.org/10.1143/PTP.56.1454
https://doi.org/10.1007/JHEP02(2024)078
https://doi.org/10.1088/0305-4470/33/5/305
https://doi.org/10.1103/PhysRevB.64.184106
https://doi.org/10.1103/PhysRevB.96.104432
https://doi.org/10.1103/PhysRevLett.102.030601
https://doi.org/10.1088/1402-4896/acdcc0
https://doi.org/10.1103/PhysRevLett.35.1678
https://doi.org/10.1103/PhysRevB.62.12338
https://doi.org/10.1016/S0550-3213(01)00309-1
https://arxiv.org/abs/cond-mat/0205284
https://doi.org/10.1209/0295-5075/98/51002
https://doi.org/10.1088/0953-8984/17/20/020
https://doi.org/10.1088/1751-8113/41/13/135003
https://doi.org/10.1016/j.nuclphysb.2012.04.011
https://doi.org/10.1103/PhysRevD.76.125011
https://doi.org/10.1103/PhysRevD.79.084008
https://doi.org/10.1140/epjc/s10052-022-10309-w
https://doi.org/10.1016/j.aop.2004.01.004
https://doi.org/10.1103/RevModPhys.49.435
https://doi.org/10.1103/PhysRevB.94.224411
https://doi.org/10.1103/PhysRevLett.40.1610
https://doi.org/10.1007/JHEP05(2024)284
https://doi.org/10.1515/fca-2017-0002
https://doi.org/10.1209/0295-5075/100/10001

