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Single-walled carbon nanotubes (SWCNTs), with their high oscillator strength and large exciton binding
energies, are becoming highly promising materials for the study of exciton-polaritons in the near infrared (NIR)
at room temperature. However, current SWCNT-based strong coupling systems generally involve either lossy
plasmonic nanostructures or bulk cavity-type resonators with poor compactability and tunability. Here, an ultra-
compact and low-loss all-dielectric metasurface combined with a phase change material (PCM) is proposed to
enable active tuning of SWCNT-based exciton-polaritons in the NIR region. We demonstrate control of exciting
quasibound states in the continuum (QBICs) by changing temperatures in the metasurface, which enables an
active and flexible tuning exciton-QBIC interactions. We reveal that the dominant excitations of the magnetic
dipole and high-order electric quadrupole at QBIC resonance play an important role in field enhancement, thus
greatly facilitating the exciton-QBIC interaction. A quantum model fully describes the microscopic coupling
dynamics, demonstrating a temperature-dependent sub- and superradiance of the polariton states. We also
demonstrate a linear dependence of exciton-QBIC coupling strength on the SWCNT concentrations, which may
provide an efficient approach for observing ultrastrong coupling phenomena. The PCM-assisted active tuning
of exciton polaritons is expected to enable ultrafast and highly compact polariton devices at telecommunication
wavelengths.
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I. INTRODUCTION

When confined light interacts strongly with an excitonic
resonance, new light-matter quasiparticles called exciton-
polaritons can form [1,2]. In this strong coupling regime,
the coupling between the excitonic state and the optical ex-
citation exceeds their individual damping rates, and mixed
exciton-photon eigenstates arise with the formation of the
so-called lower polariton (LP) and upper polariton (UP)
[3,4]. Exciton-polaritons possess a mixture of excitonic and
photonic properties, allowing for the realization of various
phenomena such as Bose-Einstein condensation [5], ultralow
threshold lasing [6], the generation of quantum light, quantum
simulation [7], and superfluidity [6,8–11].

Typical platforms for launching exciton-polaritons gen-
erally involve excitonic emitters with high oscillator
strength such as organic semiconductors and two-dimensional
transition-metal dichalcogenides. When integrated with var-
ious optical nanoresonators such as plasmonic/dielectric
nanostructures, Fabry-Pérot cavities, and photonic crystals,
the high oscillator strength of excitonic transitions in these
materials and the enhanced electric field properties of the
optical modes can facilitate a significant boost in strong light-
matter coupling with large Rabi splittings [12–17]. Due to
the intrinsic responsive wavelength range of the excitonic
resonances, strong coupling phenomena in those materials
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occur only in the visible region, which hinders their potential
applications in the near-infrared (NIR) range, where telecom-
munication and integration with silicon photonics are highly
desirable.

In the NIR region, semiconducting single-walled carbon
nanotubes (SWCNTs) are becoming promising candidates for
the study of strong light-matter interactions due to their unique
optoelectronic properties: (1) SWCNTs possess both large
exciton oscillator strengths and small Stokes shifts [18,19], (2)
SWCNTs exhibiting high exciton binding energies (300 meV)
and chiral correlated exciton transition energies crossing the
entire near-infrared spectrum provide a platform for tailor-
ing coupling systems with excellent performance [20–22],
and (3) SWCNTs show strong high exciton mobility and
exciton-phonon coupling, both of which may contribute to
the realization of exciton-polaritons [23,24]. Benefiting from
these properties of SWCNTs, exciton-polaritons have been
demonstrated in a variety of nanoscale devices, such as
photonic waveguides, Fabry-Pérot cavities, photonic crystals,
and plasmonic crystals [25–31]. These optical resonators,
however, typically suffer from weak compactness, poor inte-
gration, and high Ohmic losses in plasmonic resonators. More
importantly, it is extremely challenging for these nanostruc-
tures to achieve active tuning of exciton polaritons, although
passive tuning from weak to strong or even ultrastrong cou-
pling by increasing the concentration of SWCNTs has been
reported.

In this paper, we propose an ultracompact and low-loss
all-dielectric metasurface combined with a phase change
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material (PCM) to enable active tuning of SWCNT-based
exciton-polaritons in the NIR region, which, to the best of
our knowledge, has not been reported so far. Compared to
their lossy plasmonic and bulky microcavity counterparts,
all-dielectric metasurfaces made by high-refractive-index di-
electrics (such as Si, Ge, and TMDC materials) exhibit
extremely low loss and low-dimensional geometries, which
are greatly favorable for the design of compact polaritonic de-
vices [32–37]. We designed a metasurface supporting bound
states in the continuum (BICs). It is a unique optical ex-
citation with an infinite quality Q factor, which can be
transformed into quasi-BICs (QBICs) with a finite Q factor
to utilize its rich physical properties in practical applications.
Such QBIC resonances not only feature extremely low ra-
diative damping rates and large electric field enhancements
but also enable simultaneous excitations of different optical
modes, such as electric, magnetic, and higher-order electric
quadrupoles, compared to other optical resonators described
earlier [11,38,39]. With the help of these distinct proper-
ties, the QBIC has been exploited extensively for enhancing
light-matter interactions and tailoring the properties of matter,
such as fluorescence enhancement [40], polaritons lasers [41],
enhanced nonlinear harmonic generation [34], and strong cou-
pling phenomena [42–45].

With the help of VO2, a widely used PCM offering sig-
nificant temperature-dependent refractive index differences,
we demonstrate control of QBIC excitation by changing the
temperature, which enables an active and flexible tuning of
exciton-QBIC interactions. We employ a multipole expansion
approach combined with near-field analysis, revealing that the
dominant excitations of the magnetic dipole and high-order
electric quadrupole at QBIC resonance play an important role
in field enhancement, thus greatly facilitating the exciton-
QBIC interaction. We also utilize a quantum model to fully
describe the microscopic coupling dynamics, demonstrating
temperature-dependent sub- and superradiance of the polari-
ton states. We also demonstrate a linear dependence of the
exciton-QBIC coupling strength on the SWCNT concentra-
tions, which may provide an efficient approach for observing
ultrastrong coupling phenomena.

II. RESULTS AND DISCUSSION

A. The strong coupling system

The proposed metasurface, shown in Fig. 1(a), consists of
a 10-nm-thick VO2 film embedded in the middle of silicon
nanorods. The metasurface is then covered by a thin SWCNT
film. The unit cell of the Si-VO2 metasurface (top view) is
given in Fig. 1(b) with detailed geometrical parameters. Here,
an asymmetry parameter θ is defined as the rotation angle
of the neighboring nanorod with respect to the y axis. Such
all-dielectric metasurfaces with rich optical properties can
be fabricated by high-precision parameter-controlled electron
beam lithography or reactive ion beam etching techniques.

To study the QBIC-exciton interactions, we first simulate
the static spectral response of the hybrid system by using
the finite-difference time-domain method. In our simulations,
the periodic boundary conditions are applied in the x and y
directions, while the z direction is set as perfectly matched
layer conditions to prevent unphysical reflections. We mesh
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FIG. 1. (a) Three-dimensional schematic of the coupling system:
Si-VO2 metasurface overlaid by a layer of random (6,5) SWCNTs.
The thickness of the VO2 film is 10 nm. (b) Parametric layout of
the x−y plane of the Si-VO2 metasurface. The semimajor axis a and
semiminor axis b are 250 and 90 nm, respectively. Period P1 (x di-
rection) and period P2 (y direction) are 535 and 400 nm, respectively.
The thickness of Si is 150 nm, and the center spacing in elliptical Si
is 267.5 nm. (c) Schematic diagram of the created polaritons (UP and
LP) via the interaction of excitons with QBICs modes.

the entire simulation area in 1 × 1 × 1 nm3 to obtain an ac-
curate spectral response of the coupled system. We employ
a plane wave polarized along the x axis to illuminate the
hybrid system at normal incidence, as shown in Fig. 1(a).
The refractive indices of Si and SiO2 are nSi = 3.5 and
nSiO2 = 1.46, respectively. The real and imaginary parts of
the refractive indices of VO2 at 30 ◦C and 80 ◦C were ob-
tained from Ref. [46]. The dielectric function of high-purity
SWCNTs with a concentration of 0.46 wt % encapsulated
by the poly[(9,9-dioctylfluorenyl-2,7-diyl)-alt-co-(6,6′-(2,2′-
bipyridine))] (PFO-BPy) is expressed by the classical Lorentz
oscillator as [27]

ε(E ) = εB + f ω2
X

ω2
X − ω2 − iω�X

. (1)

Here, εB = 2.78 represents the background permittivity, and
h̄ωX = 1.246 eV is the transition energy. f = 0.003 and h̄�X

= 20 meV are the oscillator strength and full linewidth of
the exciton resonance in SWCNTs. All the parameters of the
SWCNT are obtained using Eq. (1) in the next section unless
otherwise stated.

Figure 1(c) shows a schematic of the interaction between
QBIC modes and excitons. It can be clearly seen that the
UP and LP with both QBIC mode properties and exciton
properties are formed when the exciton is coupled to the
QBIC mode. For the present coupling system, we obtain the
spectral properties of the hybrid system with the anticrossing
phenomenon by varying the asymmetric parameter θ , which
is characterized by the Rabi splitting h̄�R.
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FIG. 2. Transmission spectrum of the metasurface at (a) 30 ◦C and (b) 80 ◦C. (c) Calculated and fitted Q factors of the metasurface as a
function of the angle at 30 ◦C (red) and 80 ◦C (blue). (d) Scattering contributions of different multipoles from the unit cell of the metasurface
at an angle of θ = 22◦. P, M, T, Qe, and Qm represent the electric dipole, magnetic dipole, toroidal dipole, electric quadrupole, and magnetic
quadrupole responses, respectively. (e) Electric field distribution and charge distribution in the x−y plane for a unit cell on a metasurface.

B. Optical properties of metasurfaces at different temperatures

We first explore the optical properties of the Si-VO2 meta-
surfaces at different temperatures in the absence of SWCNTs.
Figures 2(a) and 2(b) give the simulated transmission spec-
trum of the 2D metasurface while varying the asymmetric
parameter θ from 0◦ to 30◦ at 30 ◦C and 80 ◦C, respec-
tively. Transitions from the symmetry-protected BIC (black
circle) to the QBIC mode can clearly be seen as a direct
consequence of the symmetry breaking in the x−y plane. In
addition, the damping rate of the QBIC mode at 80 ◦C (peak
B) is faster than that at 30 ◦C (peak A), which arises from
the temperature-dependent changes in the real and imaginary
parts of VO2, which are as high as �n ≈ 1.2 and �k ≈
1.1 for 30 ◦C and 80 ◦C, respectively. This feature can be
demonstrated by the Q factor as a function of the asymmetric
parameter α, as shown in Fig. 2(c). We calculate here the Q
factor (defined as ω/γ m where ω is the resonant frequency
and γ is the damping rate) of the metasurface only for larger
θ . Since the amplitude of the QBIC mode is very small when
θ is small, it is difficult to obtain an accurate Q factor. Two
aspects can be seen: (1) the dependence of the Q factor on
the asymmetry parameter follows Q ∝ 1/α2 (α = sin θ ) [47],
which is in accordance with the typical quadratic inverse
law for all symmetry-breaking meta-atomic designs, and (2)
importantly, the Q factors at 30 ◦C are higher than those at

80 ◦C, particularly for small values of the asymmetric param-
eter α.

To get deep insight into the optical properties of the Si-
VO2 metasurfaces, we evaluate the contributions of different
multipole components in the QBIC mode using a multipole
expansion method in the Cartesian coordinate system. The
details of the multipole expansion approach can be found in
Ref. [48]. Taking the optical response at 80 ◦C as an example,
we demonstrate the scattering power for each multipole com-
ponent corresponding to peak B with θ = 22◦, as shown in
Fig. 2(d). Obviously, the magnetic dipole (M) and the electric
quadrupole (Qe) are dominate in the present QBIC mode. The
contributions of scattering power from the electric dipole (P),
toroidal dipole (T), and magnetic quadrupole (Qm) are very
weak.

Near-field analysis further confirms the domination of M
and Qe. As shown in Fig. 2(e), plots (i) and (iii), the coun-
terclockwise distribution of the displacement currents creates
a clear magnetic dipole along the z direction at peak A for
both 30 ◦C and 80 ◦C. The charge distribution [Fig. 2(e), plot
(ii)] at peak B for 80 ◦C exhibits the typical feature of the
electric quadrupole dipole [33]. More importantly, the max-
imum enhancement of the electric field at peak A for 30 ◦C
[Fig. 2(e), plot (i)] is about 4 times stronger than that at peak
B for 80 ◦C [Fig. 2(e), plot (iii)]. This aspect is critical for the
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FIG. 3. Transmission spectrum of the coupling system as a function of the asymmetric parameter θ (in color scale) at (a) 30 ◦C and (b)
80 ◦C. Simulated (black solid line) and fitted (red dotted line) transmission spectrum at (c) 30 ◦C and (d) 80 ◦C for the coupled system at zero
detuning (θ = 22◦). Dispersion curves of the coupled system at (e) 30 ◦C and (f) 80 ◦C obtained with the model (solid lines) and fitting spectra
(spheres). The red and black dashed lines represent the dispersion of the QBIC mode and exciton resonance, respectively. Spectral full widths
at half maximum (FWHM) at (g) 30 ◦C and (h) 80 ◦C for the coupled system obtained with fitting (spheres) and the model (solid lines).

dynamic tuning of the coupling strength, which will be
discussed later.

C. Temperature-dependent coherent and incoherent
interactions between QBICs and excitons

We now start to investigate the QBIC-exciton interaction
process by depositing the SWCNT film on top of the meta-
surface. Figures 3(a) and 3(b) give the simulated transmission
spectra (in color scale) as a function of the asymmetric pa-
rameter β for 30 ◦C and 80 ◦C, respectively. Anticrossing
phenomena can be seen in the spectra, as marked by the
black dashed lines, indicating the occurrence of QBIC-exciton
interactions.

To quantitatively describe the optical response of the cou-
pled system, we extract the dispersion and spectral features of
the emerging polariton modes with high accuracy by fitting
the simulated transmission spectrum to a Fano-shaped line
shape. The asymmetric Fano-shaped transmission spectrum
T (ω) = |t (ω)|2 at different temperatures can be described
as [4]

t (ω) = ab +
∑

j=UP,LP

b jγ jeiφ j

ω − ω j + iγ j
, (2)

where ab and b j represent the background amplitude and the
amplitude of the transmission spectrum of the hybrid states.
φ j is the spectral phase. The resonance energy and full width
at half maximum (FWHM) of the polariton states are ω j and
2γ j . Figures 3(c) and 3(d) plot the simulated (black solid
line) and fitted (red dashed line) transmission spectra of the

coupled system for 30 ◦C and 80 ◦C at zero detuning (θ =
22◦), respectively. The fitting results match well with the cal-
culated transmission spectra of the polariton states. The Rabi
splitting h̄�R, defined as the peak-to-peak distance between
the UP and LP resonant frequencies, is roughly estimated to be
h̄�R = 28 meV (30 ◦C) and h̄�R = 21 meV (80 ◦C). There are
two reasons for the difference in Rabi splittings for different
temperatures: (1) the electric field strength of the metasurface
for 30 ◦C is greatly enhanced compared to that for 80 ◦C, as
demonstrated in the previous section, and (2) importantly, the
FWHM of the metasurface and the damping rate of the exciton
are less different for 30 ◦C than for 80 ◦C.

We further extract the fitted dispersion relation of the UP
and LP as a function of the asymmetric parameter θ for dif-
ferent temperatures in Figs. 3(e) and 3(f) and the FWHM in
Figs. 3(g) and 3(h). The fitted dispersion lines show significant
anticrossing behavior, where the Rabi splittings of the coupled
system for different temperatures can be evaluated at zero de-
tuning (black dashed arrows). Surprisingly, the FWHMs of the
UP and LP exhibit significant differences at zero detuning for
both 30 ◦C and 80 ◦C, which indicates that coherent interac-
tions cause incoherent coupling processes and thus ultimately
contribute to the formation of sub- and superradiative polari-
ton states. We notice, however, that the incoherent coupling
strength h̄γc of the coupled system for 30 ◦C is much smaller
than that for 80 ◦C, which will be explained in the following
discussion.

To quantitatively describe the present coherent and inco-
herent coupling properties of the coupling system at different
temperatures, we employ the widely used coupled oscillator
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model with a non-Hermitian Hamiltonian containing both co-
herent and incoherent coupling terms, which can be expressed
as [4]

h̄

([
ω̃Q g

g∗ ω̃X

]
− i

[
0 γc

γc 0

])(
α

β

)
= E

(
α

β

)
, (3)

where ω̃Q = ωQ − iγQ and ω̃X = ωX − iγX are the complex
resonance frequencies of the QBIC and the exciton resonance,
respectively. α and β represent the Hopfield coefficients of the
subsystem, which satisfy |α|2 + |β|2 = 1. The dispersion and
damping rate of the polarization modes can be given by the
real and imaginary parts of the complex eigenvalues:

E± = h̄ω̃± = h̄

(
ω̃Q + ω̃X

2

)

± h̄

√(
ω̃Q + ω̃X

2

)2

+ (|g|2 − γc
2
) − 2iγcRe(g). (4)

The calculated dispersion relation [solid lines in Fig. 3(e)]
and FWHM [solid lines in Fig. 3(g)] of the UP and LP
branches for 30 ◦C are perfectly reproduced by diagonaliz-
ing Eq. (3) with optimal coherent coupling strength h̄g =
14 meV and the cross-damping term h̄γc = 0.4 meV, as well
as h̄g = 10.5 meV and h̄γc = 1.2 meV for 80 ◦C [solid lines
in Figs. 3(f) and 3(h)]. It is obvious that the coupling strength
of the coupled system increases as the temperature decreases.
In addition to the enhanced coherent coupling strength for
30 ◦C compared to that for 80 ◦C, we also note that the
cross-damping term h̄γc decreases rapidly from 1.2 down to
0.4 meV. This incoherent coupling pathway is microscopically
formed by the spontaneous emission of photons from one
subsystem into a vacuum continuous medium reservoir that
are subsequently reabsorbed by the other subsystem without
preserving any phase relationship. Such incoherent coupling
pathways induced by coupling ultimately result in the for-
mation of sub- and superradiative hybrid modes, which are
capable of modulating the radiative damping rate. It is as-
sociated with the radiative damping rate of the subsystem
(γQ,rad, γX,rad) and the inner product of the unit vector of
the dipole moment (μ̂Q, μ̂X) of the subsystem, i.e., γc �√

γQ,radγX,rad(μ̂Q · μ̂X). For the present coupling system, it is
reasonable to assume that the dipole moments of the subsys-
tems are stable. We therefore deduce that the decrease in the
incoherent coupling strength stems from the fastening of the
radiative damping rate of the QBIC mode for 80 ◦C compared
to that for 30 ◦C. Such active modulation of coherent and
incoherent coupling processes between subsystems by phase
change materials provides us with excellent convenience in
designing ultrasensitive, tunable polaritonic devices.

D. Coupling dynamics: Heisenberg-Langevin formalism

In order to deeply investigate the microscopic coupling
process of the QBIC-exciton interaction, we utilize a full
quantum model to quantitatively describe the spectral re-
sponse and coupling dynamics of the hybrid system. In the
present case, the QBIC and exciton are considered to be
a bosonic system and a Fermi system, respectively. Their
interaction processes are modeled in the framework of the

Heisenberg-Langevin form as [49]

˙̂a = −(i�Q + γQ)â − (ig + γ )σ− + √
�QAQ + F̂Q,

σ̇− = −(i�X + γX )σ− − (ig∗ + γ )â − AX σz + F̂X . (5)

Here, ˙̂a and σ̇− represent the complex modal coefficients of
the QBIC and exciton, respectively. AQ and AX are coupling
efficiencies originating from the interaction between the driv-
ing field and the subsystems. g and γ represent the coherent
coupling strength and incoherent damping rate of the QBIC
and exciton interaction, which are due to the direct coupling
between subsystems and the interaction between subsystems
and the continuum reservoir. It is interesting to note that the
coherent coupling strength g is typically a complex quantity,
i.e., g = geiφ , with φ representing the Rabi phase, which de-
scribes the initial spatial distance between two subsystems and
the resulting relative phase difference. It is a critical factor in
determining the spectral profile of the coupled system, which
was reported in our previous work [50]. The noise operator F̂
overrides the background fluctuations from the Monte Carlo
simulation.

For the present coupling system, the dispersion and damp-
ing rates of the QBIC modes were obtained by fitting the
simulated transmission spectra with Eq. (2). We need to con-
sider only the radiative damping rate of the QBIC mode while
ignoring the nonradiative damping because of the extremely
weak Ohmic losses in the all-dielectric system. In addition, the
linewidth of the temperature-controlled QBIC mode greatly
affects the incoherent damping rate, which also determines the
ultrafast dynamics of the subsystem. This will be explored in
more detail next.

Inserting the eigenvalues solved by Eq. (3) into Eq. (5) with
the coherent and incoherent coupling strengths for 30 ◦C (h̄g
= 14 meV and h̄γ = 0.4 meV) and 80 ◦C (h̄g = 10.5 meV and
h̄γ = 1.2 meV), we calculate the static spectra as a function of
θ , as shown in Figs. 4(a) and 4(b). The calculated transmission
spectra obtained with the quantum model agree well with the
simulation results. Importantly, the coherent coupling strength
h̄g is positive at both 30 ◦C and 80 ◦C, i.e., φ = 0◦, which re-
veals that the temperature does not induce a shift in the initial
phase of the QBIC mode. This can be verified by the near-field
distribution of the QBICs modes at different temperatures, as
shown in Fig. 2(e), plots (i)–(iii).

To further investigate the coherent and incoherent QBIC-
exciton coupling dynamics, we calculate the populations of
the hybrid modes evolving in the time domain. For the sake of
comparison, we will focus on only the population evolution at
zero detuning. Under Gaussian optical excitation, we calculate
the temporal population dynamics of the QBIC modes and
excitons in the LP branch for the coupled system for 30 ◦C and
80 ◦C, as shown in Figs. 4(c) and 4(d), respectively. We note
that the population between the QBIC mode and the exciton
exhibits a periodic transfer and lasts for more than 1000 fs
for the case of 30 ◦C. The vertical gray dashed line explicitly
labels the Rabi period T = 158 fs, which in turn proves that
the coherent coupling strength between the QBIC and the
exciton is h̄g = 14 meV (T = π/g). In contrast, for the case
of 80 ◦C, population exchange lasts less than two Rabi periods
up to 200–400 fs and then damps away. This is attributed
to the reduced coupling strength of the system. In addition,
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for coupled systems at (c) 30 ◦C and (d) 80 ◦C. The red and blue dotted lines represent the populations of independent QBICs and excitons,
respectively, evolving over time. The time-domain evolution of QBIC (red) and excitons (blue) populations in the LP for incoherent coupling
strength (e) h̄γc = 2 meV and (f) h̄γc = 0 meV when the temperature of the coupling system is 30 ◦C.

we present the population evolution before QBIC modes and
exciton coupling, shown by the blue and red dashed lines in
Fig. 4(d), respectively. The quite apparent change is that the
population evolution of QBICs and excitons after coupling
is essentially the same as the population of QBIC modes
before coupling, which is attributed to the lifetime of the
polariton states being limited to the shortest lifetime of the two
subsystems.

To fully understand the longer coherence times for 30 ◦C
with respect to those for 80 ◦C, we first recall the coupling-
induced incoherent damping term h̄γ between individual
subsystem via the continuum reservoir because it is directly
related to the population damping rate. Figures 4(e) and 4(f)
demonstrate the temporal population evolution of the QBIC
and exciton mode in the LP for 30 ◦C with h̄γ = 2 meV
and h̄γ = 0 meV, respectively. Apparently, the coherence
time between the QBIC and the exciton is drastically short-
ened when the incoherent damping rate increases from 0 to
2 meV. Essentially, this occurs because the time-translation
symmetry of the QBIC mode and exciton population fractions
is broken when the incoherent damping rate h̄γ �= 0. If the
QBIC modes and excitons have only coherent interaction
channels without incoherent damping pathways (h̄γ = 0), the
time-translation symmetry of the subsystem will always hold,

which results in sustained coherence times without decay, as
shown in Fig. 4(f). Therefore, we can achieve long coherent
lifetimes by decreasing the incoherent damping rate in the
hybrid system, which is particularly important in many ul-
trafast quantum device applications, especially in the fields
of quantum computation and quantum information. To reduce
the incoherent damping rate of the present coupling system,
there are two paths according to γc � √

γQ,radγX,rad(μ̂Q · μ̂X):
(1) lowering the temperature to achieve the long-lived QBIC
mode supported by the Si-VO2 metasurface and (2) tuning the
orientation of the effective dipole moment of the QBIC and
exciton modes.

E. Concentration-controlled manipulation of coupling strength

It is well known that there are two widely used approaches
to improve the coupling strength of a coupled system. One is
boosting the electric field strength in optical resonators. The
other is enhancing the oscillator strength of the coupling emit-
ters. We demonstrated in the previous section that the electric
field strength can be enlarged at QBIC resonance by tuning the
temperature. In this section, we will explore the effect of the
oscillator strength of the SWCNTs on the coupling strength of
the hybrid system.
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FIG. 5. Simulated transmission spectra of the coupling system
as a function of the asymmetric parameter θ (in color scale) at
(a) 30 ◦C and (b) 80 ◦C when the concentration of SWCNTs is
1.71 wt %. (c) Rabi splitting of the coupling system at different
temperatures as a function of the square root of the SWCNT concen-
tration. The transition regimes of the coupling system from the weak
to strong coupling condition at temperatures of 30 ◦C and 80 ◦C are
indicated by black and red dashed lines, respectively.

Generally, the oscillator strength of SWCNTs can be
enlarged by increasing the concentration of the SWCNT so-
lution. Figures 5(a) and 5(b) give the simulated transmission
spectra as a function of θ with a concentration of 1.71 wt
% for 30 ◦C and 80 ◦C, respectively. Obviously, the transmis-
sion spectra for both 30 ◦C and 80 ◦C exhibit a more distinct
anticrossing phenomenon compared to those with low concen-
tration [Figs. 3(a) and 3(b)]. From Eq. (3), the Rabi splitting
can be evaluated to be h̄� = 61 meV and h̄� = 55 meV
for 30 ◦C and 80 ◦C, respectively, corresponding to a nearly
3 times greater boosting of the coupling strength with respect
to the previous lower-concentration case.

We further quantitatively evaluate the dependence of the
Rabi splitting on the oscillator strength of the SWCNTs.
Figure 5(c) illustrates the Rabi splitting as a function of the

square root of the SWCNT concentration, which exhibits a
linear trend for both 30 ◦C (solid black line) and 80 ◦C (solid
red line). Importantly, we can also quantify the concentration
threshold at which the system can be transitioned from the
weak to strong coupling regime. According to the determi-
nation criteria, i.e., h̄�R > (h̄γQ + h̄γX ), the concentration
thresholds for weak-to-strong transitions can be evaluated for
the cases of 30 ◦C (dashed black line) and 80 ◦C (dashed red
line), as shown in Fig. 5(c). We can clearly see that strong cou-
pling can be achieved with a minimum concentration of 0.11
wt % for the case of 30 ◦C. However, for the case of 80 ◦C,
a concentration of at least 0.41 wt % is required to enable
the weak-to-strong transition. We note that the Rabi splittings
are enlarged linearly with increasing SWCNT concentration
more than 1 wt %. Therefore, it is reasonable to predict that
the hybrid system can be brought into the ultrastrong coupling
regime if we further increase the concentration, which may
offer an efficient way of probing ultrastrong light-matter in-
teractions in the near-infrared communication band.

III. CONCLUSIONS

To summarize, we proposed a highly compact and low-loss
all-dielectric metasurface combined with the PCM material
VO2, enabling an active tuning of SWCNT-based exciton-
QBIC coupling in the NIR region. We demonstrated control
of the exciting QBIC by changing temperatures, successfully
achieving an active and flexible tuning of exciton-QBIC in-
teractions. A multipole expansion approach combined with
near-field analysis was employed, revealing that the mag-
netic dipole and high-order electric quadrupole are dominate
at QBIC resonance with significant field enhancement, thus
greatly facilitating the exciton-QBIC interaction. A quantum
model based on Heisenberg-Langevin formalism was also
used to fully describe the microscopic coupling dynamics,
demonstrating a temperature-dependent sub- and superradi-
ance of the polariton states. We finally demonstrated a linear
dependence of the exciton-QBIC coupling strength on the
SWCNT concentration. Our work represents a promising
pathway towards practical polariton devices operating at the
telecommunication wavelength.
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