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Predicting exciton binding energies from ground-state properties
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We systematically investigate the correlations between exciton binding energies and various easily calculated
ground-state properties (“predictors”) that have been proposed to correlate with them. We do so for 51 bulk
compounds, ranging from simple binary semiconductors to more exotic materials such as noble gas solids,
perovskites, and layered systems and show that using only a few easily calculable parameters, a broadly
applicable clustering of materials according to their exciton binding energies is possible. While no single
one of the proposed parameters satisfactorily predicts the exciton binding energy, a combination of several
parameters that enter the Wannier-Mott model or characterize the nature of the valence band and the ionicity of
the compound allows a reliable automated clustering of exciton binding energies. The results allow an efficient
estimation of the importance of excitonic effects without the need for expensive many-body perturbation theory
calculations or other advanced numerically demanding ab initio approaches.
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I. INTRODUCTION

The optical properties of many semiconductors and insula-
tors are dominated by excitons, at least at low temperatures
[1]. The inclusion of the effects of these quasiparticles is
critical for the accurate description of important technologies
such as solar cells [2], solar water splitting [3], artificial pho-
tosynthesis [4], attosecond physics [5], quantum computing
[6], and other optical and electronic applications [7–9]. For
many of these applications, the binding energy of the lowest
bright exciton Eb is a crucial parameter, and its prediction is
an important prerequisite for material classification, selection,
and technology design.

Two well-known limiting cases/models of excitons are
the Frenkel and the Wannier-Mott (WM) models [1]. In the
former, excitons behave similarly to molecular excitations.
They have a large binding energy of about 1000 meV, are
highly localized, and are typically visualized as a pair of
a filled and an empty molecular orbital. In the latter, exci-
tons are pictured as an electron-hole pair forming a huge
hydrogen-atom-like bound state delocalized over many unit
cells with a small binding energy on the tens of meV scale.
Depending on the exciton binding energy, computationally
more (Bethe-Salpeter equation, BSE) or less (time-dependent
density functional theory [10,11]) demanding methods are re-
quired to obtain accurate optical properties such as absorption
spectra [12]. Therefore, the key to efficient calculations is

*These authors contributed equally to this work.
†Contact author: malte.grunert@tu-ilmenau.de

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

to know the approximate exciton binding energy in advance.
However, the accurate calculation of the excitonic binding
energy is at least as expensive as the calculation of the optical
properties themselves, if not more. We show that the results
of cheap ground-state calculations already allow a broadly
applicable clustering of materials according to their exciton
binding energies.

The best-known approach to relate the exciton binding en-
ergy to ground-state properties is certainly the aforementioned
Wannier-Mott (WM) model, which links the exciton binding
energy Eb to the effective electron and hole masses me and mh,
respectively, and the static dielectric constant εr ,

EWM
b = μX

h̄2

(
e2

4πε0εr

)2

(1)

with μX
−1 = me

−1 + mh
−1. While it generally works well

for the weakly bound excitons for which it was originally
formulated, the definitions of both the effective masses and
the dielectric function show certain ambiguities. The effective
mass approximation holds only when the exciton wavefunc-
tion in reciprocal space is localized in a narrow k-point range
and it needs significant modification in the presence of de-
generate, nonparabolic, or anisotropic bands [13,14]. On the
other hand, the static dielectric constant εr is made up of two
components, the electronic εe

r and the ionic εi
r . Weakly bound

excitons extended over various unit cells can be screened by
the lattice, while strongly bound localized excitons cannot.
While there are more sophisticated expressions for the result-
ing radius-dependent interpolation of the dielectric constant
between εe

r and εe
r + εi

r (see, e.g., Refs. [15,16]), commonly
εe

r + εi
r is used for weakly bound excitons (such as narrow-

gap semiconductors), εe
r is used for strongly bound excitons,

and an ad hoc intermediate value is used for intermediately
strongly bound excitons (such as AlN) [1,17]. Furthermore,
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the WM model breaks down for strongly bound excitons or
more complex cases such as charge-transfer excitons or lay-
ered systems [18].

In recent years, there has been some research to expand or
provide alternatives to the WM model. For example, Dvorak
et al. [19] investigate weakly bound excitons in semiconduc-
tors and propose the colocalization of valence and conduction
band states as a relevant additional parameter characterizing
excitons. Jiang et al. [20] study 2D systems, where they
find the universal relation Eb = Eg/4, which, however, only
applies to 2D systems. The authors state explicitly that such
simple relations do not exist for 3D systems [20].

In search of a more general way to predict exciton binding
energies, or at least to categorize them as strongly or weakly
bound, we investigate in the present paper the correlations
between various ground-state properties and experimental
binding energies for the lowest bright exciton for 51 different
compounds across various classes of material systems, i.e.,
simple binary semiconductors and isolators, noble gas crys-
tals, and more complex compounds such as α-Al2O3, As2Se3,
PbCl2, and inorganic and organic lead-halide perovskites.

II. CURATION OF THE EXPERIMENTAL DATASET

It is no easy feat to obtain accurate experimental exciton
binding energies. This is because of two factors: First, for
most materials there are very few, if any, published experi-
ments, many of which are not performed with state-of-the-art
methods. Second, for those materials for which various mea-
surements are available, it is clear that a variety of factors
can influence the obtained value of Eb. This is perhaps best
illustrated by the case of gallium nitride, which was studied
extensively in the 1990s. Here, strain, temperature, the growth
method, and the growth substrate all influence the measured
exciton binding energy (Fig. 5 in Ref. [21] summarizes some
of the contemporary literature). Furthermore, the underlying
model used in the analysis of the measurements can also play
a significant role, see, e.g., Ref. [22] for the impact of different
broadening expressions in the Elliot formula on the analysis
of absorption spectra or the assumed form of the decay ex-
pression for temperature-dependent photoluminescence in the
case of MAPbI3. Finally, before the advent of modern experi-
mental and theoretical tools the assignment of features in the
optical properties to individual excitonic lines was far from
unambiguous, see, e.g., the discussion in Ref. [23] for the case
of alkaline earth sulfides. Fortunately, the reported values for
a single material usually differ by only a few percent, while
the range of reported Eb for all materials spans several orders
of magnitude, from less than 1 meV to more than 1 eV. The
largest range of exciton binding energies are found for the
metal-halide perovskites MAPbCl3 and MAPbI3, for which
values around 10–70 meV have been reported in the literature
(see, e.g., Refs. [22,24]). For the current paper, this essen-
tially means that by choosing an intermediate value of Eb for
those compounds for which multiple values are reported, the
results should not change qualitatively. On the other hand, no
accurate quantitative predictions should be expected in those
cases. In addition, we will later on divide the various materials
into three categories (those with weakly, intermediately, and

strongly bound excitons), which makes the results much more
robust. The collected dataset is shown in Tables I–VI.

A few brief comments on the excitons contained in the
dataset are probably useful and helpful: For almost all materi-
als, the exciton energies used correspond to the energetically
lowest dipole-allowed intrinsic exciton. For direct semicon-
ductors this corresponds to a direct exciton, for indirect
semiconductors to an indirect exciton. Exceptions to this are
the IIa-VIb alkaline earth chalcogenides other than MgO and
CaO, for many of which only direct excitons have been mea-
sured [25], although the assignment of excitonic peaks there
was particularly difficult as mentioned above. According to
the analysis of Lipari and Baldereschi on the energies of
indirect excitons in realistic semiconductors [26], the dif-
ference between direct and indirect excitons lies mainly in
slight differences in the correction terms to the simple WM
model, which are not used in this paper. Furthermore, ma-
terials containing transition metals, lanthanides and actinides
with partially filled d and f orbitals, such as the technolog-
ically important ZnO, CdTe, CuCl, MoS2, and others, are
intentionally ignored in this paper, since in these cases correla-
tion effects can drastically complicate the electronic structure
and exciton physics. However, we note that compounds with
partially filled d or f bands can be easily identified and
quantified as predictors by ground-state calculations. Thus, a
generalization of the present paper would seem worthwhile
if sufficient experimental data on excitons in materials with
strong correlations were available. We are aware of about 20
high-quality measurements of the exciton binding energy in
such materials, which is too small a sample to represent the
rich and diverse physics of correlated electron systems.

There are a large number of reported ab initio exciton
binding energies, usually obtained by solving the BSE on
the results of quasiparticle calculations [27]. However, we
have chosen not to include any of them, as they are highly
dependent on the level of theory and the approximations
chosen, see for example Ref. [28] for a brief discussion
on the impact of the static screening approximation on the
BSE and Refs. [17,29] for a discussion on the inclusion of
the lattice polarizability/electron-phonon interaction. We note
that especially the latter is a rapidly developing field, see,
e.g., Refs. [30,31] and the references contained within. Other
relevant factors include the pseudopotential, the exchange-
correlation functional, the lattice constant used, and many
others. Furthermore, it is often not clear whether the reported
exciton binding energy is fully converged, as it can converge
extremely slowly with respect to the k-point grid density
[28,32].

III. SELECTION OF PREDICTIVE GROUND-STATE
PROPERTIES

We select various ground-state properties as possible
predictors, taking into account both their computational com-
plexity and their suggested correlation to the exciton binding
energy.

The first group of properties comprises quantities related to
the WM model [Eq. (1)], i.e., the electron and hole effective
masses at the direct band gap me and mh as well as the
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electronic and ionic contributions εe
r and εi

r to the static di-
electric constant.

Furthermore, we explore the connection between ionic-
ity and exciton binding energies. As is well known, there
is no clear definition of “ionicity” in solids [33]. As one
possible measure, we choose the ionicity measure proposed
by Abu-Farsakh and Qteish [34], which links ionicity to the
mean distance between the centers of the maximally localized
Wannier functions (MLWFs) of the valence bands and the
atom centers [35]. It has the advantage that it can be obtained
essentially parameter-free from ground-state wavefunctions.
However, as discussed later, a certain ambiguity remains in
the choice of the MLWFs.

Finally, we consider properties related to the localization
of electrons and holes in the ground state. In general, one
might expect more localized valence and conduction band
states to correlate with smaller, more localized exciton states,
which in turn would correlate with larger exciton binding
energies. Specifically, we investigate as possible predictor the
irreducible spread of the valence band MLWFs, defined below
in Eq. (8). It is related to the band gap and thus indirectly
to the electronic dielectric constant [36]. Here we note that
the inverse relation between the band gap and the dielectric
constant has recently been verified on a large material dataset
[37]. Dvorak et al. [19] have already directly investigated
the correlation between the irreducible spread of the valence
band MLWFs and excitonic properties. However, they only
presented results for seven simple materials.

Dvorak et al. also suggest the “colocalization” of valence
and conduction states at the anion (in binary compounds) as a
marker for increased exciton binding energies. We investigate
this and related (generalized) quantities for a larger set of
materials. In addition, we quantify the mean dispersion of
the topmost valence band, again based on the assumption that
excitons composed of less dispersive single-particle states are
more localized and have higher exciton binding energies: The
Coulomb attraction of electron and hole is larger the closer
they are in real space, which in turn implies a larger range of
wave vectors in reciprocal space. However, a larger range of
wave vectors implies larger single-particle energies, unless the
bands involved have little dispersion and their bandwidths are
small.

To examine the correlations between these properties and
the exciton binding energies, we perform density functional
theory (DFT) calculations to evaluate these properties on the
materials included in the dataset described above. We inten-
tionally limit ourselves to easily calculated DFT quantities in
order to make the prediction of exciton binding energies sim-
ple for future high-throughput projects. This also facilitates
the application and testing of our predictors for future exciton
binding energy measurements.

IV. COMPUTATIONAL DETAILS

For the compounds of the experimental dataset, com-
putationally relaxed structure files were obtained from the
Materials Project [38,39] and reduced to their primitive struc-
ture in the convention of Refs. [40,41] using PYMATGEN

[42,43]. Two different DFT codes were used to evalu-
ate the large number of different quantities in an efficient

manner: In all cases, the PBE approximation [44] to the
exchange-correlation functional was utilized. Unless oth-
erwise indicated, calculations were carried out using the
plane-waves code QUANTUM ESPRESSO [45,46] with the SG15
[47] optimized norm-conserving Vanderbilt pseudopotentials
[48]. We used �-centered k-point grids with an even number
of subdivisions defined through a structure-independent recip-
rocal density ρk as defined in PYMATGEN [49]. All calculations
were converged with respect to the k-point grid and plane-
wave cutoff until a convergence threshold of 1 kcal/mol per
atom in the unit cell was reached. The starting value for the
plane-wave cutoff was set to the recommended value of 60 Ry
[47] and the k-point density to ρk = 1500 Å3. Some calcula-
tions additionally required the calculation of MLWFs from the
QUANTUM ESPRESSO results. For this, we used the WANNIER90
code [50]. The initial guesses for the MLWFs were defined
through the selected columns of the density matrix (SCDM)
algorithm [51,52] to improve the stability of the successive
spread minimization. The components of the static dielectric
constants were determined using a plane-wave basis and the
projector augmented wave method [53] as implemented in
the VASP code [54,55] utilizing the method by Gajdoš et al.
[56]. For these calculations, we used k-point grids with a
density of ρk = 3000 Å3 and a plane-wave cutoff of 520 eV
for all materials, as suggested by the Materials Project [38].
All calculations were carried out using an in-house, publicly
available high-throughput framework [57]. Next, we introduce
the operative definitions of the predictive properties.

Average effective mass. We define an inverse effective mass
at a given k-point of interest as the average over the N � 1
degenerate or nearly degenerate Kohn-Sham bands εn(k) and
over all Cartesian directions i ∈ (x, y, z),

〈
1

me,h(k)

〉
= 1

N

N∑
n

1

3
tr

{∣∣∣∣ 1

h̄2 ∇2
k εn(k)

∣∣∣∣
}

= 1

3N

1

h̄2

N∑
n

3∑
i=1

∣∣∣∣∂ 2εn(k)

∂k2
i

∣∣∣∣. (2)

To find the valence band maximum (VBM) and the con-
duction band minimum (CBM) and to evaluate the second
derivatives with high numerical accuracy, a DFT calculation
with twice the plane-wave energy cutoff and twice the num-
ber of subdivisions along each reciprocal axis in the k-point
grid than required for electronic convergence was carried out.
The k-vectors of the highest occupied and lowest unoccupied
energy levels were interpreted as VBM and CBM. This may
still slightly miss the VBM or CBM, if it is not located at
a high symmetry point. The second derivatives were then
calculated using second-order central finite differences around
the identified k-points with the same increased plane-wave
cutoff. The mass terms contributing to the sum in Eq. (2)
correspond well with those given in [58]. The reduced mass
of the exciton μX is then defined in analogy to the reduced
mass of the WM model as the harmonic mean, which favors
small effective masses,

1

μX (kVBM, kCBM)
=

〈
1

me(kCBM)

〉
+

〈
1

mh(kVBM)

〉
. (3)
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(Co)Localized states near the VBM/CBM. Inspired by
Ref. [19] and similar ideas, we define measures quantifying
the number of electrons localized at some ion species, sepa-
rately for the VBM and the CBM. The number of, e.g., valence
electrons per unit cell near the ion coordinate RI with energy
close to the VBM is given in terms of the local density of
states ρDOS as

Nv,RI =
∫

|r−RI |�R
dr

∫ EVBM

EVBM−δ

dE ρDOS(E , r). (4)

We have checked that the results presented below depend only
weakly on our somewhat arbitrary choice of the radius and
the energy range, i.e., R = 1 Å and δ = 1 eV (see the Sup-
plemental Material, SM [59]). If the unit cell contains more
than one ion of the same species, we sum over the number
of equivalent ions: Nv,Species = ∑

I∈Species Nv,RI . Analogously,
the quantities Nc,RI and Nc,Species are also defined for the con-
duction band. Now, localization measures Nv|c are defined as
the fractions

Nv|c = Nv|c,S
∑
Species Nv|c,Species

,

S
 = arg max
Species

{Nv,Species}. (5)

Note that following Ref. [19] Eq. (5) breaks the c ↔ v sym-
metry and focuses on valence states, i.e., anionic sites.

The product NvNc of both values is a measure of colocaliza-
tion, i.e., it estimates in a mean-field sense the chance to find
electrons and holes near the same atomic site. Thus, a large
NvNc product should be a predictor for strong, Frenkel-like
excitons. We calculate the spatially resolved integrated den-
sity of states (i.e., the number of states per volume) using the
QUANTUM ESPRESSO postprocessing code pp.x. Our definition
of colocalization differs from that of Dvorak et al. in Ref. [19]
by minor differences in the range of integration and, more
importantly, by the normalization, i.e., the denominator in
Eq. (5). The latter allows to go beyond the binary compounds
considered by Dvorak et al. and to handle more complex
compounds on equal footing.

Dielectric constants. The electronic component of the
static dielectric constant εe

r was calculated using density func-
tional perturbation theory. The method is described in detail
in Ref. [56]. The ionic part εi

r was determined from the dy-
namical matrix, i.e., the Hessian matrix of the total energy
with respect to the ionic positions, calculated using a finite
difference approach.

Wannierization. Various quantities are obtained from
MLWFs [50], so it is warranted to discuss the Wannierization
procedure separately. In general, Wannier functions wnR(r) =
wn0(r − R) can be defined for a group of J bands with Bloch
states |ψnk〉 via

|wnR〉 = V

(2π )3

∫
BZ

dke−ik·R
J∑

m=1

Umn(k)|ψmk〉 (6)

with the volume of the unit cell V and an arbitrary k-
dependent unitary J × J matrix Umn(k). The freedom in
choosing U corresponds to the gauge freedom to choose the
phase factor of the Bloch states. The Wannier functions as
defined above are not necessarily localized. The MLWFs are

obtained by minimizing the total spread

�[U (.)] =
J∑

n=1

[〈wn0|r2|wn0〉 − |〈wn0|r|wn0〉|2] (7)

with respect to U . Numerically, the MLWFs are obtained
using WANNIER90 [50]. In this paper, we only cover properties
related to the valence bands, accordingly we only Wannierize
the topmost valence band manifold. As a starting point for
the Wannierization, the SCDM algorithm is used [51,52]. We
remark that the spread defined in Eq. (7) can be decomposed
into two positive parts, the irreducible spread �I ,

�I =
J∑

n=1

[
〈wn0|r2|wn0〉 −

∑
mR

|〈wmR|r|wn0〉|2
]
, (8)

which is independent of the choice of Umn(k), and the re-
ducible spread, i.e., the remainder. The normalized irreducible
spread is related to the direct band gap [36],

�I

J
� 3h̄2

2meEg
(9)

and thus indirectly to the static dielectric constant [37].
Ionicity. Following the ionicity measure proposed by Abu-

Farsakh and Qteish [34], we investigate the mean distance of
the Wannier centers from their respective closest ions. The
distance of the center of the nth MLWF from the closest ion
is

n = min
I∈Ions

|〈wn0|r|wn0〉 − RI|2. (10)

The mean distance of the MLWF centers to the nearest ions of
a group of J ′ bands is

 = 1

J ′

J ′∑
n=1

n. (11)

Reference [34] does not specify (a) which J Bloch states to
include in the Wannierization and (b) which J ′ Wannier func-
tions to include in Eq. (11). In an all-electron code [60], one
could simply use all filled states. In a pseudopotential code
like the codes used in this paper, this, however, introduces
a dependence on the number of included (semi)core states,
as discussed later. We opted to use J ′ = J and to include
only the top-most valence band manifold in both the Wan-
nierization and the construction of the mean. The resulting
value is then normalized by the average bond length, which
is calculated by averaging over all unique minimum distances
between unequal lattice sites (i �= j) in a supercell. Fully cova-
lent compounds thus have a value of  = 0.5, corresponding
to bond-centered MLWFs, while ionic compounds or com-
pounds such as noble gas solids have  = 0, corresponding
to ion-centered MLWFs. We observed rather small n values
with valence manifold MLWFs looking, e.g., like slightly
deformed p orbitals on the anion already for some bonds with
partially covalent character, such as MgO, cf. discussion of
Fig. 1(c) below.

Dispersion of the topmost valence band. As a measure of
the mean dispersion of a band, we originally used the mean

075204-4



PREDICTING EXCITON BINDING ENERGIES FROM … PHYSICAL REVIEW B 110, 075204 (2024)

0 1000 2000 3000 4000 5000

EWM
b (meV)

0

1000

2000

3000

4000

(a)

0 1000 2000 3000 4000 5000

EWM
b (meV) (only εe

r)

0

1000

2000

3000

4000

(b)

IV

III-V

II-VI

I-VII

VIII

Others

0.0 0.1 0.2 0.3 0.4 0.5
Ξ

0

1000

2000

3000

4000

(c)

0 1 2 3 4 5 6 7 8

D (eVÅ
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FIG. 1. Correlations between various ground-state properties on the x axis and the experimentally measured exciton binding energy Eb on
the y axis, with the legend shown in panel (b). All graphs follow the same coloring scheme, with colors and markers corresponding to material
classes. Error bars are included in the inset for materials with multiple available measurements whose standard deviation is larger than 5 meV
(see Appendix). (a) Prediction of the WM model. The dashed-red and black lines correspond to Eb = 4EWM

b and Eb = EWM
b , respectively.

(b) Prediction of the WM model including only the electronic contribution to the dielectric function. (c) Ionicity defined through the mean
distance of the MLWF centers. (d) Scaled dispersion of the topmost valence band. (e) Share of localized states near anion close to the VBM.
(f) Share of colocalized states near anion close to the VBM and the CBM.

derivative D̃ as

D̃ = 1

3

3∑
i=1

1

Nk

Nk∑
j=1

∣∣∣∣∂En(k j )

∂ki

∣∣∣∣. (12)

The gradient of the topmost valence band at each of the
Nk k-points, i.e., ∇kEn(k j ), was obtained using WANNIER90
[50]. However, while D̃ was found to generally have good
predictive power, materials with highly anisotropic primitive
cells were found to be significant outliers, as shown within the
SM [59]. Empirically, we found a correction of these outliers

by evaluating a “scaled” mean dispersion D defined as

D = 1

3

3∑
i=1

1

Nk

Nk∑
j=1

∣∣∣∣∂En(k j )

∂ki

∣∣∣∣ · Li (13)

where Li is the largest value of the ith Cartesian component
of the unit cell vectors. One could argue heuristically that
this normalization corrects for bands with a low gradient
along the Cartesian axis i caused by an elongated unit cell
in that direction, e.g., where Lz 	 Lx, Ly. We are aware of
the arbitrariness of this choice, since the values of D and
D̃ obviously depend on the choice of unit cell and even the
coordinate system: They change when a different or larger
unit cell is used. They also change when the coordinate
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system is rotated, because the individual components and the
1-norm ||∇kε||1 = ∑

i |∂iε| enters instead of the rotational

invariant 2-norm ||∇kε||2 = (
∑

i |∂iε|2)
1/2

. To mitigate this
arbitrariness, we use a fixed method for obtaining standard-
ized primitive unit cells, previously used for high-throughput
electron-phonon coupling calculations for conventional su-
perconductors [40,41]. As an example, we show as Fig. S7
within the SM [59] the correlations between Eq. (12) eval-
uated using either the L1- or the L2-norm. Results for the
predictive power of this scaled dispersion D of the uppermost
valence band are presented below. The analogously defined
dispersion of the lowest conduction band yielded no signif-
icant predictive power (not shown). Note that the gradients
obtained via WANNIER90 [50] define “bands” by enumerating
sorted eigenvalues. Details on the superior performance of the
less plausible D over D̃ are given within the SM [59].

The fact that plausible, but coordinate-system-dependent
quantities depending on the choice of the unit cell such as D̃
and D have predictive power and that the latter shows superior
results (i) highlights our still very incomplete understanding
of exciton binding energies and (ii) poses the interesting, very
general question how to deal in ML and ML-related research
with predictors showing significant predictive power but—at
least at present—insufficient physical justification. A positive
attitude to the latter question is the view that today’s “missing
physical plausibility” reflects some deeper connection to be
discovered and understanding to be obtained in the future.

V. RESULTS

A. Correlations

The correlations between some selected properties and Eb

are shown in Fig. 1. The remaining correlations are shown
in the SM [59]. It is evident that most correlations between
the shown properties and Eb are significant in the sense that
the data points suggest a monotonous trend and/or a natural
clustering. It seems worthwhile to briefly discuss each corre-
lation to see whether it agrees with the underlying a priori
intuition. In each case, there will be outliers. As always in
machine learning or high-throughput studies, outliers are a
mixed blessing: On the one hand, they show that the presented
observation, trend, or classification is not always valid. On
the other hand, they suggest that some unusual physical phe-
nomenon makes this sample special and, thus, interesting.

Wannier-Mott prediction. At first glance, Fig. 1(a) seems
to indicate a roughly linear correlation Eb ≈ 4EWM

b except for
the noble gas solids, where Eb ≈ EWM

b seems to hold. As the
simplified isotropic Wannier-Mott model used in this paper
cannot fully incorporate the diversity of the covered materials,
a simple linear correlation is not to be expected. Indeed, the
inset of Fig. 1(a) zooming in on the low-energy range shows
two groups: For excitons with low binding energy (below
and around 25 meV), the WM model using the calculated
full static dielectric constant predicts Eb often quantitatively
well. The general underestimation of Eb is most likely caused
by the general underestimation of band gaps in DFT, which
in turn leads to an overestimation of the dielectric constant.
For excitons with an intermediate binding energy in the range
50–150 meV, the quantitative prediction is significantly worse,

while a rough qualitative trend Eb ≈ 4EWM
b can be observed.

As we are more interested in the predictive power of quantities
than in a priori arguments, we also looked at the correlation
of Eb with the WM model evaluated with only the electronic
contribution to the dielectric constant, see Fig. 1(b). We do so
because it has been suggested repeatedly that the ionic part
of the screening contributes less for excitons with increased
binding energy (see, e.g., Refs. [61,62] for the case of MgO;
the theoretical underpinning is described in Refs. [15,16]). A
general overestimation of the binding energy is observed.

Ionicity. Figure 1(c), which shows the binding energy plot-
ted against the ionicity measure  of Eq. (11), confirms the
qualitative intuition: More ionic compounds with smaller 

generally have larger exciton binding energies. However, 

evaluated only on the valence band manifold collapses to
a numerical zero already for many compounds which one
would consider “intermediately ionic” like the binary II-
VI compounds. The cause of this is evident when looking
at the MLWFs of, e.g., MgO: The valence band manifold
MWLFs consists of three p orbitals centered directly on the
oxygen atom. Evaluating Eq. (10) for orbitals which are anti-
/symmetric with respect to some atom yields zero. One can
remedy this by including additional valence band manifolds,
e.g., lower-lying s orbitals of the anion (which for tetrahe-
drally coordinated compounds typically yields sp3-looking
MLWFs). However, such an ad hoc inclusion is extremely dif-
ficult to automate and to generalize properly for more complex
compounds. Simply including all valence bands introduces
a dependence on the pseudopotentials employed in the DFT
calculation, as the value of  would then depend on how many
(semi)core states are included.

Band dispersion. The valence band dispersion D shown
in Fig. 1(d) also exhibits the expected correlation, with less
dispersed, i.e., more localized, valence band states generally
corresponding to larger exciton binding energies. We have not
analyzed the equivalent property for the conduction band in
detail, but a cursory analysis showed—in view of the explicit
μX dependence of the WM model somehow surprisingly—
that the conduction band dispersion has considerably less
predictive power regarding the exciton binding energy. On
second thought, this is not so surprising since in semicon-
ductors band gap, electron mass(es), hole mass(es), and the
electronic contribution to the dielectric constant are strongly
correlated with each other. For example, in k · p theory, these
quantities are all determined by the momentum matrix ele-
ment and, thus, are all intimately related with each other.

Localization and colocalization. As shown in Fig. 1(e),
in general the exciton binding energy Eb increases with an
increased proportion of localized states near the anion Nv

evaluated via Eq. (5). This agrees well with the earlier ob-
servation that more ionic compounds possess more strongly
bound excitons. The approach, however, fails to account for
compounds with a single species, where Nv trivially collapses
to 1. Analyzing the corresponding property Nc for the con-
duction bands shows hardly any predictive power (see the SM
[59] including Ref. [63]).

Dvorak et al. [19] evaluate the number of colocalized va-
lence and conduction states, but they do not go into much
detail regarding the exact definition. Somehow surprisingly,
the analysis using our colocalization measure NvNc in Fig. 1(f)

075204-6



PREDICTING EXCITON BINDING ENERGIES FROM … PHYSICAL REVIEW B 110, 075204 (2024)

0.00 0.02 0.04 0.06

NvNc (unnormalized)

0

25

50

75

100

E
b

(m
eV

)
AlN

GaN

AlP

GaP

GaAs

InP

FIG. 2. Unnormalized number of colocalized states near the an-
ion NvNc vs the experimental exciton binding energy Eb for binary
compounds. The different markers correspond to different material
classes as indicated in the legend of Fig. 1(b). Red markers indicate
the materials analyzed by both us and Dvorak et al. [19]. The red line
is the numerical fitting of Eb = α

√
NvNc through all red markers, as

suggested in Ref. [19]. The data point for NaCl is off the scale of the
plot to the top right, shown in the SM [59]. As it does not agree with
the overall trend, it was ignored in the square-root fit.

shows a significantly worse predictive power than Nv alone.
As shown in Fig. 2, the unnormalized number of colocal-
ized states near the anion, i.e., ignoring the denominators in
Eq. (5), recovers the square-root trend shown by Dvorak et al.
[19] for the materials analyzed by both them and us, but does
not generalize to the other binary materials.

As shown in the SM [59], we also do reproduce the results
of Ref. [19] regarding a roughly linear relation between the
electron localization length (expressed through the irreducible
spread of the MLWFs [36]) and the electronic part of the
dielectric constant. The results of Souza et al. [36] would, as
discussed above, predict an inverse proportionality between
EG and �I/J and thus a roughly square-root dependence
between εe and �I/J . Due to the inability of GGA functionals
to describe small bandgap materials (large �I/J) and with the
spread we observe between different compounds, it is based
on the presently available data not possible to decide which
relation would better fit to our results.

B. Two-predictor classifications

Data analysis based on individual predictors, as described
in the previous subsection, ideally leads to bijective correla-
tions, or at least makes it possible to separate different data
clusters by straight lines or simple boundaries. Using just one
predicting property, this is evidently not possible with the
selected predictors. Even though strong correlations were
found, there were several outliers for each property. Fortu-
nately, the outliers tend to be different for different traits.
Therefore, the next logical step is to combine two or more
properties as predictors. In this paper, we do not go be-
yond combinations of two properties, as initial attempts to
go beyond more than two parameters using support vector
regression or random forests led to significant overfitting.

We found empirically that, at least for our dataset, the
most useful of the two-properties-to-Eb correlations is the
combination of the scaled dispersion of the topmost valence
band D and the energy EWM

b of the WM model. This is shown
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FIG. 3. Wannier-Mott prediction EWM
b over the mean dispersion

of the valence band D with color-coded experimental energies Eb.
The different markers correspond to different material classes as
indicated in the legend of Fig. 1(b).

in Fig. 3, where the color indicates the experimental binding
energy: The exciton binding energy EB clearly increases as
one moves to the upper left region.

There is, apart from a few outliers, a roughly linear relation
between Nv and D (shown as Figs. S3(b) and S4(b) in the
SM [59]). Therefore, it is not surprising that a similarly high
predictive power can be achieved using EWM

b in combination
with the proportion Nv of localized valence states on the anion
(shown as Figs. S3(a) and S4(a) in the SM [59]). Using Nv

instead of D avoids the construction of MLWFs, but intro-
duces two additional parameters in the form of the radius and
the energy range over which the integration of the spatially
resolved density of states is carried out [see Eq. (4)]. More
two-property correlations are shown within the SM [59].

We proceed with a discussion of the relation between D,
the WM model and Eb. The trends seen in Fig. 3 can be used
to cluster the exciton binding energies into three generally
well-separated groups from 0 to 50 meV, 50 to 150 meV, and
above 150 meV, see top panel of Fig. 4. The only clear outliers
are SnO2 and CsPbCl3. Both materials are also outliers in the
combination of the WM model EWM

b and the share of localized
valence states Nv , as shown within the SM [59]. We note
that their exciton binding energies of 32.7 meV and 64 meV,
respectively, are not too far from the somewhat arbitrary clus-
ter limit of 50 meV, and that only one primary source was
available for each material.

The predictive power does not degrade too much if the di-
electric constant instead of the WM model is used. This choice
avoids all ambiguities related to the calculation of the reduced
exciton mass μX . The correlation of the two properties and
the resulting clustering is shown in the middle panel of Fig. 4
using the DFT-calculated full dielectric constant. Correspond-
ing figures using only the ionic or electronic contribution to
the dielectric function are shown within the SM [59].

Finally, even using only the indirect bandgap instead of the
WM model or the dielectric constant still results in significant
predictive power (bottom panel of Fig. 4).

The results generally confirm the common belief that weak
screening (corresponding to a large WM prediction, a small
dielectric constant, and a large gap) is necessary for strongly
bound excitons. In addition, the results tentatively suggest
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FIG. 4. Wannier-Mott prediction EWM
b , full static dielectric con-

stant εe
r + εi

r and indirect band gap E indir
g over the mean dispersion

of the valence band D with the color determined from clustering Eb

(yellow: Eb < 50 meV, turquoise: 50 meV < Eb < 150 meV, purple:
150 meV < Eb). Interesting materials on the edges between clusters
and outliers are annotated with arrows. The different markers cor-
respond to different material classes as indicated in the legend of
Fig. 1(b).

that especially weakly bound excitons require not only strong
screening but also delocalized valence states.

VI. CONCLUSION

In summary, we have presented a broadly applicable
method of clustering materials according to their exciton
binding energies using only ground-state properties. We have
carried out ground-state DFT calculations for 51 compounds
from a large variety of material systems, and based on these,
evaluated a diverse set of ground-state properties expected to
correlate with the binding energy of the lowest bright exciton.
We were able to confirm in most cases the proposed correla-
tions, while also confirming the existence of several outliers.
In addition to the WM model, properties more directly related
to localization and ionicity also have significant predictive

power. We believe that more refined predictors especially for
the ionicity, for example using definitions based on Born
effective charges [64], are a promising direction for future
studies.

The combination of different properties can remove most
of the outliers and, while still not providing a full quantitative
prediction, allows for a highly reliable categorization. Such
a computationally inexpensive categorization paves the way
for efficient computation of optical properties, e.g., in the
context of high-throughput studies. An easy-to-use workflow
for evaluating all predictors as defined above is provided.
If more high-quality experimental data or theoretical data
were available, one could look at higher correlations involving
more properties using for example, support vector machines,
kernel ridge regression, random forests, or other small data
machine learning methods [65].

The data and workflows supporting the results of this paper
are publicly available at [66]. The workflow is designed to
handle materials whose structure is available on the Materials
Project [38] or as a CIF file. Possible future updates will be
made available via GitHub [57].
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APPENDIX: EXCITON BINDING ENERGY DATASET

In this Appendix, Tables I–VI, we present the curated
dataset containing experimental exciton binding energies for
51 bulk compounds, split into meaningful material groupings.
If more than one plausible reference for the exciton binding
energy was found for a given material, we used the average
value in our analysis. The Materials Project [38] ID of the
given material is given in the ID column.

TABLE I. Dataset for group IV materials.

Group Material ID Eb (meV) Reference

Diamond mp-66 70 [67]
80 [68]

IV Si mp-149 14.3 [69]
14.7 [70]

C3N4 mp-1985 116 [71]
3C-SiC mp-8062 27 [72]
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TABLE II. Dataset for group III-V materials.

Group Material ID Eb (meV) Reference

AlN mp-661 48 [73]
71 [74]
80 [75]

20 [76]
20 [77]
20 [78]

20.4 [79]
21 [80]

GaN mp-804 25 [81]
25 [21]

III-V 25.3 [82]
26 [83]

26.4 [84]
26.7 [85]

AlP mp-1550 25 [86]

GaP mp-2490 10 [87]
19.5 [88]

GaAs mp-2534 3.1-4.0 [89]
4.2 [90]

InP mp-20351 5.1 [91]
AlGaAs2 mp-1228891 4 [92]

TABLE III. Dataset for group II-VI materials.

Group Material ID Eb (meV) Reference

SrS mp-1087 70 [25]
BaSe mp-1253 78 [25]

MgO mp-1265 80 [62]
85 [61]

BaO mp-1342 73 [25]
II-VI CaSe mp-1415 70 [25]

BaS mp-1500 73 [25]
CaS mp-1672 70 [25]
SrO mp-2472 66 [25]

CaO mp-2605 60 [25]
104 [61]

SrSe mp-2758 88 [25]

TABLE IV. Dataset for group I-VII materials.

Group Material ID Eb (meV) Reference

KF mp-463 900 [93]
NaF mp-682 800 [93]
LiF mp-1138 900 [93]
CsF mp-1784 800 [93]
RbF mp-2064 800 [93]
NaCl mp-22862 900 [93]

I-VII KI mp-22898 400 [1]
450 [94]

RbI mp-22903 500 [94]
NaBr mp-22916 400 [93]
KCl mp-23193 900 [93]
KBr mp-23251 700 [93]
NaI mp-23268 300 [1]
LiH mp-23703 42 [95]

TABLE V. Dataset for the rare gas solids.

Group Material ID Eb (meV) Reference

Ne mp-111 4100 [93]
VIII Ar mp-23155 2100 [93]

Kr mp-612118 1500 [93]
Xe mp-611517 1000 [93]

TABLE VI. Dataset for all materials not included in previous tables.

Group Material ID Eb (meV) Reference

SnO2 mp-856 32.7 [96]

As2Se3 mp-909 50 [97]
57 [98]

α-Al2O3 mp-1143 130 [99]
Sb2Se3 mp-2160 6 [100]

InBr mp-22870 11.6 [101]
Others TlBr mp-22875 6.5 [102]

CsPbCl3 mp-23037 64 [103]
TlCl mp-23167 11 [102]
InI mp-23202 4.2 [101]

PbCl2 mp-23291 86 [104]
PbBr2 mp-28077 69 [104]

MaPbBr3 mp-732337 10-15 [24]
MaPbI3 mp-995214 10-15 [24]
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