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Two-site reduced density matrix from one- and two-particle Green’s functions

Gergő Roósz ,1 Anna Kauch ,2 Frederic Bippus ,2 Daniel Wieser ,2 and Karsten Held2

1HUN-REN Wigner Research Centre for Physics, H-1525 Budapest, P.O. Box 49, Hungary
2Institute of Solid State Physics, TU Wien, 1040 Vienna, Austria

(Received 21 December 2023; revised 21 May 2024; accepted 1 July 2024; published 8 August 2024)

Strongly correlated electron systems are challenging to calculate, and entanglement in such systems is not
widely analyzed. We present an approach that can be used as a postprocessing step for calculating the two-site
reduced density matrix and from it entanglement measures such as the mutual information and entanglement
negativity. Input is only the one- and two-particle Green’s function, which is the output of numerous many-body
methods. As an illustration, we present results for a toy model, the Hubbard model on a 2 × 2 cluster and a
six-site ring.

DOI: 10.1103/PhysRevB.110.075115

I. INTRODUCTION

There is recent interest in the entanglement properties of
strongly correlated many-body systems in general [1–5] and
in the entanglement properties of the Hubbard model in partic-
ular [6,7]. With the augmented perspective of entanglement,
there is the hope of arriving at a better understanding of phase
transitions and the complex physics of correlated electron
systems.

In general, entanglement measures such as the von Neu-
mann [8] or Rényi entropy [9] at zero temperature or the
mutual information [10] and entanglement negativity [11,12]
at finite temperatures require knowing the reduced density
matrix. For wave function–based methods such as exact di-
agonalization (ED) [13] or matrix product states (MPS) [14],
the reduced density matrix can be calculated directly. The
exact diagonalization is restricted to rather small fermionic
systems; the MPS can overcome this exponential problem if
the entanglement in the system is moderate as is the case,
e.g., in one dimension or in strip-like systems [6]. Then it
is possible to calculate entanglement measures of extended
subsystems.

For Green’s function–based methods, on the other hand,
or in experiments, we obtain typically only one- and
two-particle Green’s functions or measure corresponding
spectral functions. Determining the full reduced density ma-
trix for an extensive subsystem is then impossible. Green’s
function–based methods such as the dynamical vertex ap-
proximation (D�A) [15] or (cluster) dynamical mean field
theory [6,16] allow the simulation of larger systems and
wider parameter range than MPS, quantum Monte Carlo,
or ED.

The goal of the present paper is to show the possibility
of calculating the two-site reduced density matrix using one-
and two-particle Green’s functions. The information of this
two-site density matrix is equivalent to obtaining the expecta-
tion values of every Hermitian operator, which can be defined
on the two sites. Let us emphasize that the two sites can
be at varying distances, which allows us to extract much
more information on entanglement than if the two sites were
fixed.

For qubits or spins, there is agreement on how to define
useful measures of entanglement [17–19]. In comparison,
entanglement for strongly correlated fermions is still in its
infancy [5,19–23]. Among others, there is an ongoing discus-
sion on several types of entanglement measures [24–28], the
experimental usefulness of one-body fermionic entanglement
[29], and the possible restriction (projection) of the reduced
density matrix by the super-selection rule [25,26]. The last
is relevant if experiments are restricted to locally measurable
operators.

As an illustration we calculate, in the present paper, the
mutual information and the entanglement negativity in small
Hubbard clusters. The mutual information measures the total
correlation between a bipartition and is therefore an upper
bound that the entanglement correlations cannot exceed. The
negativity, on the other hand, can only be nontrivial if the
system is entangled. Thus, a combination of both measures
gives clear bounds on the parameter space for which en-
tanglement is possible and provides a subspace for which
entanglement certainly exists. Let us emphasize that hav-
ing the reduced density matrix at hand, one can, however,
calculate any entanglement or correlation measure based
on it.

The mutual information is defined as follows: Let A
and B be two selected sites of our much larger strongly
correlated electron system that we consider. Then the re-
duced density matrix for both sites A ∪ B is ρA∪B, and
the reduced density matrices of the individual sites A and
B are ρA and ρB. With these, the mutual information is
defined as

I = SA + SB − SA∪B (1)

SA∪B = −TrρA∪B ln ρA∪B (2)

SA = −TrρA ln ρA (3)

SB = −TrρB ln ρB. (4)

The entanglement negativity [11,12] characterizes the en-
tanglement between the two parts (here sites) of a system A
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and B. To define it, we consider a basis |n, m〉, where |n〉 is a
basis in the A part and |m〉 is a basis in the B part. One defines
the partial transpose of an operator O in the Hilbert space of
A ∪ B as

〈n, m|OTA |r, s〉 ≡ 〈r, m|O|n, s〉. (5)

The density matrix has only non-negative eigenvalues; how-
ever in the case of entanglement between A and B the partial
transpose ρTA of the density matrix may have negative eigen-
values. The negativity is defined as the sum of these negative
eigenvalues,

N =
∑
λk<0

|λk|, (6)

where λk denotes the spectrum of the partial transpose of the
density matrix.

The outline of the paper is as follows: In Sec. II, we
introduce the Hubbard model to set the notation and units.
In Sec. III the two-site reduced density matrix is defined and
its elements explicitly written out. The equations of motion
are used to reexpress six- and eight-operator expectation val-
ues with four-operator ones. The explicit expressions for the
matrix elements of the density matrix in terms of one- and
two-particle Green’s functions are given in Sec. IV, with addi-
tional derivations and reformulations given in the Appendixes.
The results for mutual information and entanglement nega-
tivity obtained from the previously derived expressions for
the density matrix elements for the two-site, 2 × 2-site, and
six-site Hubbard model are presented in Sec. V. We finally
conclude the paper with Sec. VI, where we also give an
outlook.

II. MODEL

In this work, we focus on the single-band Hubbard model
with nearest-neighbor hopping, but our formalism can also
be extended to more complicated hoppings and interactions
and multiorbitals. The Hubbard model is defined by the
Hamiltonian

H = −t
∑

〈i, j〉,σ
c†

iσ c jσ + U
∑

i

ni↑ni↓ − μ
∑
i,σ

niσ , (7)

where c(†)
iσ is the fermion annihilation (creation) operator

on-site i with spin σ , t is the hopping amplitude between
neighboring sites on the lattice (the notation 〈i, j〉 indicates
that the sum is only over pairs of nearest-neighboring sites
i, j and no pair is counted twice), U is the on-site Coulomb
repulsion, μ is the chemical potential, and niσ = c†

iσ ciσ . In the
following, we set t ≡ 1 as the unit of energy, frequency, and
temperature (i.e., we also set h̄ ≡ 1 and kB ≡ 1).

The theoretical formalism presented in the paper is
applicable to systems with arbitrary dimension. In the

examples that we give in Sec. V we focus on small size
clusters (two, four, and six lattice sites) with periodic
boundary conditions. In Sec. V we present results for both
the ground state (T = 0) and finite temperature. We of-
ten use β to denote the inverse of the temperature, i.e.,
β ≡ 1/T .

III. DENSITY MATRIX OF TWO SITES

The basic quantity we consider in this paper is the reduced
density matrix for two lattice sites. The (reduced) density
matrix of any system can be written as [30]

ρ =
d2∑

i=1

Ai〈Ai〉, (8)

where d is the dimension of the Hilbert space and Ai for i =
1 . . . d2 forms a basis in the space of the self-adjoint operators,

Ai = A†
i (9)

TrAiAj = δi, j . (10)

A well-known example of such a basis is the three (normal-
ized) Pauli matrices plus the unit matrix for d = 2. We will
use Eq. (8) to construct the density matrix of the two sites, so
we have to compute the expectation value of all operators. To
do so, one has to choose a basis, and the order of the basis
vectors. In the space of the self-adjoint operators, we choose
the following basis:

An,m = 1√
2 + 2δn,m

(|vn〉〈vm| + |vm〉〈vn|) (11)

Aimag
n,m = i√

2
(|vn〉〈vm| − |vm〉〈vn|). (12)

Here, An,m for n = m contains the operators that project onto
a basis vector |vn=m〉; for n 	= m it is an operator which
mixes the two basis vectors and has real components [31].
For every two basis vectors there is a mixing operator with
a purely imaginary matrix, these are the Aimag

n,m operators. All
An,m and all Aimag

n,m together form the basis in the operator
space.

Our Hamiltonian is a real matrix on the occupation
number basis, so the eigenvectors are also real. To ful-
fill this requirement all 〈Aimag

n,m 〉 must be purely imagi-
nary numbers, which contradicts the requirement that ex-
pectation values of self-adjoint operators must be real,
therefore 〈

Aimag
n,m

〉 = 0 for n, m = 1 . . . 16. (13)

There is spin conservation and also particle number conser-
vation. With these symmetries, the density matrix has only 26
nonzero elements (of 16 × 16 = 256). (Here, the particle-hole
symmetry is not used.) The structure of the density matrix in
this basis can be seen in Eq. (14). All elements that are not
displayed are zero.
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ρ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ρ1,1

ρ2,2 ρ2,4

ρ3,3 ρ3,5

ρ2,4 ρ4,4

ρ3,5 ρ5,5

ρ6,6 ρ6,8 ρ6,9 ρ6,11

ρ7,7

ρ6,8 ρ8,8 ρ8,9 ρ8,11

ρ6,9 ρ8,9 ρ9,9 ρ9,11

ρ10,10

ρ6,11 ρ8,11 ρ9,11 ρ11,11

ρ12,12 ρ12,14

ρ13,13 ρ13,15

ρ12,14 ρ14,14

ρ13,15 ρ15,15

ρ16,16

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(14)

For every matrix element of ρ we have ρn,m = 〈An,m〉, with
the diagonal operators An,n being (in second quantized form)

A1,1 = (1 − ni↑) (1 − ni↓) (1 − n j↑) (1 − n j↓) (15)

A2,2 = (1 − ni↑) (1 − ni↓) (1 − n j↑) n j↓ (16)

A3,3 = (1 − ni↑) (1 − ni↓) n j↑ (1 − n j↓) (17)

A4,4 = (1 − ni↑) ni↓ (1 − n j↑) (1 − n j↓) (18)

A5,5 = ni↑ (1 − ni↓) (1 − n j↑) (1 − n j↓) (19)

A6,6 = (1 − ni↑) (1 − ni↓) n j↑ n j↓ (20)

A7,7 = (1 − ni↑) ni↓ (1 − n j↑) n j↓ (21)

A8,8 = ni↑ (1 − ni↓) (1 − n j↑) n j↓ (22)

A9,9 = (1 − ni↑) ni↓ n j↑ (1 − n j↓) (23)

A10,10 = ni↑ (1 − ni↓) n j↑ (1 − n j↓) (24)

A11,11 = ni↑ ni↓ (1 − n j↑) (1 − n j↓) (25)

A12,12 = (1 − ni↑) ni↓ n j↑ n j↓ (26)

A13,13 = ni↑ (1 − ni↓) n j↑ n j↓ (27)

A14,14 = ni↑ ni↓ (1 − n j↑) n j↓ (28)

A15,15 = ni↑ ni↓ n j↑ (1 − n j↓) (29)

A16,16 = ni↑ ni↓ n j↑ n j↓ (30)

For the nondiagonals, we get

A2,4 = 1√
2

(c†
i↓c j↓ + c†

j↓ci↓)(1 − ni↑)(1 − n j,↑) (31)

A3,5 = 1√
2

(c†
i↑c j↑ + c†

j↑ci↑)(1 − ni↓)(1 − n j,↓) (32)

A8,6 = 1√
2

(c†
i↑c j↑ + c†

j↑ci↑)(1 − ni↓)n j,↓ (33)

A9,6 = − 1√
2

(c†
i↑c j↑ + c†

j↑ci↑)(1 − ni↑)n j,↑ (34)

A11,6 = 1√
2

(c†
i↑c†

i↓c j↓c j↑ + c†
j↑c†

j↓ci↓ci↑) (35)

A8,9 = 1√
2

(c†
j↑c†

i↓ci↑c j↓ + c†
j↓c†

i↑ci↓ci↑) (36)

A8,11 = 1√
2

(c†
j↓ci,↓ + c†

i↓c j↓)ni↑(1 − n j,↑) (37)

A9,11 = −1√
2

(c†
j↑ci,↑ + c†

i↑c j↑)ni↓(1 − n j,↓) (38)

A12,14 = −1√
2

(c†
j↑ci↑ + c†

i↑c j↑)ni↓n j,↓ (39)

A13,15 = −1√
2

(c†
j↓ci↓ + c†

i↓c j↓)ni↑n j↑. (40)

The expectation values of all these operators will now be
written in terms of four-point and two-point functions and
the derivatives of the four-point functions. Actually, some of
the operators in Eqs. (15)–(40) are already expressed by four
or fewer fermion operators, and therefore easy to connect
to four-point functions (when taking the expectation value).
However, others contain terms with six and eight fermion
operators. To calculate these we use the equations of motion in
imaginary time, and relate the six and eight operator terms to
single and double imaginary time derivatives of the correlators
in the following.

This is a formidable task [32], and we start with the equa-
tion of motion for the annihilation operator ci↑, which reads
for the Hubbard model with nearest-neighbor hopping

∂ci↑(τ )

∂τ
= [H, ci↑] = t

∑
δ

ci+δ↑ − μci↑ − Uci↑c†
i↓ci↓. (41)
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Here, δ sums over all nearest neighbors i + δ of site i. In
principle, we would have another set of δ′’s for every i, but for
the sake of compactness we omit a subindex. In a numerical
implementation i is typically a d-dimensional tuple in terms
of the basis vectors of the lattice. For example, for the square
lattice we would add δ ∈ {(1, 0), (−1, 0), (0, 1), (0,−1)} to
i = (ix, iy) (in this notation δ is then anyhow independent of
i).

To get the aforementioned eight-point function
〈ni↑ni↓n j↑n j↓〉, one can consider the derivative
〈 ∂

∂τ1
ci↑(τ1)c†

i↑(τ2) ∂
∂τ3

c j↑(τ3)c†
j↑(τ4)〉 and either calculate it

directly or by relating it to the derivatives of two-particle
Green’s functions (as we will do later). On the other hand,
using the equation of motion, we can express the double
derivative as a sum of the eight-point function and six and
four fermionic operator expectation values. For the six-point
expectation values one can use the equation of motion
again, and then collect the terms. Some terms cancel each
other and the final expression contains maximally four-point
correlators. Let us consider explicitly the following term,
which contributes to 〈A7,7〉:

〈ci↑(τ1)c†
i↓(τ1)ci↓(τ1)c†

i↑(τ2)c j↑(τ3)c†
j↓(τ3)c j↓(τ3)c†

j↑(τ4)〉

= 1

U 2

∂

∂τ1

∂

∂τ3
〈ci↑(τ1)c†

i↑(τ2)c j↑(τ3)c†
j↑(τ4)〉

− t

U 2

∑
δ

[
∂

∂τ3
〈ci+δ↑(τ1)c†

i↑(τ2)c j↑(τ3)c†
j↑(τ4)〉

+ ∂

∂τ1
〈ci↑(τ1)c†

i↑(τ2)c j+δ↑(τ3)c†
j↑(τ4)〉

]

− μ

U 2

∂

∂τ3
〈ci↑(τ1)c†

i↑(τ2)c j↑(τ3)c†
j↑(τ4)〉

− μ

U 2

∂

∂τ1
〈ci↑(τ1)c†

i↑(τ2)c j↑(τ3)c†
j↑(τ4)〉

+ t2

U 2

∑
δ,


〈ci+δ↑(τ1)c†
i↑(τ2)c j+
↑(τ3)c†

j↑(τ4)〉

+ μt

U 2

∑
δ

[〈ci+δ↑(τ1)c†
i↑(τ2)c j↑(τ3)c†

j↑(τ4)〉

+ 〈ci↑(τ1)c†
i↑(τ2)c j+δ↑(τ3)c†

j↑(τ4)〉]

+ μ2

U 2
〈ci↑(τ1)c†

i↑(τ2)c j↑(τ3)c†
j↑(τ4)〉, (42)

with δ and 
 denoting all possible shifts to nearest neighbors
of the site indices i and j, respectively. Please note that we
restrict ourselves to the case of nearest-neighbor hopping here.
For longer-range hoppings there would occur further terms
from the commutator, but the overall calculation would be
very similar. To obtain the final expression for the (equal time)
density matrix elements, all four imaginary times are set to
zero: τ1 → τ+

2 → τ+
3 → τ+

4 → 0+.
There are two additional six-operator terms needed for the

density matrix. For the diagonal, a product of three different
number operators is needed—due to the spin and site in-
terchange symmetries it does not matter which three, so let
us thus consider only 〈ni↑ni↓n j↑〉 in the following. For the

off-diagonals, we need, for similar symmetry arguments, only
one kind of six-operator term, say, 〈c†

i c jn j↑ni↑〉.
The equation of motion relating 〈ni↑ni↓n j↑〉 to the four

operator expectation values is

〈ni↑ni↓n j↑〉 = 〈ni↓〉 − 〈ni↓n j↑〉 − 〈ni↑ni↓〉

− t

U

∑
δ

〈ci+δ↑c†
i↑c j↑c†

j↑〉 − μ

U
〈ci↑c†

i↑c j↑c†
j↑〉

+ 1

U

∂

∂τ1
〈ci↑(τ1)c†

i↑(τ2)c j↑(τ3)c†
j↑(τ4)〉, (43)

where the imaginary time dependence is only explicitly writ-
ten out in the last term. Similarly, the equation of motion used
for the off-diagonal terms is

〈c†
i↓c j↓n j↑ni↑〉 = − 〈c j↓c†

i↓〉 + 〈c j↓c†
i↓c j↑c†

j↑〉

− t

U

∑
δ

〈c j+δ↓c†
i↓ci↑c†

i↑〉 + μ

U
〈c j↓c†

i↓ci↑c†
i↑〉

− 1

U

∂

∂τ1
〈c j↓c†

i↓ci↑c†
i↑〉. (44)

Using the spin conservation and the equivalence of the two
sites, one finds that a lot of matrix elements are equal. To get
the matrix elements from correlators and derivatives of corre-
lators, one uses the above-mentioned equations of motion and
collects all terms.

After we have seen how the higher-order correlators can be
expressed through time derivatives of lower-order correlators,
let us express all elements of the reduced two-site density
matrix by a number of correlators C, which we define later
and which are combinations of the two- and four-point (one-
and two-particle) Green’s function.

The off-diagonal terms are given by the following
expressions:

ρ11,6 = C10 (45)

ρ8,9 = C11 (46)

ρ2,4 = ρ3,5 =
( μ

U
− 1

)
C8A + t

U
C12 − 1

U
C4 (47)

ρ8,6 = ρ8,11 = −ρ9,11 = −ρ9,6

=
(

1

2
− μ

U

)
C8A − 1

2
C8B − t

U
C12 + 1

U
C4 (48)

ρ12,14 = ρ13,15 = C9 − C8A − t

U
C12 + 1

U
C4 − μ

U
C8A, (49)

where the two- and four-point correlators C’s are given explic-
itly in the next section.

The ρ7,7 matrix element is given by

ρ7,7 = ρ10,10 = 1

U 2
C1 − t

U 2
Ct − μ

U 2
Cμ + t2

U 2
Ct2 + μt

U 2
Cμt

+ μ2

U 2
C5. (50)
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Before calculating the remaining diagonal matrix elements,
we provide, as an intermediate step, expressions for the fol-
lowing expectation values:

〈ni↑〉 = 1 − C13 (51)

〈ni↑n j↑〉 = −1 + 2〈ni↑〉 + C5 (52)

〈ni↑n j↓〉 = −1 + 2〈ni↑〉 + C6 (53)

〈ni↑ni↓〉 = −1 + 2〈ni↑〉 + C7 (54)

〈ni↑ni↓n j↑〉 = − 〈ni↑〉 + 〈ni↑n j↓〉 + 〈ni↑ni↓〉

+ t

U
Cμt1 + μ

U
C5 − 1

U
Cμ2 (55)

〈ni↑ni↓n j↑n j↓〉 = ρ7,7 + 2〈ni↑ni↓n j↑〉 − 〈ni↑n j↑〉. (56)

With these expectation values, the diagonal matrix elements
can be calculated as

ρ16,16 = 〈ni↑ni↓n j↑n j↓〉 (57)

ρ1,1 = 〈ni↑ni↓n j↑n j↓〉 − 4〈ni↑ni↓n j↑〉 + 2〈ni↑ni↓〉
+ 2〈ni↑n j↑〉 + 2〈ni↑n j↓〉 − 4〈ni↑〉 + 1 (58)

ρ2,2 = ρ3,3 = ρ4,4 = ρ5,5 = −〈ni↑ni↓n j↑n j↓〉 + 3〈ni↑ni↓n j↑〉
− 〈ni↑n j↑〉 − 〈ni↑n j↓〉 − 〈ni↑ni↓〉 + 〈ni↑〉 (59)

ρ6,6 = ρ11,11 = 〈ni↑ni↓n j↑n j↓〉 − 2〈ni↑ni↓n j↑〉 + 〈ni↑ni↓〉
(60)

ρ8,8 = ρ9,9 = 〈ni↑ni↓n j↑n j↓〉 − 2〈ni↑ni↓n j↑〉 + 〈ni↑n j↓〉
(61)

ρ12,12 = ρ13,13 = ρ14,14 = ρ15,15 = −〈ni↑ni↓n j↑n j↓〉
+ 〈ni↑ni↓n j↑〉. (62)

With Eqs. (51) and (54), we can also calculate the reduces
density matrix ρA(B) of a single site A(B) that is needed
for the mutual information, see Appendix D. Further, Ap-
pendix E lists the eigenvalues of the two-site density matrix
ρ [Eq. (14)].

IV. CONNECTION TO THE ONE- AND TWO-PARTICLE
GREEN’S FUNCTIONS

For calculating the reduced two-site density matrix with
the equations of the last section, we still need the correla-
tors C. These can be calculated directly in the position and
imaginary time variables. In the case of extended systems with
translational symmetry, we can reexpress all of the correlators
through one- and two-particle Green’s functions dependent on
momentum and Matsubara frequency. The derivatives with re-
spect to imaginary time can be replaced by multiplication with
the respective Matsubara frequency. Please note, once again,
that the equal time correlators occurring in the above expres-
sions are not Green’s functions, since they do not contain the
time-ordering operator T (they are already time ordered). By
appropriate reordering of the operators, we can always obtain
them as Green’s functions in the equal time limit. Special care

has to be taken for reexpressing of time derivatives of already
time-ordered correlators.

A. Derivatives of Green’s functions

Before finally turning to the connection of the correlators
C to Green’s functions, it is helpful to explicitly look at the
time derivative. In the equal time limit, the derivative of the
Green’s function has a divergent term originating from the
time-ordering operator:

∂

∂τ1
G12(τ1 − τ2) = − ∂

∂τ1
〈T [c1(τ1)c†

2(τ2)]〉 = −δ(τ1 − τ2)δ12

−
〈
T

[
∂

∂τ1
c1(τ1)c†

2(τ2)

]〉
. (63)

We will later need only the already time-ordered correlators
〈 ∂

∂τ1
c1(τ1)c†

2(τ2)〉 in the limit τ1 → 0+, τ2 = 0, which in the
Matsubara frequency representation gives the following ex-
pression:〈

∂

∂τ1
c1(τ1)c†

2

〉
= − ∂

∂τ1
G12(τ1) − δ(τ1)δ12

= 1

β

∑
ν

iν

[
G12(ν) − 1

iν
δ12

]
e−iντ1 ,

τ1 → 0+, (64)

where G12(ν) = ∫ β

0 dτeiντ G12(τ ). Similarly, for the two-
particle Green’s function

G1234(τ1, τ2, τ3, τ4) = 〈T [c1(τ1)c†
2(τ2)c3(τ3)c†

4(τ4)]〉 (65)

we need to express the time derivatives of the already time-
ordered correlators as a difference of the Green’s function
and the Dirac-δ terms resulting from the derivative of the
time-ordering operator. It turns out that in the equal time limit,
we obtain the derivative of the connected part of the Green’s
functions plus disconnected terms. For example, the doubly
derived correlator in the first term on the right-hand side of
(42) that we need in A7,7 takes the form

lim
τ1→τ2→τ3→τ4=0

〈
∂

∂τ1
c1(τ1)c†

2(τ2)
∂

∂τ3
c3(τ3)c†

4(τ4)

〉

= lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ1

∂

∂τ3
Gconn

1234

]

+ lim
τ1→0+

[〈
∂

∂τ1
c1(τ1)c†

2

〉]
lim

τ3→0+

[〈
∂

∂τ3
c3(τ3)c†

4

〉]

− lim
τ1→0+

[〈
∂

∂τ1
c1(τ1)c†

4

〉]
lim

τ3→0−

[〈
∂

∂τ3
c3(τ3)c†

2

〉]

≡ lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ1

∂

∂τ3
Ĝ1234(τ1, τ2, τ3, τ4)

]
. (66)

In the last line we denoted the modified Green’s-function-like
expression (connected part of the Green’s function plus mod-
ified disconnected terms) as Ĝ1234, which we can thus write
(omitting time variables) as

Ĝ1234 = Gconn
1234 + 〈c1c†

2〉〈c3c†
4〉 − 〈c1c†

4〉〈c3c†
2〉. (67)
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The explicit derivations and definitions of this term and also
other modified Green’s functions G1234 and G̃1234 are given in
Appendix A.

B. Explicit expressions for the C correlators

In the following expressions for the correlators C, we use
a combined notation k = (
k, ν), q = (
q, ω), where 
k and 
q
are momenta and ν, ω are discrete Matsubara frequencies,
fermionic and bosonic ones, respectively. We will also in-
clude all 1/(βNk ) prefactors connected with momentum and
frequency sums (with Nk being the number of discrete mo-
menta and β = 1/T ) in the definition of the

∑
symbol, i.e.,∑

k ≡ 1
βNk

∑

k,ν

. We use the particle-hole notation [15] for the
three-frequency, three-momenta objects, i.e.,

Gi jlm
σ1...σ4

(τ1, τ2, τ3, τ4) =
∑
k,k′,q

Gkk′q
σ1...σ4

e−iντ1 ei(ν+ω)τ2

× e−i(ν ′+ω)τ3 eiν ′τ4 e−i
k
ri ei(
k+
q)
r j

× e−i( 
k′+
q)
rl ei 
k′
rm , (68)

with 
ri denoting the position vector of site i.
We also make use of the SU(2) symmetry and

adopt the following spin notation: ↑↑↑↑=↓↓↓↓≡↑↑,
↑↑↓↓=↓↓↑↑≡↑↓, ↑↓↓↑=↓↑↑↓≡ ↑↓ =↑↑ − ↑↓ for the
two-particle Green’s function. To keep track of derivatives
of some of the following expressions, we explicitly write the
imaginary time arguments τ1, . . . , τ4, which are in the end set
to 0+.

This yields the following expressions of the correlators in
terms of Green’s functions:

(1) Term containing the double derivative

C1(i, j) = ∂

∂τ1

∂

∂τ3
〈ci↑(τ1)c†

i↑(τ2)c j↑(τ3)c†
j↑(τ4)〉

= −
∑
k,k′,q

ν(ν ′ + ω) Ĝkk′q
↑↑ ei 
q(
ri−
r j ), (69)

where Ĝ is the Fourier transform of the correlator intro-
duced in Eq. (66), now in particle-hole notation for the given
spin combination, see also Appendix A for the complete
expression.

(2) Terms with one derivative (coming from the commuta-
tor with the hopping term), with δ denoting all possible shifts
of the site indices i, j to the nearest neighbors

Ct (i, j) = Ct1(i, j) + Ct2(i, j)

=
∑

δ

[
∂

∂τ3
〈ci+δ↑(τ1)c†

i↑(τ2)c j↑(τ3)c†
j↑(τ4)〉

+ ∂

∂τ1
〈ci↑(τ1)c†

i↑(τ2)c j+δ↑(τ3)c†
j↑(τ4)〉

]

= 1

t

∑
k,k′,q

i(ν ′ + ω) G
kk′q
↑↑ ei 
q(
ri−
r j )ε
k

+ 1

t

∑
k,k′,q

iν G̃kk′q
↑↑ ei 
q(
ri−
r j )ε
k′+
q, (70)

where ε
k is the free electron dispersion relation [for the square
lattice ε
k = −2t (cos kx + cos ky)] and the modified Green’s
functions G and G̃ are given in Appendix A.

(3) Terms with one derivative from the chemical potential
term

Cμ(i, j) = Cμ1(i, j) + Cμ2(i, j)

= ∂

∂τ3
〈ci↑(τ1)c†

i↑(τ2)c j↑(τ3)c†
j↑(τ4)〉

+ ∂

∂τ1
〈ci↑(τ1)c†

i↑(τ2)c j↑(τ3)c†
j↑(τ4)〉

= −
∑
k,k′,q

i(ν ′ + ω) G
kk′q
↑↑ ei 
q(
ri−
r j )

−
∑
k,k′,q

iν G̃kk′q
↑↑ ei 
q(
ri−
r j ). (71)

(4) One more term with a derivative

C4(i, j) = ∂

∂τ1
〈c j↓(τ1)c†

i↓(τ2)ci↑(τ3)c†
i↑(τ4)〉

= −
∑
k,k′,q

iν G̃kk′q
↑↓ ei
k(
ri−
r j ). (72)

(5) The double-shift term (
 also denotes all possible
shifts to nearest neighbors). Since the following terms do
not contain time derivatives, we omit the imaginary-time
arguments.

Ct2 (i, j) =
∑
δ,


〈ci+δ↑c†
i↑c j+
↑c†

j↑〉

= 1

t2

∑
k,k′,q

Gkk′q
↑↑ ei 
q(
ri−
r j )ε
k ε
k′+
q. (73)

(6) Single-shift terms

Cμt (i, j) = Cμt1(i, j) + Cμt2(i, j)

=
∑

δ

[〈ci+δ↑c†
i↑c j↑c†

j↑〉 + 〈ci↑c†
i↑c j+δ↑c†

j↑〉]

= −1

t

∑
k,k′,q

Gkk′q
↑↑ ei 
q(
ri−
r j )ε
k

− 1

t

∑
k,k′,q

Gkk′q
↑↑ ei 
q(
ri−
r j )ε
k′+
q. (74)

C12(i, j) =
∑

δ

〈c j+δ↓c†
i↓ci↑c†

i↑〉 = −1

t

∑
k,k′,q

Gkk′q
↑↓ ei
k(
ri−
r j )ε
k .

(75)

(7) Four-leg hopping terms

C8A(i, j) = 〈c j↓c†
i↓ci↑c†

i↑〉 =
∑
k,k′,q

Gkk′q
↑↓ ei
k(
ri−
r j ) (76)

C8B(i, j) = 〈c j↓c†
i↓c j↑c†

j↑〉 =
∑
k,k′,q

Gkk′q
↑↓ ei(
k+
q)(
ri−
r j ). (77)

(8) The following terms are directly representable with the
help of susceptibilities χ

q
α (magnetic for α = m, density for

α = d , and pairing α = s, see Appendix B for the definitions)
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and average occupation per site 〈ni〉 (summed over spin, i.e.,
〈ni〉 = 〈ni↑ + ni↓〉):

C5(i, j) = 〈ci↑c†
i↑c j↑c†

j↑〉 =
∑
k,k′,q

Gkk′q
↑↑ ei 
q(
ri−
r j )

= (1 − 〈ni↑〉)2 + 1

4

∑
q

(
χ

q
d + χq

m

)
ei 
q(
ri−
r j ) (78)

C6(i, j) = 〈ci↑c†
i↑c j↓c†

j↓〉 =
∑
k,k′,q

Gkk′q
↑↓ ei 
q(
ri−
r j )

= (1 − 〈ni↑〉)2 + 1

4

∑
q

(
χ

q
d − χq

m

)
ei 
q(
ri−
r j ) (79)

C7(i, j) = 〈ci↑c†
i↑ci↓c†

i↓〉 =
∑
k,k′,q

Gkk′q
↑↓

= (1 − 〈ni↑〉)2 + 1

4

∑
q

(
χ

q
d − χq

m

)
(80)

C10(i, j) = −〈c j↓c†
i↑c j↑c†

i↓〉
= −

∑
k,k′,q

Gkk′q
↑↓ ei(
k+
k′+
q)(
ri−
r j ) =

∑
q

χq
s ei 
q(
ri−
r j )

(81)

C11(i, j) = 〈ci↑c†
i↓c j↓c†

j↑〉 =
∑
k,k′,q

Gkk′q
↑↓ ei 
q(
ri−
r j )

= 1

2

∑
q

χq
mei 
q(
ri−
r j ). (82)

(9) The last two terms needed are simply related to the
one-particle Green’s function (since Gk

↑↑ = Gk
↓↓, we omit the

spin index):

C9(i, j) = 〈c j↑c†
i↑〉 = −

∑
k

Gkei
k(
ri−
r j ), (83)

C13(i, j) = 〈ci↑c†
i↑〉 = −

∑
k

Gk = 1 − 〈ni↑〉. (84)

The expressions for the correlators C4, C8A, C8B, C12, Cμ,
and Cμt can be reformulated in terms of three-point correlation
functions (see Appendix B). Only C1, Ct , and Ct2 need the
knowledge of the full two-particle Green’s function or the
two-particle vertex.

From the one- and two-particle Green’s functions, we can
thus first calculate the correlators through Eqs. (69)–(84) for
two arbitrary sites i and j. These in turn yield, via Eqs. (45)–
(62) (where the site indices i and j have been dropped), all
elements of the two-site reduced density matrix. Knowing
the relation between two-site density matrix elements and
Green’s functions allows us to compute the density matrix
from Green’s function methods, in particular those that also
compute the two-particle vertex.

V. RESULTS

As an example of application and validation of our equa-
tions, we show results for the mutual information I and
entanglement negativity N between two distinct sites i and j
for the Hubbard model (7). We consider the following geome-
tries: two sites only, four sites arranged in a 2 × 2 cluster (here
we can choose the two sites either as nearest neighbors or as

 0

 1

 2

 3

 0  5  10  15  20  25

I

U

β=1.0
β=2.0
β=5.0
β=7.0

β=10.0
β=15.0

T=0

FIG. 1. Mutual information in the two-site Hubbard model at
half filling (μ = U/2) between the two sites as a function of the in-
teraction U for different values of the inverse temperature β = 1/T .
The horizontal solid black line denotes I = 2 ln 2. Here and in the
following figures, all energies and temperatures are in units of t .

diagonal next-nearest neighbors), and six sites arranged in a
ring (here we have nearest, second-nearest, and third-nearest
neighbors). For the 2 × 2 cluster we use periodic boundary
conditions applied in both the x and y direction—it is then
equivalent to a four-site ring with the hopping equal to 2t .
The results were obtained from exact diagonalization (the
overall dimension of the Fock space for the six-site ring is
212 = 4096, so the full numerical diagonalization is easily
reachable). For the 2 × 2 cluster at T > 0, Eqs. (69)–(84)
were evaluated both directly through expectation values of the
operators in real space (calculating the derivatives with the use
of the commutator) and through the momentum and frequency
sums of the Green’s functions obtained also with exact diago-
nalization from the FERMIONS.JL package written in JULIA [33]
and introduced in Ref. [34]. Since the relations of C correlators
to Green’s functions are exact, the numerical computations
only confirmed the feasibility of performing the momentum
and frequency sums needed in the representations through
Green’s function (for examples of convergence with respect
to the number of Matsubara frequencies, see Appendix C)
and provided for a double check of the equations presented in
this paper. As an additional check, for all clusters considered
the elements of the two-site reduced density matrix were also
evaluated directly from Eqs. (15)–(40) and compared to the
results obtained from Eqs. (69)–(84). Equations (15)–(40)
were also used to compute the results at T = 0. The imaginary
time-frequency formalism was applied only to T > 0 cases.

Let us start the discussion of the results with the two-site
model, for which the mutual information I is plotted in Fig. 1
and the negativity in Fig. 2. Here and in the following, all
parameters given in the plots (U , μ, temperature T ) are in
units of the hopping amplitude, i.e., t ≡ 1 and kB ≡ 1. In this
special two-site case, the calculated two-site density matrix
corresponds to the full density matrix of the system, and I
is twice the von Neumann entanglement entropy at T = 0
since the full density matrix SA∪B = 0 for a pure state. For
U = 0, T = 0, all states on site A are equally populated;
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 0
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 1

 1.5

 0  5  10  15  20  25

N

U

T=0
β=10.0

β=5.0
β=2.0
β=1.5
β=1.0

β=0.75
0.5

FIG. 2. Entanglement negativity of the two-site Hubbard model
at half filling (μ = U/2) between the two sites as a function of the in-
teraction U for different values of the inverse temperature β = 1/T .
The horizontal black line denotes the T = 0 strong coupling limit.

thus, we have a diagonal density matrix (SA)mn = 1/4 δmn and
I = 2SA = 2 ln 4. For U → ∞, T = 0, we have the same but
only for the two-spin states, and thus I = 2SA = 2 ln 2. Both
correspond to maximal entanglement of the electronic and
spin states, respectively. For the spin state at U → ∞ it is the
usual singlet state between the two sites; for U = 0 we simply
have the Slater determinant occupied by spin up and down for
the bonding state, which is maximally entangled. Increasing
T (decreasing β) suppresses this entanglement in Fig. 1, as all
possible states become thermally occupied.

The T = 0 negativity in Fig. 2 shows a similar behavior as
the mutual information in Fig. 1. Notable is a nonmonotonous
behavior at finite temperatures and even some kinks at in-
termediate U values. This emerges from eigenvalues of the
partial transpose crossing zero, see Fig. 3.

For the 2 × 2 Hubbard cluster we have two inequiva-
lent arrangements of the two sites considered in the reduced

-0.1

 0

 0.1

 0.2

 0.3

 0  5  10  15  20  25

E
ig

en
va

lu
e

U

n=1
n=2
n=3
n=4
n=5
n=6

FIG. 3. Distinct eigenvalues εn of the partial transposed density
matrix ρTA in the two-site Hubbard model at half filling (μ = U/2)
as a function of the interaction U for the inverse temperature β =
1/T = 0.75.

 0.25

 0.5

 0.75

 0  5  10  15  20  25

I

U

T=0
β=12.0

β=5.0
β=2.0
β=1.2
β=0.7
β=0.4

FIG. 4. Mutual information in the 2 × 2 Hubbard model at half
filling (μ = U/2) between the two neighboring sites (see inset) as a
function of the interaction strength U for different inverse tempera-
tures β = 1/T .

density matrix: neighboring ones and diagonal ones, see insets
of Figs. 4 and 5 and Figs. 6 and 7, respectively. Both can be
investigated separately. Let us start by discussing the nearest-
neighbor case. Here, both the mutual information I in Fig. 4
and the negativity N in Fig. 5 are suppressed compared to the
two-site case in Figs. 1 and 2. This is to be expected; since
the entanglement of neighboring sites competes with entan-
glement with the other sites, it cannot be perfect anymore for
two sites. Qualitatively different is that I and N indicate an
enhanced entanglement at intermediate U , where we have a
particularly strong antiferromagnetic coupling.

Even more different for the nearest-neighbor case is I
and, particularly, N for the diagonal neighbors of the 2 × 2
cluster shown in Figs. 6 and 7, respectively. Here I ap-
proaches zero for U → 0; the negativity N is even zero for
small but finite U ’s. This can be understood by the vanish-
ing one-particle Green’s function between every second site
in the one-dimensional Hubbard model at U = 0 [35]. The

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0  5  10  15  20  25

N

U

T=0
β=12.0

β=6.0
β=4.0
β=2.0
β=1.0
β=0.7
β=0.5
β=0.4

FIG. 5. Negativity in the 2 × 2 Hubbard model at half filling
(μ = U/2) between the two neighboring sites (see inset) as a func-
tion of the interaction strength U for different inverse temperatures
β = 1/T .
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I

U

T=0
β=10

β=7
β=5
β=2
β=1

FIG. 6. Mutual information in the 2 × 2 Hubbard model at half
filling (μ = U/2) between the two corners (see inset) as a func-
tion of the interaction strength U for different inverse temperatures
β = 1/T .

negativity is also strongly suppressed, actually going to zero
in the limit U → ∞, where the Hubbard model maps onto
a spin model. In contrast, the mutual information is merely
reduced.

The method can also be applied to more distant sites. To
illustrate this point with a simple toy model, we introduce the
six-site ring as a final example. The nearest-neighbor mutual
information and negativity can be observed in Figs. 8 and
9, respectively. The negativity behaves very similar to the
nearest-neighbor case of the 2 × 2 lattice. Only the T →
0,U → 0 limit is different. While the tight-binding model
has a spin degeneracy in the ground state of the four-site
model, no such degeneracy exits for the six-site ring, as we
have three fully filled k-states with no degeneracy. Therefore,
the mutual information behaves more closely to that of the
dimer at small U . The case of entanglement with one inter-
mediate site between the two sites considered is displayed in
Figs. 10 and 11 and has a close resemblance to the diagonal
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β=15
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β=2

FIG. 7. Negativity in the 2 × 2 Hubbard model at half filling
(μ = U/2) between the two corners (see inset) as a function of the
interaction strength U for different inverse temperatures β = 1/T .
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U
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T=0

FIG. 8. Mutual information in the six-site Hubbard ring at half
filling (μ = U/2) and t = 1 between the two points (see inset) as a
function of the interaction strength U for different inverse tempera-
tures β = 1/T .

entanglement in the 2 × 2 system, with the same difference
for T → 0,U → 0. We also note that the negativity requires
comparably large values of U for the six-site ring to de-
tect entanglement. This can be explained by the energy gap
that separates the ground state from the first excited state.
Therefore, higher temperatures are more entangled than the
ground state T = 0 before even higher temperatures cancel
all correlations and entanglement. The farthest distance of two
intermediate sites is provided in Figs. 12 and 13. For small U
and finite T this behaves just like the two-site case, as it has the
same spatial symmetry; effectively the intermediate sites lead
to a reduced hopping parameter t . However, this tendency is
suppressed at large U , where the hopping is suppressed and
the behavior can best be compared to the diagonal case in
the 2 × 2 system. Due to the symmetries one would expect
this similarity to hold for small U as well. However, here the
vanishing one-particle Green’s function for an odd number

 0

 0.2

 0.4
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T=0

FIG. 9. Negativity in the six-site Hubbard ring at half filling
(μ = U/2) and t = 1 between the two points (see inset) as a func-
tion of the interaction strength U for different inverse temperatures
β = 1/T .
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FIG. 10. Mutual information in the six-site Hubbard ring at half
filling (μ = U/2) and t = 1 between the two points (see inset) as a
function of the interaction strength U for different inverse tempera-
tures β = 1/T .

of intermediate sites at U = 0 [35] forces a downturn in the
2 × 2 system.

VI. CONCLUSION AND OUTLOOK

We have outlined in detail a method for calculating the
two-site reduced density matrix from one- and two-particle
Green’s functions. To this end, we have shown, and also con-
firmed numerically, that also the expectation values of eight
and six fermionic operators in the two-site density matrix can
be evaluated with the help of equations of motion using only
four-point correlators. To connect these to Green’s functions,
we reformulated the resulting derivatives of the two-particle
time-ordered correlators in terms of one- and two-particle
Green’s functions summed over frequencies. The final expres-
sions can thus be readily used within any Green’s function
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FIG. 11. Negativity in the six-site Hubbard ring at half filling
(μ = U/2) and t = 1 between the two points (see inset) as a func-
tion of the interaction strength U for different inverse temperatures
β = 1/T .
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FIG. 12. Mutual information in the six-site Hubbard ring at half
filling (μ = U/2) and t = 1 between the two points (see inset) as a
function of the interaction strength U for different inverse tempera-
tures β = 1/T .

method which calculates or approximates the one- and
two-particle Green’s function (or the two-particle vertex). Our
formalism thus allows us to use two-particle diagrammatic ap-
proaches such as the dynamical vertex approximation [15,36],
parquet equations [37,38], and the functional RG [39,40], and
to calculate—in a postprocessing step—also entanglement
measures such as the mutual information and negativity.

The presented derivations were obtained for the local in-
teraction only and nearest-neighbor hopping in the Hubbard
model. It is, however, straightforward to extend it to other
Hamiltonians. (There will then appear more terms in the
equation of motion originating from the commutator [H, ciσ ],
but otherwise analogous steps can be taken.) Many of the
reduced density matrix elements require only the knowledge
of the one-particle Green’s function and charge and magnetic
susceptibilities. These can be even obtained experimentally.
It is an open question how important for the entanglement
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FIG. 13. Negativity in the six-site Hubbard ring at half filling
(μ = U/2) and t = 1 between the two points (see inset) as a func-
tion of the interaction strength U for different inverse temperatures
β = 1/T .
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measures are density matrix elements that require the
knowledge of the full two-particle vertex and cannot be
obtained from susceptibilities or three-point electron-boson
vertices. To investigate this question, as well as how different
approximations reflect in the entanglement measures, is an
interesting direction for future work with the Green’s function
representation of the matrix elements. Our work represents a
starting point, and the results for the two-, four-, and six-site
clusters are only confirming the feasibility of the computa-
tions and serving as a benchmark. For extended systems the
correlators cannot be obtained by direct exact diagonalization,
so the Green’s function approach offers a possible alternative.

In a broader context, having the possibility to compute
the reduced density matrix as a mere postprocessing step
of a Green’s function method paves the way for a much
more widespread calculation of entanglement in strongly
correlated fermion systems. We hope that this will eventu-
ally improve our understanding of entanglement in fermionic
systems as well as of the differences between and appro-
priateness of various entanglement measures [25–28,41,42]
for fermions.

Note added. Upon completion of the present manuscript
we became aware of a related recent paper [43], where the
authors apply cluster dynamical mean-field theory to calculate
the two-point entanglement and correlation measures in the
two-dimensional Hubbard model. We think that our methods
are complementary to each other; while the method used in
Ref. [43] gives almost exact results within the block size, our
Green-function-based method is better suited to investigate
correlations between distant sites.
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APPENDIX A: TIME DERIVATIVE OF THE GREEN’S
FUNCTION AND ITS REPRESENTATION

IN MATSUBARA FREQUENCIES

1. Calculating time-ordered derivatives
and taking the limit of equal times

To calculate the eight-point or six-point equal time corre-
lation functions we need derivatives of already time-ordered
correlators, e.g.,

∂

∂τ3
〈c1(τ1)c†

2(τ2)c3(τ3)c†
4(τ4)〉, (A1)

with τ1 � τ2 � τ3 � τ4. We can calculate these derivatives di-
rectly in τ or connect them to the derivative of the two-particle
Green’s function G1234. The Green’s function includes, how-
ever, the time-ordering operator T that cannot be neglected
when taking the derivative. To begin with a simpler example,
let us first look once again at the derivative of the one-particle
Green’s function,

∂

∂τ3
G34(τ3) = − ∂

∂τ3
〈T [c3(τ3)c†

4(τ4)]〉

= −δ(τ3 − τ4)〈c3(τ3)c†
4(τ4)〉

− δ(τ4 − τ3)〈c†
4(τ4)c3(τ3)〉

−
〈
T

[
∂

∂τ3
c3(τ3)c†

4(τ4)

]〉
. (A2)

The terms with the Dirac delta can be collected into the
anticommutator (because the times become equal under the
delta), and we obtain

∂

∂τ3
G34(τ3) = −δ(τ3 − τ4)δ34 −

〈
T

[
∂

∂τ3
c3(τ3)c†

4(τ4)

]〉
.

(A3)

For the two-particle Green’s function we get 4! = 24 terms,
but only some of them contribute to the equal time limit.

∂

∂τ3
G1234(τ1, τ2, τ3, τ4) = ∂

∂τ3
〈T [c1(τ1)c†

2(τ2)c3(τ3)c†
4(τ4)]〉 =

〈
T

[
c1(τ1)c†

2(τ2)
∂

∂τ3
c3(τ3)c†

4(τ4)

]〉
− θ (τ1 − τ2)δ(τ2 − τ3)θ (τ3 − τ4)〈c1(τ1)c†

2(τ2)c3(τ3)c†
4(τ4)〉

− θ (τ1 − τ2)δ(τ3 − τ2)θ (τ3 − τ4)〈c1(τ1)c3(τ3)c†
2(τ2)c†

4(τ4)〉
− θ (τ1 − τ2)θ (τ2 − τ3)δ(τ3 − τ4)〈c1(τ1)c†

2(τ2)c3(τ3)c†
4(τ4)〉

− θ (τ1 − τ2)θ (τ2 − τ3)δ(τ4 − τ3)〈c1(τ1)c†
2(τ2)c†

4(τ4)c3(τ3)〉 + other terms. (A4)

In the end we are interested in the limit τ1 → τ2 → τ3 →
τ4 = 0, so we cannot neglect the four divergent terms above,
containing δ(τ2 − τ3) or δ(τ3 − τ4) [there are four more
terms with δ(τ2 − τ3) or δ(τ3 − τ4) that contribute and many
other terms that do not contribute in the limit we need].

When taking the limit, however, the divergent terms fall
apart into disconnected terms (i.e., products of one-particle
Green’s function and the Dirac delta). To see this, let us
look at the last two lines of Eq. (A4). We collect the two
terms using the symmetric property of the delta distribution
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[δ(x) = δ(−x)]

− θ (τ1 − τ2)θ (τ2 − τ3)δ(τ3 − τ4)〈c1(τ1)c†
2(τ2)

× [c3(τ3)c†
4(τ4) + c†

4(τ4)c3(τ3)]〉. (A5)

The Dirac-δ makes the times of the last two operatos equal,
which allows us to collect two terms into an anticommutator

c3(τ3)c†
4(τ3) + c†

4(τ3)c3(τ3)

= eHτ3 c3c†
4e−Hτ3 + eHτ3 c†

4c3e−Hτ3

= eHτ3{c3, c†
4}e−Hτ3 = δ34. (A6)

After some rearranging and collecting terms into anticom-
mutators and one-particle Green’s functions, all the divergent
Dirac-δ terms of Eq. (A4) can be rewritten to give

lim
τ1→τ2→τ3→τ4=0

[divergent (Dirac − δ) terms of Eq. (A4)]

= − lim
τ1→0+

[G12(τ1)] lim
τ3→0+

[δ(τ3)δ34]

+ lim
τ1→0+

[G14(τ1)] lim
τ3→0−

[δ(τ3)δ32]. (A7)

For later use, we will do one more step and replace the δ distri-
butions by the derivative of the one-particle Green’s function
from Eq. (A3) to obtain

lim
τ1→τ2→τ3→τ4=0

[divergent (Dirac − δ) terms of Eq. (A4)]

= lim
τ1→0+

[G12(τ1)] lim
τ3→0+

[
∂

∂τ3
G34(τ3) +

〈
∂

∂τ3
c3(τ3)c†

4

〉]

− lim
τ1→0+

[G14(τ1)] lim
τ3→0−

[
∂

∂τ3
G32(τ3) +

〈
∂

∂τ3
c3(τ3)c†

2

〉]
.

(A8)

Using the above, we obtain for the equal-time correlation
function that we need the following expression:

lim
τ1→τ2→τ3→τ4=0

〈c1(τ1)c†
2(τ2)

∂

∂τ3
c3(τ3)c†

4(τ4)〉

= lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ3
G1234(τ1, τ2, τ3, τ4)

]

− lim
τ1→0+

[G12(τ1)] lim
τ3→0+

[
∂

∂τ3
G34(τ3) +

〈
∂

∂τ3
c3(τ3)c†

4

〉]

+ lim
τ1→0+

[G14(τ1)] lim
τ3→0−

[
∂

∂τ3
G32(τ3) +

〈
∂

∂τ3
c3(τ3)c†

2

〉]

≡ lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ3
G1234(τ1, τ2, τ3, τ4)

]
, (A9)

where we introduce a notation G for this modified correlator.
Let us look more carefully at the derivative of G1234. We can
divide G into connected and disconnected parts

G1234 = G12G34 − G14G32 + Gconn
1234 (A10)

and perform the derivative

∂

∂τ3
G1234 = G12

∂

∂τ3
G34 − G14

∂

∂τ3
G32 + ∂

∂τ3
Gconn

1234. (A11)

Under the limit of τ1 → τ2 → τ3 → τ4 = 0 the modified

correlator G can be expressed by the connected part of G plus
additional disconnected terms

lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ3
G1234

]

= lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ3
Gconn

1234

]

− lim
τ1→0+

[G12(τ1)] lim
τ3→0+

[〈
∂

∂τ3
c3(τ3)c†

4

〉]

+ lim
τ1→0+

[G14(τ1)] lim
τ3→0−

[〈
∂

∂τ3
c3(τ3)c†

2

〉]
, (A12)

from which we can define

G1234 = Gconn
1234 − G12〈c3c†

4〉 + G14〈c3c†
2〉, (A13)

where we skipped the time arguments for simplicity. We
will show later, in the frequency notation, that the deriva-
tive of this correlator does not have divergent terms in
the limit of τ1 → τ2 → τ3 → τ4 = 0. The derivatives over
imaginary time can be expressed as multiplication with Mat-
subara frequency for the Fourier transformed correlators. In
the equal time limit, one needs then to sum the Fourier
transformed expressions over all Matsubara frequencies
(see later).

We can do the same with the derivative over τ1 to obtain

lim
τ1→τ2→τ3→τ4=0

〈
∂

∂τ1
c1(τ1)c†

2(τ2)c3(τ3)c†
4(τ4)

〉

= lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ1
G1234(τ1, τ2, τ3, τ4)

]

− lim
τ1→0+

[
∂

∂τ1
G12(τ1) +

〈
∂

∂τ1
c1(τ31)c†

2

〉]
lim

τ3→0+
[G34(τ3)]

+ lim
τ1→0+

[
∂

∂τ1
G14(τ1) +

〈
∂

∂τ1
c1(τ1)c†

4

〉]
lim

τ3→0−
[G32(τ3)]

≡ lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ1
G̃1234(τ1, τ2, τ3, τ4)

]
, (A14)

where we introduced the correlator G̃1234, which can again
be expressed with the help of the connected part of the two-
particle Green’s function

lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ1
G̃1234

]
= lim

τ1→τ2→τ3→τ4=0

[
∂

∂τ1
Gconn

1234

]

− lim
τ1→0+

[〈
∂

∂τ1
c1(τ1)c†

2

〉]
lim

τ3→0+
[G34(τ3)]

+ lim
τ1→0+

[〈
∂

∂τ1
c1(τ1)c†

4

〉]
lim

τ3→0−
[G32(τ3)]. (A15)

We then obtain (skipping again the time arguments)

G̃1234 = Gconn
1234 − 〈c1c†

2〉G34 + 〈c1c†
4〉G32. (A16)

For the double derivative we need to apply the above rea-
soning twice, but again we can express the derivative by
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introducing a modified correlator Ĝ1234,

lim
τ1→τ2→τ3→τ4=0

〈
∂

∂τ1
c1(τ1)c†

2(τ2)
∂

∂τ3
c3(τ3)c†

4(τ4)

〉

≡ lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ1

∂

∂τ3
Ĝ1234(τ1, τ2, τ3, τ4)

]

= lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ1

∂

∂τ3
Gconn

1234

]

+ lim
τ1→0+

[〈
∂

∂τ1
c1(τ1)c†

2

〉]
lim

τ3→0+

[〈
∂

∂τ3
c3(τ3)c†

4

〉]

− lim
τ1→0+

[〈
∂

∂τ1
c1(τ1)c†

4

〉]
lim

τ3→0−

[〈
∂

∂τ3
c3(τ3)c†

2

〉]
,

(A17)

from which we get

Ĝ1234 = Gconn
1234 + 〈c1c†

2〉〈c3c†
4〉 − 〈c1c†

4〉〈c3c†
2〉. (A18)

Let us stress that Ĝ1234, G1234, and G̃1234 can all be calcu-
lated from the one- and two-particle Green’s functions.

2. Imaginary time derivatives in Matsubara
frequency representation

Since we later want to use G1234 in frequency space, let us
explicitly evaluate the τ derivatives of the Fourier transformed
quantities. For the one-particle Green’s function we obtain

∂

∂τ1
G12(τ1) = 1

β

∑
ν

(−iν)G12(ν)e−iντ1 . (A19)

In the limit of τ1 → 0+ the Matsubara sum diverges. But, we
are interested in another derivative,〈

∂

∂τ1
c1(τ1)c†

2

〉
= − ∂

∂τ1
G12(τ1) − δ(τ1)δ12

= 1

β

∑
ν

iν

[
G12(ν) − 1

iν
δ12

]
e−iντ1 . (A20)

The above Matsubara sum converges in the limit of τ1 → 0+.
Following the same procedure, we can express the modified
correlators G, G̃, and Ĝ through the following frequency
sums:

lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ3
G1234

]
= 1

β3

∑
νν ′ω

[−i(ν ′ + ω)Gconn νν ′ω
1234

] − 1

β

∑
ν

G12(ν)e−iν0+ 1

β

∑
ν ′

iν ′
[

G34(ν ′) − δ34

iν ′

]
e−iν ′0+

+ 1

β

∑
ν

G14(ν)e−iν0+ 1

β

∑
ν ′

iν ′
[

G32(ν ′) − δ23

iν ′

]
e−iν ′0− ≡ 1

β3

∑
νν ′ω

[
−i(ν ′ + ω)G

νν ′ω
1234

]
, (A21)

lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ1
G̃1234

]
= 1

β3

∑
νν ′ω

[−iνGconn νν ′ω
1234

] − 1

β

∑
ν

iν

[
G12(ν) − δ12

iν

]
e−iν0+ 1

β

∑
ν ′

G34(ν ′)e−iν ′0+

+ 1

β

∑
ν

iν

[
G14(ν) − δ14

iν

]
e−iν0+ 1

β

∑
ν ′

G32(ν ′)e−iν ′0− ≡ 1

β3

∑
νν ′ω

[−iνG̃νν ′ω
1234

]
, (A22)

lim
τ1→τ2→τ3→τ4=0

[
∂

∂τ1

∂

∂τ3
Ĝ1234

]
= 1

β3

∑
νν ′ω

[
ν(ν ′ + ω)Gconn νν ′ω

1234

] + 1

β2

∑
νν ′

iν

[
G12(ν) − δ12

iν

]
e−iν0+

iν ′
[

G34(ν ′) − δ34

iν ′

]
e−iν ′0+

− 1

β2

∑
νν ′

iν

[
G14(ν) − δ14

iν

]
e−iν0+

iν ′
[

G32(ν ′) − δ23

iν ′

]
e−iν ′0− ≡ 1

β3

∑
νν ′ω

[
ν(ν ′ + ω)Ĝνν ′ω

1234

]
,

(A23)

where we define (in the above implicit way) G, G̃, and Ĝ
also in the Matsubara frequency representation. We used here
particle-hole frequency parametrization ν, ν ′, ω for the two-
particle Green’s function, i.e.,

G1234(τ1, τ2, τ3, τ4) = 1

β3

∑
ν,ν ′,ω

Gνν ′ω
1234e−iντ1

× ei(ν+ω)τ2 e−i(ν ′+ω)τ3 eiν ′τ4 . (A24)

APPENDIX B: SIMPLIFIED EXPRESSIONS WITH USE
OF THE THREE-POINT CORRELATORS

Alternatively to the expression in terms of one- and
two-particle Green’s functions, some correlators C can be

expressed using the Fourier transform gkq
d/m of the three-point

fermion-boson correlation functions gi jl = 〈cic
†
j nl〉 in the

density (d) or magnetic (m) channel (full definition below).
The expressions for C in terms of the three-point functions are
given by

C8A =
∑
k,k′

GkGk′
ei
k(
ri−
r j )

− 1

2

∑
k,q

(
gkq

d − gkq
m + βGk〈n〉δq

)
ei
k(
ri−
r j )

= − (1 − 〈ni↑〉)
∑

k

Gkei
k(
ri−
r j )

− 1

2U

∑
k,q

(
γ

kq
d W q

d + γ kq
m W q

m

)
GkGk+qei
k(
ri−
r j ), (B1)
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C8B =
∑
k,k′

GkGk′
ei
k(
ri−
r j )

− 1

2

∑
k,q

(
gkq

d − gkq
m + βGk〈n〉δq

)
ei(
k+
q)(
ri−
r j )

= −(1 − 〈ni↑〉)
∑

k

Gkei
k(
ri−
r j )

− 1

2U

∑
k,q

(
γ

kq
d W q

d + γ kq
m W q

m

)
GkGk+qei(
k+
q)(
ri−
r j ),

(B2)

C12 = −1

t

∑
k,k′

GkGk′
ei
k(
ri−
r j )ε
k

+ 1

2t

∑
k,q

(
gkq

d − gkq
m + βGk〈n〉δq

)
ei
k(
ri−
r j )ε
k,

= (1 − 〈ni↑〉)
1

t

∑
k

Gkei
k(
ri−
r j )ε
k

+ 1

2tU

∑
k,q

(
γ

kq
d W q

d + γ kq
m W q

m

)
GkGk+qei
k(
ri−
r j )ε
k,

(B3)

Cμt1 = −1

t

∑
k,k′

GkGk′
ε
k + 1

t

∑
k,q

GkGk+qei 
q(
ri−
r j )ε
k

+ 1

t

∑
k,q

(
1

2

(
gkq

d + gkq
m + βGk〈n〉δq

)

− GkGk+q

)
ei 
q(
ri−
r j )ε
k = (1 − 〈ni↑〉)

1

t

∑
k

Gkε
k

+ 1

t

∑
k,q

GkGk+qei 
q(
ri−
r j )ε
k

+ 1

2tU

∑
k,q

(
γ

kq
d W q

d − γ kq
m W q

m − 2U
)

× GkGk+qei 
q(
ri−
r j )ε
k, (B4)

Cμt2 = −1

t

∑
k,k′

GkGk′
ε 
k′ + 1

t

∑
k,q

GkGk+qei 
q(
ri−
r j )ε
k+
q

+ 1

t

∑
k,q

(
1

2

(
gkq

d + gkq
m + βGk〈n〉δq

)

− GkGk+q

)
ei 
q(
ri−
r j )ε
k+
q = (1 − 〈ni↑〉)

1

t

∑
k

Gkε
k

+ 1

t

∑
k,q

GkGk+qei 
q(
ri−
r j )ε
k+
q

+ 1

2tU

∑
k,q

(
γ

kq
d W q

d − γ kq
m W q

m − 2U
)

× GkGk+qei 
q(
ri−
r j )ε
k+
q, (B5)

C4 = −
∑
k,k′

iν

(
Gk − 1

iν

)
Gk′

ei
k(
ri−
r j )

+ 1

2

∑
k,q

iν
(
gkq

d − gkq
m + βGk〈n〉δq

)
ei
k(
ri−
r j )

= (1 − 〈ni↑〉)
∑

k

iν

(
Gk − 1

iν

)
ei
k(
ri−
r j )

+ 1

2U

∑
k,q

iν
(
γ

kq
d W q

d + γ kq
m W q

m

)
GkGk+qei
k(
ri−
r j ), (B6)

Cμ1 = −
∑
k,k′

iν

(
Gk − 1

iν

)
Gk′

+
∑
k,q

i(ν + ω)

(
Gk+q − 1

i(ν + ω)

)
Gkei 
q(
ri−
r j )

+
∑
k,q

i(ν + ω)

(
1

2

(
gkq

d + gkq
m + βGk〈n〉δq

)

− GkGk+q

)
ei 
q(
ri−
r j ) = (1 − 〈ni↑〉)

∑
k

iν

(
Gk − 1

iν

)

+
∑
k,q

i(ν + ω)

(
Gk+q − 1

i(ν + ω)

)
Gkei 
q(
ri−
r j )

+ 1

2U

∑
k,q

i(ν + ω)
(
γ

kq
d W q

d − γ kq
m W q

m − 2U
)

× GkGk+qei 
q(
ri−
r j ), (B7)

Cμ2 = −
∑
k,k′

iν

(
Gk − 1

iν

)
Gk′

+
∑
k,q

iν

(
Gk − 1

iν

)
Gk+qei 
q(
ri−
r j )

+
∑
k,q

iν

(
1

2

(
gkq

d + gkq
m + βGk〈n〉δq

)− GkGk+q

)

ei 
q(
ri−
r j ) = (1 − 〈ni↑〉)
∑

k

iν

(
Gk − 1

iν

)

+
∑
k,q

iν

(
Gk − 1

iν

)
Gk+qei 
q(
ri−
r j )

+ 1

2U

∑
k,q

iν
(
γ

kq
d W q

d − γ kq
m W q

m − 2U
)

× GkGk+qei 
q(
ri−
r j ), (B8)

where 〈n〉 = 〈ni↑ + ni↓〉 = 2〈ni↑〉 and gkq
α is the three-point

fermion-boson correlation function in the channel α = d, m:

gkq
m =

∑
i, j,l

∫ β

0
dτ1

∫ β

0
dτ2 eiντ1 e−i(ν+ω)τ2

× ei
k(
ri−
rl )e−i(
k+
q)(
r j−
rl )
〈
ci↑(τ1)c†

j↑(τ2)Sz
l

〉
(B9)
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gkq
d =

∑
i, j,l

∫ β

0
dτ1

∫ β

0
dτ2 eiντ1 e−i(ν+ω)τ2

× ei
k(
ri−
rl )e−i(
k+
q)(
r j−
rl )〈ci↑(τ1)c†
j↑(τ2)nl〉, (B10)

with Sz
i = ni↑ − ni↓ and ni = ni↑ + ni↓.

The three-point correlator is related to the fermion-boson
irreducible vertex γ

kq
α as follows [44]:

gkq
α = γ kq

α

W q
α

Uα

GkGk+q − βGk〈n〉δqδα,d , (B11)

where W q
α is related to the respective susceptibility χ

q
α in the

following way [44,45]:

W q
α = Uα − 1

2
Uαχq

αUα, (B12)

with Ud = U and Um = −U .
For completeness we also give below the explicit expres-

sions for susceptibilities:

χq
m =

∑
j

∫ β

0
dτ e−iωτ e−i 
q(
ri−
r j )

〈
Sz

i (τ )Sz
j

〉
(B13)

χ
q
d =

∑
j

∫ β

0
dτe−iωτ e−i 
q(
ri−
r j )〈ni(τ )n j〉 − βδq〈ni〉2 (B14)

χq
s =

∑
j

∫ β

0
dτe−iωτ e−i 
q(
ri−
r j )〈ci↓(τ )ci↑(τ )c†

j↑c†
j↓〉. (B15)

The remaining C correlators cannot be expressed by three-
point correlation functions; they require the full four-point
(two-particle) vertex F kk′q

σσ ′ , defined as follows [15]:

Gkk′q
σσ ′ = GkGk′

δq0 − GkGk+qδkk′δσσ ′ − GkGk+qF kk′q
σσ ′ Gk′

Gk′+q.

(B16)

In terms of F kk′q
σσ ′ , we obtain the following expressions:

C1 = −
∑

k

ν

(
Gk − 1

iν

)∑
k′

ν ′
(

Gk′ − 1

iν ′

)

+
∑
k,q

ν(ν + ω)

(
Gk − 1

iν

)(
Gk+q − 1

i(ν + ω)

)
ei 
q(
ri−
r j )

+ 1

2

∑
k,k′,q

ν(ν ′ + ω)GkGk+qGk′
Gk′+q

×(
F kk′q

d + F kk′q
m

)
ei 
q(
ri−
r j ), (B17)

Ct1 = 1

t

∑
k

ε
kGk
∑

k′
iν ′

(
Gk′ − 1

iν ′

)

− 1

t

∑
k,q

i(ν + ω)Gk

(
Gk+q − 1

i(ν + ω)

)
ei 
q(
ri−
r j )ε
k

− 1

2t

∑
k,k′,q

i(ν ′ + ω)GkGk+qGk′
Gk′+q

× (
F kk′q

d + F kk′q
m

)
ei 
q(
ri−
r j )ε
k, (B18)

Ct2 = 1

t

∑
k

iν

(
Gk − 1

iν

) ∑
k′

ε 
k′Gk′

− 1

t

∑
k,q

iν

(
Gk − 1

iν

)
Gk+qei 
q(
ri−
r j )ε
k+
q

− 1

2t

∑
k,k′,q

iνGkGk+qGk′
Gk′+q

× (
F kk′q

d + F kk′q
m

)
ei 
q(
ri−
r j )ε
k′+
q, (B19)

Ct2 = 1

t2

∑
k

ε
kGk
∑

k′
ε 
k′Gk′

− 1

t2

∑
k,q

GkGk+qei 
q(
ri−
r j )ε
kε
k+
q

− 1

2t2

∑
k,k′,q

GkGk+qGk′
Gk′+q

× (
F kk′q

d + F kk′q
m

)
ei 
q(
ri−
r j )ε
kε
k′+
q. (B20)

Please note that knowing the four-point vertex is sufficient to
calculate all other C correlators. In particular, the three-point
fermion-boson vertex is given by [45]

γ kq
α = 1 + ∑

k′ F kk′q
α Gk′

Gk′+q

1 − 1
2Uαχ

q
α

(B21)

and the susceptibility by

χq
α = −2

∑
k

GkGk+q − 2
∑
k,k′

GkGk+qF kk′q
α Gk′

Gk′+q. (B22)

APPENDIX C: CONVERGENCE WITH RESPECT TO THE
NUMBER OF MATSUBARA FREQUENCIES

The Matsubara summations in Eqs. (69)–(84) run over an
infinite number of frequencies. Typical computations with
two-particle Green’s functions or vertices use finite, often
even relatively small-frequency boxes. This can be remedied,
at least in part, by properly taking into account the asymptotic
behavior.

For the one-particle Green’s function the asymptotic be-
havior at large frequencies is known and can be easily
accounted for. For vertex functions computing the asymptotic
behavior is more involved [46,47] and requires knowledge
of two- and three-point correlation functions that depend on
one and two Matsubara frequencies, respectively. These func-
tions are computationally less demanding than the four-point
vertices and thus can be obtained within a bigger frequency
range.

In the following we will show the frequency box-size de-
pendence of parts of the C1 correlator defined in Eq. (69), but
calculated from Eq. (B17). We will treat separately the parts
that can be obtained from one-particle Green’s function only
(“bubble”) and from the two-particle (“vertex”) functions.

To compute the first two terms of (B17) we need the
one-particle Green’s function Gk . We can divide Gk in its
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asymptotic part and the rest Gk
R in the following way:

Gk = 1

iν − ξ
k
+ Gk

R, (C1)

where we defined ξ
k = ε
k + 1
2U 〈n〉 − μ. The rest of Gk

R de-
cays at least as 1/(ν)2 for large frequencies, which makes
frequency summations of Gk

R well convergent. The slowly
decaying parts can be summed analytically. In fact, they have
to be summed analytically, because the infinite sum of 1/ν is
only convergent through evaluation of a contour integral—the
choice of the contour depends on which limit of the G(τ ) we
need. For τ → 0+ we obtain

1

β

∑
ν

1

iν − ξ
k
e−iν0+ = − 1

1 + e−βξ
k
, (C2)

∑
k

iν

(
Gk − 1

iν

)
e−iν0+ =

∑
k

iνGk
Re−iν0+

− 1

Nk

∑

k

ξ
k
1 + e−βξ
k

. (C3)

In order to increase the accuracy of the frequency sum
evaluation of the two-particle vertex contribution to Eq. (B17),
we separate from the vertex F the single-boson exchange
contribution γαWαγα (for details of the single-boson exchange
decomposition see Refs. [44,45]) and denote the rest by Tα ,

F kk′q
α = T kk′q

α + γ kq
α W q

α γ k′q
α . (C4)

The screened interaction Wα , defined in Eq. (B12), and the
three-point fermion-boson vertex γα have (1) a reduced fre-
quency dependence as compared to Fα or Tα and can thus be
computed in a much bigger frequency window, and have (2)
exactly known asymptotics for large frequencies, so that the
frequency sum can be extended beyond the computed box.
Alternatively to the above approach, a different strategy to in-
clude vertex asymptotics can be employed, as in Refs. [46,48],
or [49].

In Fig. 14 we show the dependence of the relative and
absolute error made by summation over a finite frequency box
as a function of the linear dimension of the box Nf . We define
the absolute error as |Cfreq − Ctime| and the relative error as
|(Cfreq − Ctime)|/|Ctime|, where Cfreq is the quantity computed
as a frequency sum with a given Nf and Ctime is the same
quantity computed directly in the imaginary time domain.
We use as an example the bubble and vertex part of the C1

correlator calculated from Eq. (B17) with ED for the 2 × 2
Hubbard cluster at half filling at U = 1, β = 10, μ = 0.5
and for the neighboring sites. We see that both the relative
and absolute error of the bubble contribution computed using
Eq. (C1) quickly decay wit Nf .

For the vertex part it plays a crucial role if only F is used
(green curves) or the asymptotic treatment of Eq. (C4) is
used (blue curves). Further improvement can be achieved by
subtracting from Tα and adding a single-boson exchange con-
tribution γ

kq
α W q

α γ
k′q
α in the transversal particle-hole channel

(yellow curves, denoted as “T + γW γ + corr” in the legend),
i.e., subtracting this term from Tα in the “inner” frequency
box and adding the asymptotics-extended sum. The fact that
the smallest frequency box seems to give the most accurate
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FIG. 14. Relative (left) and absolute (right) error as a function
of the number of Matsubara frequencies Nf (linear dimension of
the frequency box) used in the sum in Eq. (B17) needed to obtain
the bubble and vertex contributions to the C1 correlator. The errors
are computed with respect to values obtained from the evaluation of
Eq. (69) in the imaginary time domain. Please note the log-log scale.
The data were obtained from ED for nearest neighbors (NN) in the
2 × 2 Hubbard cluster at half filling (U = 1, β = 10, μ = 0.5).

result for the yellow curves is accidental and not observed for
other parameters.

In Fig. 15, we show the influence of the error made in
computing the vertex contribution to C1 on the overall result
for the negativity and mutual information. The parameters and
color coding are the same as in Fig. 14. It is visible that the
error in the vertex part of C1 has significant influence on the
overall result in our example case. Again, the convergence
with frequency box size is very much improved by using
the known asymptotics. This has to be taken into account
in any future computations of entanglement measures from
frequency sums of vertex functions.
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FIG. 15. Relative (left) and absolute (right) error in the mutual
information (full lines with circles) and negativity (dashed lines with
triangles) as a function of the number of Matsubara frequencies Nf

(linear dimension of the frequency box) used in computing the vertex
contribution to the C1 correlator. The errors are computed for the
same parameters and color coding as in Fig. 14.
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TABLE I. Occupation number basis in the subspace of the two
sites i and j. The ith basis vector is mapped to the (16-i + 1)th by the
particle-hole transformation (so the first to the last and so on).

i ↑ i ↓ j ↑ j ↓
v1 0 0 0 0
v2 0 0 0 1
v3 0 0 1 0
v4 0 1 0 0
v5 1 0 0 0
v6 0 0 1 1
v7 0 1 0 1
v8 1 0 0 1
v9 0 1 1 0
v10 1 0 1 0
v11 1 1 0 0
v12 0 1 1 1
v13 1 0 1 1
v14 1 1 0 1
v15 1 1 1 0
v16 1 1 1 1

APPENDIX D: DENSITY MATRIX OF A SINGLE SITE

To calculate the mutual information between two sites one
also needs the density matrix of a single site. The basis used
in our calculations is shown in Table I. It is much more
simple than the two-site density matrix. At first, there are only
four basis vectors, see Table II. The second good news is
that this 4 × 4 matrix is diagonal; particle number and spin
conservation imply that all off-diagonal elements are zero.

ρi =

⎡
⎢⎢⎣

ρ1,1

ρ2,2

ρ3,3

ρ4,4

⎤
⎥⎥⎦ (D1)

The diagonal elements are given by the following expectation
values:

ρ1,1 = 〈(1 − ni↑)(1 − ni↓)〉 (D2)

ρ2,2 = 〈ni↑(1 − ni↓)〉 (D3)

ρ3,3 = 〈(1 − ni↑)ni↓〉 (D4)

ρ4,4 = 〈ni↑ni↓〉. (D5)

These are related to the correlators C13 and C7 through
Eqs. (51) and (54); note 〈ni↑〉 = 〈ni↓〉 for SU(2) symmetry.

TABLE II. Basis in the subspace of a given site i.

i ↑ i ↓
v1 0 0
v2 0 1
v3 1 0
v4 1 1

APPENDIX E: SPECTRUM OF THE REDUCED
DENSITY MATRIX

Although the dimension of the reduced density matrix is
16, it has the following symmetries: particle number and spin
conservation, interchanging the two sites. This makes it pos-
sible to give closed expression for the eigenvalues λi=1...16 of
the two-site density matrix:

λ1 = ρ1,1 (E1)

λ2 = ρ2,2 − ρ2,4 (E2)

λ3 = ρ2,2 + ρ2.4 (E3)

λ4 = ρ2,2 − ρ3,5 (E4)

λ5 = ρ2,2 + ρ3,5 (E5)

λ6 = ρ8,8 + ρ8,9 (E6)

λ7 = ρ7,7 (E7)

λ8 = ρ6,6 − ρ6,11 (E8)

λ9 = 1

2
b + 1

2

√
b2 + 16ρ2

6,8 − 4(ρ6,6 + ρ6,11)(ρ8,8 − ρ8,9)

(E9)

λ10 = 1

2
b − 1

2

√
b2 + 16ρ2

6,8 − 4(ρ6,6 + ρ6,11)(ρ8,8 − ρ8,9)

(E10)

b = ρ8,8 − ρ8,9 + ρ6,6 + ρ6,11 (E11)

λ11 = ρ10,10 (E12)

λ12 = ρ12,12 − ρ12,14 (E13)

λ13 = ρ12,12 + ρ12,14 (E14)

λ14 = ρ12,12 − ρ13,15 (E15)

λ15 = ρ12,12 + ρ13,15 (E16)

λ16 = ρ16,16 (E17)

[1] A. Bayat, P. Sodano, and S. Bose, Negativity as the
entanglement measure to probe the Kondo regime in
the spin-chain Kondo model, Phys. Rev. B 81, 064429
(2010).

[2] B. Alkurtass, A. Bayat, I. Affleck, S. Bose, H. Johannesson, P.
Sodano, E. S. Sørensen, and K. Le Hur, Entanglement structure
of the two-channel Kondo model, Phys. Rev. B 93, 081106(R)
(2016).

075115-17

https://doi.org/10.1103/PhysRevB.81.064429
https://doi.org/10.1103/PhysRevB.93.081106


ROÓSZ, KAUCH, BIPPUS, WIESER, AND HELD PHYSICAL REVIEW B 110, 075115 (2024)

[3] J. Erdmenger, M. Flory, C. Hoyos, M.-N. Newrzella, and
J. M. S. Wu, Entanglement entropy in a holographic Kondo
model, Fortschr. Phys. 64, 109 (2016).

[4] F. P. Toldin, T. Sato, and F. F. Assaad, Mutual information in
heavy-fermion systems, Phys. Rev. B 99, 155158 (2019).

[5] F. P. Toldin and F. F. Assaad, Entanglement Hamiltonian of
interacting fermionic models, Phys. Rev. Lett. 121, 200602
(2018).

[6] C. Walsh, P. Sémon, D. Poulin, G. Sordi, and A.-M. S.
Tremblay, Local entanglement entropy and mutual informa-
tion across the Mott transition in the two-dimensional Hubbard
model, Phys. Rev. Lett. 122, 067203 (2019).

[7] G. Ehlers, J. Sólyom, O. Legeza, and R. M. Noack, Entangle-
ment structure of the Hubbard model in momentum space, Phys.
Rev. B 92, 235116 (2015).

[8] M. Srednicki, Entropy and area, Phys. Rev. Lett. 71, 666
(1993).

[9] R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki,
Quantum entanglement, Rev. Mod. Phys. 81, 865 (2009).

[10] M. M. Wolf, F. Verstraete, M. B. Hastings, and J. I. Cirac, Area
laws in quantum systems: Mutual information and correlations,
Phys. Rev. Lett. 100, 070502 (2008).

[11] A. Peres, Separability criterion for density matrices, Phys. Rev.
Lett. 77, 1413 (1996).

[12] P. Horodecki, Separability criterion and inseparable mixed
states with positive partial transposition, Phys. Lett. A 232, 333
(1997).

[13] A. Alvermann and H. Fehske, High-order commutator-free
exponential time-propagation of driven quantum systems, J.
Comput. Phys. 230, 5930 (2011).

[14] J. I. Cirac, D. Pérez-García, N. Schuch, and F. Verstraete, Ma-
trix product states and projected entangled pair states: Concepts,
symmetries, theorems, Rev. Mod. Phys. 93, 045003 (2021).

[15] G. Rohringer, H. Hafermann, A. Toschi, A. A. Katanin, A. E.
Antipov, M. I. Katsnelson, A. I. Lichtenstein, A. N. Rubtsov,
and K. Held, Diagrammatic routes to nonlocal correlations be-
yond dynamical mean field theory, Rev. Mod. Phys. 90, 025003
(2018).

[16] E. Gull, A. J. Millis, A. I. Lichtenstein, A. N. Rubtsov, M.
Troyer, and P. Werner, Continuous-time Monte Carlo meth-
ods for quantum impurity models, Rev. Mod. Phys. 83, 349
(2011).

[17] J. Eisert and M. B. Plenio, A comparison of entanglement
measures, J. Mod. Opt. 46, 145 (1999).

[18] J. Eisert, Entanglement in quantum information theory, Ph.D.
thesis, University of Potsdam, 2001, available at https://arxiv.
org/abs/quant-ph/0610253.

[19] L. Amico, R. Fazio, A. Osterloh, and V. Vedral, Entanglement
in many-body systems, Rev. Mod. Phys. 80, 517 (2008).

[20] S. Oh and J. Kim, Entanglement of an impurity and conduction
spins in the Kondo model, Phys. Rev. B 73, 052407 (2006).

[21] K. Held and N. J. Mauser, Physics behind the minimum of
relative entropy measures for correlations, Eur. Phys. J. B 86,
328 (2013).

[22] C. Wagner, T. Chowdhury, J. H. Pixley, and K. Ingersent, Long-
range entanglement near a Kondo-destruction quantum critical
point, Phys. Rev. Lett. 121, 147602 (2018).

[23] G. Parez and W. Witczak-Krempa, Entanglement negativity
between separated regions in quantum critical systems, Phys.
Rev. Res. 6, 023125 (2024).

[24] N. Gigena and R. Rossignoli, Entanglement in fermion systems,
Phys. Rev. A 92, 042326 (2015).

[25] L. Ding, S. Mardazad, S. Das, S. Szalay, U. Schollwöck,
Z. Zimborás, and C. Schilling, Concept of orbital entangle-
ment and correlation in quantum chemistry, J. Chem. Theory
Comput. 17, 79 (2021).

[26] L. Ding, Z. Zimboras, and C. Schilling, Quantifying electron
entanglement faithfully, arXiv:2207.03377 [quant-ph].

[27] L. Ding, S. Knecht, Z. Zimborás, and C. Schilling, Quantum
correlations in molecules: From quantum resourcing to chemi-
cal bonding, Quantum Sci. Technol. 8, 015015 (2023).

[28] L. Ding, G. Dünnweber, and C. Schilling, Physical entangle-
ment between localized orbitals, Quantum Sci. Technol. 9,
015005 (2024).
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