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Understanding the nature of the magnetic coupling in transition metal doped Bi2Se3

Sagar Sarkar ,1,2,* Shivalika Sharma ,1,3 Olle Eriksson,2,4 and Igor Di Marco 1,2,3,†

1Asia Pacific Center for Theoretical Physics, Pohang 37673, Korea
2Department of Physics and Astronomy, Uppsala University, Uppsala 751 20, Sweden

3Institute of Physics, Nicolaus Copernicus University, 87-100 Toruń, Poland
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In this paper, we employ electronic structure theory to investigate the nature of the exchange coupling in
transition metal doped Bi2Se3. We focus on V, Cr, Mn, and Fe, which have been under scrutiny for the realization
of the quantum anomalous Hall effect. For simplicity, we model the doping process as happening inside a
single layer of Bi within a single quintuple layer inside a three-formula-unit conventional hexagonal cell and
consider situations of full coverage or half coverage. Due to the covalent nature of the chemical bond between
transition metal atoms and selenium, this simple model is capable of describing the fundamental features of
the intraplane exchange coupling, while offering a clearer analysis of the response to structural, magnetic, and
electronic perturbations. In agreement with recent literature, our results confirm that the van Vleck mechanism
has a very marginal contribution to the exchange coupling. Depending on the filling of the 3d shell and on the
details of the electronic structure, several other mechanisms compete and cooperate to induce the magnetic order.
For V, double exchange and superexchange cooperate to have the strongest ferromagnetic coupling among the
investigated elements, followed by Cr where only superexchange is active. For Mn, superexchange and double
exchange compete to create an extremely weak ferromagnetic order. For Fe, a strong antiferromagnetic coupling
caused by the double exchange is observed to dominate over the ferromagnetic Ruderman-Kittel-Kasuya-Yosida
interaction, but the high sensitivity of this competition to the doping concentration suggests that our conclusion
may not hold in the dilute limit. Overall, Fe doping seems to offer the most intriguing competition of exchange
mechanisms that can be tuned by adjusting the doping concentration and the details of the host, as, e.g., by
replacing Se with Te or Bi with Sb.

DOI: 10.1103/PhysRevB.110.064412

I. INTRODUCTION

The presence of quantized Landau levels in a two-
dimensional (2D) electron gas under a strong magnetic field
leads to a topological state of matter with zero longitudinal
resistance in association with a quantized Hall conductance.
This phenomenon goes under the name of quantum Hall effect
(QHE) and was shown experimentally by von Klitzing [1].
While this state of matter is connected to the emergence of
a band gap at the Fermi level, the boundaries or edges ex-
hibit 1D gapless chiral edge states (CESs). These CESs are
protected from back-scattering (from one edge to another),
allowing for a unidirectional, dissipationless flow of current
along the edges of the sample [2,3]. Hence such systems have
attracted much attention from the scientific community, as
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suitable candidates for application in electronic devices. Even
more intriguing has been the discovery that these physical
properties do not necessarily require an external magnetic
field, but are more fundamentally connected to the presence of
protected CESs with a broken time-reversal symmetry (TRS)
[2,3]. Various predictions [2,4,5] were then made about the
emergence of an effect analogous to the QHE in certain 2D
magnetic insulators in the absence of an external magnetic
field and Landau levels, named the quantum anomalous Hall
effect (QAHE) [6]. Two essential conditions were identified
[5] to realize the QAHE: (i) a 2D insulating material where the
ferromagnetic (FM) order breaks TRS and (ii) a band inver-
sion transition resulting from the spin-orbit coupling (SOC) to
have CESs. These conditions were also predicted to be easily
realizable in topological insulators (TIs) doped with magnetic
impurities [5]. TIs have a bulk band gap resulting from SOC
along with topologically protected gapless surface states with
TRS [7]. Hence, establishing FM order in a suitable TI will
break the TRS and open a gap around the CES; then, if the
Fermi level is adjusted to be inside the magnetically opened
gap, the QAHE should be realized [8]. This prediction has
been experimentally realized in Cr- and V-doped films of the
tetradymite semiconductor (Bi, Sb)2Te3 [8–12]. Similarly to
what happens in the QHE, dissipationless currents flow via
the 1D CES even in the absence of an external magnetic field.
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This makes QAHE systems potential candidates for devices
for electronics, spintronic [2,6], and quantum computing [13].
For a real device application of QAHE, the stability of the
magnetic state and its topological properties with respect to
the temperature is essential. Unfortunately, until now, QAHE
has only been observed at very low temperatures [8,11,12,14],
generally in the range of 15–30 K [15]. To reach full quanti-
zation, temperatures as low as 300 mK are required [16,17].
These are much lower than the ordering temperatures of the
FM state in these systems, which are around 100 K [12,18,19].
The origin of this discrepancy is still under debate, but is
clearly connected to the exchange coupling introduced by
the magnetic dopants and its inhomogeneity in the sample
[15]. Thus, it becomes of paramount importance to understand
the microscopic origin of magnetic exchange between the
dopants, its dependence on the type of impurities, and their
concentration, as well as their effect on the topology of the
electronic structure of the host material.

Over the last decade, several exchange mechanisms were
suggested to be the cause of magnetism in transition metal
(TM) doped TIs [20]. The initial prediction of QAHE in
magnetically doped Bi2Se3 was based on the assumption that
magnetism could arise without free carriers, via the van Vleck
mechanism [21]. This mechanism depends on the strength
of SOC, and the inverted band structure of TIs leads to an
enhanced spin susceptibility [5,22]. At first, experimental
evidence was provided in favor of the van Vleck mecha-
nism in V- and Cr-doped (Bi, Sb)2Te3 [22,23], but later work
based on resonant photoemission spectroscopy [24] and x-ray
magnetic circular dichroism (XMCD) [25] contradicted this
conclusion [26]. Moreover, theoretical studies on magneti-
cally doped TIs with a finite carrier density at the Fermi level
suggested the importance of the long-range Ruderman-Kittel-
Kasuya-Yosida (RKKY) mechanism [27,28], which is also
supported by experimental measurements [29] and in line with
the dependence of the ordering temperature on the dopant
concentration [30]. More recently, a doping concentration-
dependent evolution of the exchange mechanism in V- and
Cr-doped Bi2Te3 was reported, suggesting a crossover from
the van Vleck exchange in the low doping regime to the
RKKY interaction in the high doping regime [31]. Ab initio
electronic structure calculations provided decisive evidence
against the van Vleck mechanism by demonstrating that the
long-range order and the strength of the exchange coupling
are unaffected by the inclusion or exclusion of SOC [27,32–
35]. Instead, it was shown that, for V- and Cr-doped TIs, the
interaction between the doped magnetic atoms is mediated
by the polarized p-orbital network of the host [33,34]. This
polarization occurs due to the p − d hybridization between
magnetic dopants and the host atoms, which takes a primary
role in the development of the long-range order [35]. This situ-
ation is reminiscent of the physics observed in dilute magnetic
semiconductors (DMSs), where carrier-mediated ferromag-
netism was connected to the RKKY interaction and the
p − d exchange mechanism, as, e.g., in Mn-doped CdSe/Te
and Mn-doped GaAs [36–40]. An analogous, albeit short-
range, interaction can develop even in the absence of carriers,
following the Bloembergen-Rowland mechanism [41,42].
In analogy to DMSs, other short-range exchange interac-
tions have been considered, due to, e.g., superexchange and

double exchange [28,35,38,43]. For instance, antiferromag-
netic (AFM) superexchange was suggested to drive the
long-range order in Fe-doped Bi2Se3 [43] and Mn-doped
Bi2Te3 [28], while FM superexchange was reported in Cr-
doped Sb2Te3 [35]. FM double exchange was suggested
to occur in Co-doped Bi2Te3 [28] and V-doped Sb2Te3

[35]. Finally, a recent work provided strong evidence of the
dominating role of superexchange in Mn-doped HgTe and
arguments were put forward on a similar situation happening
in transition metal doped tetradymite semiconductors [42].

The previous discussion emphasizes that a more systematic
approach is needed to clarify the nature of the exchange cou-
pling in magnetic TIs. In this paper, we intend to provide such
an analysis by performing a series of electronic structure cal-
culations via density-functional theory (DFT) [44] and its ex-
tensions [45,46]. Our paper is focused on Bi2Se3 doped with
selected TM atoms (V, Cr, Mn, Fe). To obtain the clearest pos-
sible insight into the character of the exchange coupling, we
limit the doping process to one of the Bi layers within a single
quintuple layer (QL) in the bulk material. Such doping creates
a hypothetical 2D-like magnet inside a layered nonmagnetic
TI with possible magnetic exchange interaction between the
TM atoms. Although this simple 2D magnetic system does
not allow for the quantitative analysis of the magnetic order
of a given material, it offers a much clearer overview of the
magnetic response and keeps the problem computationally
feasible. By adopting a different strategy than previous lit-
erature, we focus on the changes of the long- (short-) range
character of the exchange coupling with respect to the type
of dopants, their position, and concentration. To obtain a
more detailed analysis, we calculate the orbital decomposition
of the interatomic exchange interaction [47], which is made
possible by the local octahedral symmetry of the dopants in
our model. Further insight is obtained by manipulating the
electronic structure through a variation of the local Coulomb
interaction U and analyzing the changes induced in the or-
bitally decomposed interatomic exchange parameters. Our
calculations will demonstrate that even this simple model-
ing of the doping process incorporates all possible exchange
mechanisms considered so far in the literature for explaining
the magnetic properties of doped tetradymite semiconductors.
Most importantly, our study will identify the dominant ex-
change mechanism for each impurity and will emphasize the
peculiar behavior of Fe, whose properties change significantly
when varying the concentration of dopants.

The present paper is organized as follows. After this Intro-
duction, the methodological aspects of our work are presented
in Sec. II. The results about the selection of the best meth-
ods for our analysis as assessed via the structural properties
are illustrated in Sec. III. The analysis of the electronic and
magnetic properties of TM-doped Bi2Se3 are then presented
in Secs. IV and V for the full coverage and half coverage of
one Bi layer inside a QL, respectively. Finally, the conclusions
of this paper are discussed in Sec. VI.

II. METHODOLOGY

A. Structural optimization

For the structural optimization of our systems, the elec-
tronic structure was calculated using a projected augmented
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wave (PAW) method [48,49] as implemented in the VIENNA

AB INITIO SIMULATION PACKAGE (VASP) [50–53]. The lo-
cal density approximation (LDA) [54–56] and generalized
gradient approximation (GGA) [57] in the Perdew-Burke-
Ernzerhof (PBE) realization [57,58] was considered for the
exchange-correlation functional. For our layered system, the
nonlocal, weak van der Waals (vdW) interactions become im-
portant to obtain good structural properties. These interactions
also lead to a contraction of the unit cell volume, correct-
ing the general overestimation observed in GGA. Hence, we
also performed calculations by using the DFT-D2 method
of Grimme [59], which was shown to be the most accurate
for this class of systems [60]. Due to the presence of heavy
elements like Bi, relativistic effects are also expected to be
important for the structural degrees of freedom. Additional
calculations were then performed with the inclusion of SOC,
as implemented in the PAW methods in VASP [61]. The unit
cell volume, shape, and internal positions of all the atoms
were optimized for a minimum energy configuration until the
forces were less than 10−3 eV/Å. A plane-wave energy cutoff
of 700 eV was used in all these calculations for the primi-
tive unit cell as well as supercells. An optimized �-centered
Monkhorst-Pack mesh [62] of 18 × 18 × 18 k-points was
used for the rhombohedral primitive cell. For the conventional
three-formula-unit hexagonal cell, a k mesh of 16 × 16 × 6
was used. Whenever a cell doubling was done, the k mesh
was reduced accordingly. In our magnetically doped systems,
the presence of TM atoms introduces the problem of the
treatment of the localized nature of the 3d states. To remedy
the deficiencies of local and semilocal exchange-correlation
functionals, we also performed calculations by means of the
DFT + U approach. In this approach, a Hubbard-like term is
introduced to describe the local Coulomb interaction between
the 3d electrons; then this term is treated via the Hartree-Fock
approximation [45,46]. In VASP, we employed the rotation-
ally invariant formulation proposed by Liechtenstein et al.
[63], where the double-counting was treated in the fully lo-
calized limit (FLL) [45]. Based on previous studies [64,65],
the Coulomb interaction parameters U and J were chosen as
4.0 eV and 0.9 eV, respectively.

B. Electronic structure and interatomic exchange interaction

Following the structural optimization, we analyzed elec-
tronic and magnetic properties in more detail by means of the
full-potential linear muffin-tin orbital (FPLMTO) method, as
implemented in the Relativistic Spin Polarized toolkit (RSPt)
[66,67]. Various exchange-correlation functionals were con-
sidered, at the level of LDA in the parametrization by Perdew
and Wang (PW92) [68] and GGA in the parametrization by
PBE [57,58] and by Armiento and Mattsson (AM05) [69,70].
As illustrated in the Supplemental Material (SM) [71], we
found that LDA gives the best description of the calculated
band structure of pristine Bi2Se3, in comparison to VASP and
existing literature [7]. Hence, we will focus exclusively on
LDA-PW92 calculations in the discussion of the electronic
and magnetic properties obtained with RSPt. The RSPt basis
set was constructed to include two energy sets, corresponding
to valence and semicore states. The former included 6s, 6p,
and 6d orbitals for Bi and 4s, 4p, and 4d orbitals for Se, while

the latter included 5d orbitals for Bi and 3d orbitals for Se.
The TM impurities were described by treating 4s, 4p and 3d
states as valence and 3s and 3p states as semicore. Note that
the distinction between valence and semicore states in RSPt is
mainly formal and allows for the treatment of orbitals with the
same angular character but with different principal quantum
numbers [66]. For an increased accuracy, three kinetic tail
energies were used, namely, −0.1, −2.3, and −1.5 Ry. For the
Brillouin zone sampling, we used a �-centered Monkhorst-
Pack mesh [62] of 14 × 14 × 4 k-points for the conventional
three-formula-unit hexagonal cell for both undoped and doped
Bi2Se3. Upon introducing the SOC, it was necessary to in-
crease the Brillouin zone sampling to achieve the requested
convergence of energy and magnetic moments of the doped
systems. Thus, k meshes up to 20 × 20 × 6 and 26 × 26 × 8
were considered for, respectively, V/Cr and Mn/Fe. As for
the VASP calculations, doubling the unit cell size was ac-
companied by a corresponding adjustment of the k mesh.
The DFT + U calculations were performed by means of the
spin and orbital rotationally invariant formulation described
in Ref. [72], using the muffin-tin heads as the local basis
[73]. Again, FLL was used as the double-counting correction
[45,46]. The remaining computational settings for DFT + U
calculations were kept as described above for the LDA and
GGA calculations.

From the converged electronic structure calculations, inter-
atomic exchange interactions Ji j were calculated by mapping
the magnetic excitations onto an effective Heisenberg Hamil-
tonian [74],

Ĥ = −
∑

i �= j

Ji j �ei · �e j, (1)

where �ei and �e j are the unit vectors along the magnetic mo-
ment direction at sites i and j, respectively. Note that the
choice of the Hamiltonian in Eq. (1) is not unique and one
may often find expressions where a factor of 1/2 is added
to the summation or where the unit vectors are replaced by
the magnetic moment vectors [75]. It is important to keep
track of these details when comparing results from different
calculations or, to an even larger extent, when comparing to
values extracted from experimental data. We direct the reader
to recent review for a comprehensive overview of this topic,
including how different definitions are related to different
physical meanings that one may wish to emphasize [75]. In
practical terms, the calculation of the Ji j in RSPt is performed
by means of a generalized version of the magnetic force
theorem (MFT) [76,77] accounting for correlation effects and
orbital decompositions [47,74,78]. In the presence of SOC,
the Ji j interaction acquires a tensorial form and the mapping
of the magnetic excitations requires a more complex version
of the Heisenberg Hamiltonian [75,79], namely,

Ĥ = −
∑

i �= j

Ji j �ei · �e j −
∑

i �= j

�ei
TJ S

i j �e j −
∑

i �= j

�ei
TJA

i j �e j . (2)

Here, the first term Ji j is the isotropic exchange interaction,
corresponding to the one in Eq. (1), the second term J S

i j is
the symmetric anisotropic exchange interaction, and the third
term JA

i j is the antisymmetric anisotropic exchange interac-
tion. This last term incorporates the Dzyaloshinskii-Moriya
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TABLE I. Lattice constants a and c, cell volume V, Se-Bi bond lengths, and interlayer vdW gap as obtained from VASP calculations of
bulk Bi2Se3 in the conventional three-formula-unit hexagonal cell and for a variety of computational approaches. Corresponding experimental
values from three different studies are also reported (aRef. [82], bRef. [83], cRef. [84]). In each column, the values in bold (italics) are the
closest (second closest) values to experimental data from Expt.c [84].

a (Å) c (Å) V (Å3) Se2-Bi (Å) Se1-Bi (Å) vdW gap (Å)

Expt.a 4.143 28.636 425.670 3.03 2.89 2.568
Expt.b 4.138 28.624 424.568 3.04 2.87 2.590
Expt.c 4.135 28.615 423.819 3.06 2.86 2.530
PBE 4.190 31.410 477.590 3.10 2.88 3.441
PBE + SOC 4.201 30.663 468.574 3.11 2.89 3.168
PBE + vdW(D2) 4.125 28.975 427.000 3.06 2.86 2.664
PBE + vdW(D2) + SOC 4.135 28.713 425.064 3.06 2.87 2.555
PBE + vdW(D3) 4.175 28.886 436.127 3.09 2.87 2.649
LDA 4.107 27.949 408.372 3.04 2.84 2.385
LDA + SOC 4.116 27.714 406.654 3.04 2.85 2.277
LDA + vdW(D2) 4.057 27.092 386.238 2.99 2.82 2.173
LDA + vdW(D2) + SOC 4.062 26.920 384.667 2.99 2.83 2.084

(DM) [80,81] vector Di j , which can be obtained via the ex-
pression �ei

TJA
i j �e j= Di j · ( �ei × �e j ). In absence of SOC, Eq. (2)

reduces to Eq. (1). As for the nonrelativistic mapping, al-
ternative definitions of the parameters entering Eq. (2) are
possible [75]. The computational settings for the calculations
of the interatomic exchange interaction are similar to those
described above, but a larger sampling of the Brillouin zone
was needed to have converged values for all distances covered
by the plots shown in the next sections. In the conventional
three-formula-unit hexagonal cell, a k mesh of 70 × 70 × 24
was used. When doubling the unit cell, the k mesh was scaled
in a way to maintain the desired precision, which allowed for
a smaller sampling along the c axis.

III. DETAILS OF THE STRUCTURAL OPTIMIZATION

A. Choosing the best method for pristine Bi2Se3

We first search for what computational method is going to
provide the best results for pristine Bi2Se3, when comparing to
the experimental structural data. We shall then use that method
for the structural optimization of our doped magnetic systems.
We consider various combinations of exchange-correlation
functionals, and inclusion of SOC and vdW corrections, as
illustrated in detail in Sec. II. The most relevant structural
parameters obtained from all our calculations are given in
Table I, alongside the corresponding experimental values
[82–84]. We observe that GGA-PBE alone overestimates the
lattice parameters and bond lengths. The inclusion of the vdW
corrections improves the agreement with the experimental
values substantially for both in-plane and out-plane degrees of
freedom. SOC causes smaller modifications by increasing the
in-plane bonds but decreasing the interlayer distance. LDA,
on the other hand, underestimates the structural degrees of
freedom and the inclusion of SOC further enhances this ef-
fect. The DFT-D2 method for vdW corrections that we use
is not compatible with the LDA functional, as the functional
parametrization is incomplete. Out of curiosity, we applied the
vdW correction to the LDA functional by using the GGA-PBE
parameter value. The obtained results (see the last two rows

in Table I) show a large underestimation of the structural
parameters and therefore this approach cannot be used for
these systems. The values in bold (italics) in each column
are the closest (second closest) values to the most recent
experimental values [84] that we obtain from our calculations.
We also note that the next generation of vdW correction by
Grimme, i.e., D3 [85], does not improve on the results, but
leads to too large in-plane distances. Overall, we conclude that
PBE with vdW and SOC corrections gives the best result. The
next best method is PBE with only vdW corrections. However,
the SOC-induced corrections to the structural parameters are
not very large, but involve a much larger computational cost.
This suggests that the PBE+vdW method may offer the best
compromise between accuracy and computational cost for
large supercells.

B. Doping Bi2Se3 with TM impurities

Most studies of the magnetic coupling so far have provided
a model of magnetically doped TIs in the dilute limit, either by
using large supercells or the coherent potential approximation
(CPA) [27,35,64,86]. In this paper, we are interested in un-
derstanding the evolution of the magnetism starting from the
full in-plane coverage and gradually going towards the dilute
limit. Therefore, we focus on doping a single Bi layer within
a single QL in the conventional three-formula-unit hexagonal
cell, as shown schematically in Fig. 1(a). For convenience,
we label such a layer “the magnetic Bi layer”. This name
will be used in the rest of the paper to specify the planar
concentration of dopants, as shown in Fig. 1(b). Investigated
dopants include four TM elements, namely, V, Cr, Mn, and
Fe. The other QLs in the system for now remain undoped,
with the idea of creating a hypothetical 2D-like magnet inside
a layered nonmagnetic TI. The large distance between the TM
layers in the supercell quenches the out-of-plane magnetic
coupling, and the only finite interatomic exchange interaction
remains the intralayer in-plane term (Jintra−in) between the
TM atoms in the same Bi layer of the same QL, as shown
schematically in Fig. 1(c). The reason for considering a model
2D magnetic system like the present one is that we want
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FIG. 1. (a) Conventional three-formula-unit (3FU) hexagonal cell of Bi2Se3 where one of the Bi layer inside a QL has been doped with TM
atoms and labeled as “the magnetic Bi layer”. Different atomic layers and planes in the undoped QLs are also shown. Bi, Se, and TM atoms
are indicated by grey, green, and red spheres, respectively. (b) A bird’s eye view of the magnetic Bi layer where 100% and 50% of the Bi atoms
have been replaced with TM dopants. (c) A sketch of the possible inter-atomic exchange couplings expected in realistic TM-doped Bi2Se3,
with the assumption that doping happens substitutionally at the cationic site; note that in our model both Jintra−out and Jinter are suppressed.
Details given in the main text.

to study the origin and nature of the in-plane magnetic ex-
change interaction, Jintra−in, between the TM atoms, and their
dependence as a function of in-plane doping concentrations in
an ideal environment in the absence of the interlayer (Jinter)
and out-of-plane intralayer (Jintra−out) interactions, also de-
picted in Fig. 1(c). The Jintra−in interaction that we consider
here is supposed to be the easiest one to model, analyze,
and understand, but can incorporate all the possible exchange
mechanisms that usually occur in these systems under a more
realistic doping. By comparing the detailed understanding of
the magnetic interactions in this ideal system and the changes
that will appear when different kinds of doping are allowed,
we shall be able to understand how the exchange coupling
really originates in tetradymite semiconductors. Furthermore,
this type of analysis will also allow us to investigate the role
of local distortions and structural anisotropy resulting from
the doping process directly, connecting them to the nature of
the exchange coupling. This analysis cannot be done via a
mean-field approach as CPA, but requires the usage of large
supercells [87]. As a result, one has to limit the configurations
to explore to avoid an explosion of the computational costs.

It is important to note that, in a realistic system, the random
distribution of substitutional impurities within the Bi matrix
will introduce additional out-of-plane couplings, both inside
the same QL (Jintra−out) and between QLs (Jinter); see again
Fig. 1(c). The inclusion of Jinter is not essential for the purpose
of analyzing the nature of the exchange mechanism, since

this coupling is much weaker than those happening inside
the same QL, due to the presence of the wide vdW gap [27].
Similar considerations can be made for interstitial impurities,
which may appear in the vdW gap, albeit with a very small
concentration [86]. Although the presence of these additional
magnetic atoms may induce a small renormalization of the
intralayer couplings, it is not expected to change their char-
acteristics and physical origin. A more impactful effect may
be expected for the ordering temperature [27,86], which is,
however, not the goal of our analysis. Neglecting Jintra−out is
instead a choice dictated by computational convenience, as
illustrated above. Based on previous literature [27], we expect
this term to be of a similar nature as Jintra−in and therefore we
believe that our analysis may be extended to it as well. We
intend to investigate this hypothesis in future works, using the
results presented here as a term of comparison.

C. Structural optimization method for TM-doped Bi2Se3

For the structural optimizations of the doped systems,
the computational approach is decided on the basis of
the results obtained for pristine Bi2Se3. Thus, we choose
GGA-PBE+vdW as the exchange-correlation functional and
include SOC for a reliable treatment of the heavy atom
Bi. To improve on the deficiencies of semi-local exchange-
correlation functionals, a Hubbard U correction is added to
the TM-3d states, via the DFT + U approach. Thus, we ex-
plore the role of these different corrections in a series of
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TABLE II. Calculated lattice constants a and c, cell volume V, nearest-neighbor (NN) cation-anion bond lengths, TM-projected spin
moment and total spin moment over the entire cell for Cr-doped Bi2Se3, for a concentration of 100% in the magnetic Bi layer. Calculations
made with VASP, using different methodological schemes, as described in the text.

NN bonds in doped QL (Å)
NN bonds in undoped QL

(Å) Moment (μB)

Method a (Å) c (Å) V (Å3) Cr-Se2 Cr-Se1 Bi-Se2 Bi-Se1 vdW gap Bi-Se2 Bi-Se1 vdW gap TM cell

PBE + vdW 4.05 28.53 405.32 2.68 2.61 3.09 2.83 2.73 3.05 2.84 2.72 3.23 3.00
PBE + vdW + U 4.06 28.57 407.79 2.71 2.64 3.09 2.83 2.71 3.06 2.84 2.71 3.52 3.00
PBE + vdW + SOC 4.06 28.35 403.87 2.68 2.61 3.11 2.83 2.67 3.06 2.85 2.62 3.23 ẑ 3.00 ẑ
PBE + vdW + SOC + U 4.07 28.37 406.28 2.71 2.64 3.11 2.84 2.66 3.06 2.85 2.61 3.52 ẑ 3.00 ẑ

calculations, performed by replacing an entire Bi layer inside
a QL with TM impurities, as illustrated in Fig. 1(a). This
means that we have 100% doping in reference to the magnetic
Bi layer, 50% doping in reference to the QL, a 17% doping
in reference to the conventional three-formula-unit hexagonal
unit cell used for the calculations. The differences obtained
between the various computational methods do not depend on
the choice of the TM impurity, thus it is sufficient to look only
at the results for one element. The structural data as well as
the most relevant magnetic moments obtained for Cr-doped
Bi2Se3 are reported in Table II. By first comparing PBE+vdW
and PBE+vdW+U , we see that the effect of U is to increase
the local Cr-Se bonds by about 0.03 Å, without affecting
the Bi-Se bonds in both the doped and undoped QLs. The
correction induced by U also causes an increase of the lattice
parameters, leading to a slightly larger equilibrium volume.
This is due to having decreased the itinerant character of the
Cr-3d states and thus their participation to the chemical bond
[46]. Conversely, the inclusion of SOC does not affect the
Cr-Se bonds significantly. Relativistic corrections slightly in-
crease the Bi-Se bonds and reduce the cell volume, albeit less
than 0.5%. We also notice that the structural changes induced
by U and SOC seem to compensate each other. As a result,
the final structural data obtained for PBE+vdW+U+SOC
are very similar to those obtained with PBE+vdW, which,
however, involves a much smaller computational cost. In ad-
dition, the small structural changes observed in Table II have
a negligible effect on the electronic structure. This can be
verified by employing the four equilibrium equilibrium struc-
ture to calculate the electronic structure while keeping the
computational scheme fixed. As illustrated in the SM [71], the
structural variations have a negligible effect on the electronic
structure. Overall, we can conclude that the major structural
changes resulting from doping are well captured within the
PBE+vdW approach. Therefore, we are going to use this

approach to obtain all the relaxed structures investigated in
the rest of this paper, encompassing different dopant concen-
trations and magnetic orders. The effect of U and SOC on the
electronic and magnetic properties will be instead analyzed
directly in the RSPt calculations. The only comment to be
made in reference to Table II is that SOC does not induce any
substantial variation on the calculated spin moment.

IV. FULL COVERAGE (100% DOPING) OF THE
MAGNETIC BI LAYER

The structural changes resulting from the TM doping as
obtained from the VASP calculations are reported in Table III.
The most visible effect of doping is the decrease in the lattice
parameters and unit cell volume, as a result of the smaller
size of the TM atoms compared to Bi. As emphasized in
previous literature [27,32,88], the local relaxation is particu-
larly important for the magnetic properties. The TM-Se bonds
are much smaller than the Bi-Se bonds, accounting for the
difference in the atomic radii. As expected, the Bi-Se bonds
in the undoped QLs remain unaffected by the doping and
maintain their pristine chemical properties. Going from V to
Fe, the TM-Se bonds do not show any systematic change with
the atomic number, which highlights the role played by the
magnetic degrees of freedom, in addition to the atomic size.
A parameter which is instead clearly connected to the atomic
number is the size of the vdW gap between the QL doped
with TM atoms and an adjacent QL, which systematically
decreases from V (2.83 Å) to Fe (2.59 Å). As a result, the
electronic and magnetic properties of the Mn- and especially
Fe-doped layers are expected to be more affected by the neigh-
boring undoped QLs compared to V- and Cr-doped layers. The
distance between two undoped QLs, instead, is constant for V,
Cr, and Mn, but shows a small variation for Fe, which is also
noticeable in the total equilibrium volume.

TABLE III. Calculated lattice constants a and c, cell volume V, and NN cation-anion bond lengths for TM-doped Bi2Se3, for a concentration
of 100% in the magnetic Bi layer, as obtained with VASP in PBE + vdW.

NN bonds in doped QL (Å) NN bonds in undoped QL (Å)

TM atom a (Å) c (Å) V (Å3) TM-Se2 TM-Se1 Bi-Se2 Bi-Se1 vdW gap Bi-Se2 Bi-Se1 vdW gap

V 4.06 28.59 407.42 2.77 2.54 3.08 2.83 2.83 3.05 2.84 2.72
Cr 4.05 28.53 405.32 2.68 2.61 3.09 2.83 2.73 3.05 2.84 2.72
Mn 4.06 28.55 406.87 2.75 2.59 3.09 2.84 2.67 3.05 2.84 2.72
Fe 4.05 28.29 401.06 2.77 2.55 3.04 2.84 2.59 3.04 2.84 2.67
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FIG. 2. (a) Interatomic exchange interactions between magnetic moments at the V sites in V-doped Bi2Se3 for 100% doping of the magnetic
Bi layer as a function of the V-V distance. Calculations made with RSPt in DFT and DFT + U , without and with SOC. For the latter, only
the isotropic averages of the exchange tensor are plotted (green squares). (b) Interatomic exchange interactions between magnetic moments at
the Cr sites in Cr-doped Bi2Se3 for 100% doping of the magnetic Bi layer, as a function of the Cr-Cr distance. Calculations made with RSPt
in DFT and DFT + U , without and with SOC. For the latter, only the isotropic averages of the exchange tensor are plotted (green squares).
(c) Spin-polarized PDOS of the V-3d states in DFT and DFT + U , as calculated via RSPt, with the Fermi level at zero energy; in the inset,
the states at the Fermi level are magnified, showing a finite contribution for plain DFT but not for DFT + U . (d) Spin-polarized PDOS of the
Cr-3d states in DFT and DFT + U , as calculated via RSPt, with the Fermi level at zero energy.

The relaxed structures are used in RSPt to determine
electronic and magnetic properties. Let us first focus on V-
and Cr-doped Bi2Se3. The interatomic exchange parameters
calculated for V and Cr are shown in Figs. 2(a) and 2(b),
respectively. We can see that the isotropic values calculated
without SOC (black spheres) are identical to the isotropic
averages calculated with SOC (green squares). For these el-
ements, relativistic corrections do not change the nature of
the magnetic exchange interaction, not even quantitatively.
This is somehow expected for 100% doping of the magnetic
Bi layer, since the heavy Bi atoms inside this layer are all
replaced by TM atoms and thus are not present along the
exchange paths. This is in agreement with previous studies
where heavy Cr doping in (Bi, Sb)2Se3 was found to turn the
system into a FM insulator where the effects due to SOC are
strongly quenched [89,90]. The dependence of the calculated
exchange parameters on the interatomic distances is found
to be short-ranged, for both V and Cr. The nearest-neighbor
(NN) interaction is the largest and has a ferromagnetic char-
acter [positive sign, due to the convention adopted in Eqs. (1)
and (2)]. The second- and third-neighbor interactions are
already very small in comparison to the NN coupling, and

therefore we conclude that, in this case, only the NN term
is going to play a significant role in the magnetic ordering.
To gain a precise understanding of the nature and origin
of the NN interaction, we take advantage of the octahedral
symmetry and extract the orbital resolved Eg − Eg, T2g − T2g,
and Eg − T2g components of the NN exchange interaction,
which are presented in Table IV. Additionally, the table in-
cludes the projected local charges for the TM-3d states (Qd )
for different spin channels, their differences (�Q) correspond-
ing to the TM-3d moment, and the total local moment at the
TM site (μTM). Let us first look at the data for the V-doped
system, without the correction of the Hubbard U . Table IV
shows that a magnetic moment of almost 2 μB forms at each
V site; these magnetic moments are coupled by a strong
FM NN interaction, whose major contributions come from
the T2g − T2g component (0.67 mRy) and, to a lesser extent,
the Eg − T2g component (0.37 mRy). In past studies of the
dilute limit, a local magnetic moment of about 2 μB was
suggested to be the signature of a d2 electron configuration
in the 3+ oxidation state [27,32,64]. However, this interpre-
tation is based on the assumption of an atomic-like scenario
where Hund’s rules apply, which is doubtful for this class
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TABLE IV. Orbital-resolved NN exchange parameters, spin-resolved TM-3d charges (Qd ) and their differences (�Q), and total magnetic
moment at the TM site (μTM) for TM-doped Bi2Se3 for 100% doping of the magnetic Bi layer, as obtained with RSPt in DFT and DFT + U
without SOC.

Orbital-resolved NN exchange parameters (mRy)
Spin resolved d-orbital charge

(electron unit)

TM atom U, J (eV) Eg–Eg T2g–T2g Eg–T2g Total Qd -up Qd -dn �Q μTM (μB)

V 0.0, 0.0 −0.024 0.670 0.371 1.017 2.38 0.45 1.93 1.96
3.0, 0.9 −0.073 −0.064 0.291 0.153 2.32 0.44 1.88 1.91
4.0, 0.9 −0.059 −0.056 0.246 0.130 2.32 0.42 1.90 1.93

Cr 0.0, 0.0 0.000 −0.076 0.836 0.760 3.42 0.45 2.97 3.03
3.0, 0.9 −0.013 −0.017 0.557 0.528 3.45 0.40 3.05 3.10

Mn 0.0, 0.0 0.391 −0.100 −0.271 0.019 4.28 0.58 3.70 3.77
3.0, 0.9 0.359 −0.011 0.004 0.353 4.42 0.42 4.00 4.07

Fe 0.0, 0.0 1.505 0.777 −5.115 −2.832 4.41 1.53 2.88 2.92
3.0, 0.9 0.004 −1.220 −0.448 −1.665 4.61 1.27 3.34 3.39

of systems. A detailed analysis of XMCD experiments on
V-doped (Bi, Sb)2Te3, based on multiplet ligand field theory
calculations, suggests that the 3+ configuration contributes to
less than 10% to the ground state, while the most important
contributions come from the configurations with one and two
ligand holes [26,35]. This is also supported by the analysis
of the local density matrix in DFT, which points to a nomi-
nal oxidation state around 2+, as a consequence of a strong
p − d hybridization [35]. The latter leads to a redistribution
of electronic charge along the covalent bond between V and
Te (Se in our case), thus impeding its contribution to the free
carrier concentration [26]. This scenario finds correspondence
in our model, despite being for the full coverage of a Bi layer
and not in the dilute limit. In fact, the TM-3d charge reported
in Table IV is very close to a d3 configuration, with partial
occupation of both spin-up and spin-down bands. This can
be visualized in the projected density of states (PDOS) for
the V-3d states, reported in Fig. 2(c) as a grey-shaded region.
Due to the presence of a small charge in the minority spin
channel, partially filled T2g-up states appear as an impurity
band in the majority spin channel, with a finite contribution
at the Fermi level (EF ). The empty Eg-up states are further
higher in energy in the conduction band. In this situation, a
virtual hopping from the partially filled T2g-up states to the
empty Eg-up states of the NN V atoms is possible through
the Se atoms. A nearly 90◦ angle in this V-Se-V exchange
channel can give rise to an FM superexchange following
the Goodenough-Kanamori-Anderson (GKA) rules [91]. A
similar mechanism has indeed been described in VI3 for a
localized moment of about 2 μB, albeit in a d2 configuration
[65]. The virtual hopping process mentioned above involves
two component mechanisms. First, a spin parallel electron
is transferred from the filled p-orbital of the Se atom to the
empty Eg-up orbital of the first V atom. This results in an
energy gain following intra-atomic Hund’s rule and leading
to an FM V-Se coupling. The second electron from the Se
p-orbital couples antiferromagnetically with the filled T2g or-
bital of the second V atom, due to a direct exchange between
nonorthogonal orbitals. The net Eg − T2g exchange between
the two V atoms becomes FM. This analysis suggests that
the FM Eg − T2g component comes from a superexchange
mechanism. Moreover, a virtual hopping between the partially

filled T2g-up orbitals of two NN V atoms is also possible.
This can result in a T2g − T2g FM superexchange mechanism,
which again has been discussed in the context of VI3 [65].
This contribution may be substantial, but cannot overweigh
the Eg − T2g FM superexchange, as the latter involves a sigma
bonding between the Se p-orbital and the V Eg-orbital along
the bonding axis [91]. Finally, we already commented on the
presence of a finite spectral weight at EF , due the T2g-up states,
which is also magnified in the inset of Fig. 2(c), for clarity.
These states may cause the T2g − T2g FM double-exchange
mechanism [38,92], which can be quite large and hence
dominate over the superexchange interactions. In order to
understand if double exchange is really the mechanism driving
the large T2g − T2g coupling seen in Table IV, we investigate
the connection between this term and the number of states
at EF . To modify the latter, we perform DFT + U calcula-
tions with interaction parameters U = 3.0 eV and J = 0.9 eV.
The precise values of the Coulomb interaction parameters are
not important for this test, since we intend only to analyze
the response of the system to a depletion of states at EF .
The exchange parameters (red up-triangles) and orbital pro-
jected 3d-states (red lines) obtained from these calculations
are shown in Figs. 2(a) and 2(c), respectively. As expected,
introducing the additional U term drives the system insulating,
opening a gap at the Fermi level in the spin-up channel. As a
result, the interatomic exchange interactions show a notice-
able change in the NN T2g − T2g component, which goes from
being the dominant FM term (0.67 mRy) to being a very weak
AFM term (−0.06 mRy). The latter corresponds to what is
expected from an interaction coming from the superexchange
in an insulating state [91]. This analysis confirms that the
dominant NN T2g − T2g component observed without U comes
from a double-exchange mechanism. Our conclusion is also
supported by results obtained from multiplet ligand field the-
ory, where the ground state is decomposed in an almost equal
admixture of d3 and d4 configurations [26]. We also note
that in DFT + U the Eg − T2g FM superexchange becomes
the dominant exchange mechanism, but its value is decreased
from 0.37 mRy (no U case) to 0.29 mRy. This is due to
the increased energy separation between the filled and empty
bands in the spin-up channel; see Fig. 2(c). To further explore
whether the FM superexchange mechanism remains prevalent,
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we also increase U to 4 eV. These calculations reveal a further
increase in the aforementioned separation between filled and
empty bands in the spin-up channel; see the blue curves in
Fig. 2(c). This results in a further decrease of the strength of
the FM superexchange T2g − Eg component, which goes from
from 0.29 mRy to 0.25 mRy (Table IV).

As we go from V to Cr, one more electron is added to the
d-orbital. Consequently, we can anticipate a d4 electron con-
figuration if Cr is in a 2+ oxidation state analogous to the one
we discussed for V (see the final remarks in the conclusions
for a contextualization of this analysis). This is confirmed by
the analysis of Table IV, where the Cr-3d states have a total
occupation of about 3.9 electrons and a spin moment of almost
3 μB. The local and total magnetic moments are in line with
previous DFT findings for similar Cr-doped systems [27,64].
Multiplet ligand field theory and XMCD analysis of Cr-doped
(Bi, Sb)2Te3 point to a ground state composed by d3 (10%),
d4 (50%), d5 (35%), and d6 (4%) configurations, which is
also consistent with our data [26]. In the PDOS for the Cr-3d
orbitals shown in Fig. 2(d), we observe a filled valence band
of mainly T2g-up states and an empty conduction band of
mainly Eg-up character. A large separation between valence
and conduction bands creates an insulating gap. Unlike the V-
doped system, this insulating gap eliminates the possibility of
a T2g − T2g FM double exchange mechanism. The component
analysis of the NN exchange, provided in Table IV, supports
this conclusion, showing a weak AFM T2g − T2g component.
This can again be rationalized by following the GKA rules
[91], as described above. In this case, the virtual hopping
between filled T2g-up states and vacant Eg-up states gives rise
to the dominant Eg − T2g FM superexchange of 0.84 mRy.
These observations can be connected to the analogous system
CrI3, where Cr exhibits a magnetic moment of about 3 μB

and a nearly 90◦ Cr-I-Cr exchange path, albeit in a 3+ oxi-
dation state [93,94]. Following what was done for the V case,
we can again make DFT + U calculations with U = 3.0 eV
and J = 0.9 eV for the Cr-3d states and observe the system
response. The calculated exchange parameters (red triangles)
are plotted in Fig. 2(b), while the corresponding PDOS for
the Cr-3d states (red bold lines) is plotted in Fig. 2(d). The
corrections induced by the local Coulomb interaction increase
the separation between occupied and empty states, leading
to an increased band gap. The latter results in a decrease in
the NN Eg − T2g superexchange interaction from 0.84 mRy to
0.56 mRy, similarly to what happens for V. This term, how-
ever, remains the dominant contribution to the NN exchange.
Interestingly, the AFM NN T2g − T2g superexchange interac-
tion decreases slightly when U is applied (see Table IV).
The exchange coupling being finite only at small distances,
the long-range behavior of distant neighbors seems to remain
unaffected when going from DFT to DFT + U ; see Fig. 2(b).

These results show that for V, both double exchange and
superexchange could result in a short-ranged FM interaction
due to a partially filled T2g band, where the double exchange
mechanism strongly depends on the states around the Fermi
energy. For Cr, however, there are no states at the Fermi
level, and thus only the superexchange mechanism is possible.
Our results are in agreement with a recent study [35] where
the dependence of the calculated exchange parameter on the
position of the Fermi energy is found to be different in V- and

Cr-doped Sb2Te3. They show that for V, a sharp peak followed
by a broad ridge appears in Ji j (E ) when EF moves from inside
the V T2g manifold to in between T2g and Eg. The sharp peak
has been associated with a double exchange mechanism that
does not appear for the Cr system. The broad ridge has been
associated with a superexchange mechanism which is present
in both V and Cr systems.

The electronic and magnetic properties of Mn- and Fe-
doped systems are slightly different from those of V- and
Cr-doped systems. Table IV shows that Mn-3d states acquire
a charge of 4.28 and 0.58 electrons in the spin-up and spin-
down channels, respectively. This results in a net 3d moment
of about 3.70 μB, which is reinforced by a contribution of
0.07 μB coming from the other shells of the Mn atom. Overall,
this suggests a d5 electron configuration with Mn in the 2+
oxidation state similar to what was obtained for V and Cr. This
interpretation is supported by the PDOS of the Mn-3d states,
shown in Fig. 3(c) (black lines). The major contribution to
the spin-up channel is located well below the Fermi energy,
in the energy window comprised between −5 and −1 eV. A
smaller contribution to the spin-up channel is present at the
Fermi energy, as a shoulder between a small occupied peak
and a small unoccupied peak. The total DOS, which is also
shown in Fig. 3(c) (shaded area), clarifies that this spectral
weight is due to a localized electron-hole pair, whose major
contribution comes from the host. As illustrated in the inset
of Fig. 3(c), the Se-4p states (green lines) seem to play a
key role. This suggests the presence of a hole on the Se
atoms near the Mn atom and the hybridization with the Mn
Eg states gives it some Eg character. This finding aligns with
experimental studies of Mn-doped Bi2Se3, where XAS mea-
surements demonstrate that Mn favors a 2+ oxidation state
and acts as a p-type carrier system due to the presence of a
ligand hole [95]. Similar conclusions were reached by other
theoretical studies on analogous systems [64,96]. As a matter
of fact, this physical situation is reminiscent of the behavior
of substitutional Mn atoms in Mn-doped GaAs [97–101]. The
contribution of the Mn-3d orbitals with Eg character to the
hole state comes from the p − d hybridization suggesting a
possible hopping of the hole from Se to neighboring Mn
atoms. This can lead to a hole-mediated exchange between
the Mn atoms, which may manifest as a Zener p − d ex-
change mechanism or as a particular type of double-exchange,
depending on the localization of the aforementioned holes
[38–40,99]. To better understand the nature of the exchange
coupling, we again focus on the symmetry-resolved compo-
nents of the NN interaction, as presented in Table IV. Mn with
a d5 electron configuration in the high spin state suppresses
the Eg − T2g FM superexchange. Now we get a weak Eg − T2g

AFM superexchange for the nearly 90◦ Mn-Se-Mn exchange
path according to GKA rules. This is very similar to what we
see in compounds like MnCl2, and MnBr2 having a similar
exchange path and Mn2+ ion [91]. A small AFM T2g − T2g

superexchange is also present, in analogy to what is seen for
V and Cr. The Eg − Eg interaction now becomes FM, with an
interaction strength comparable to the AFM Eg − T2g superex-
change. This competition between FM and AFM components
results in a negligible NN exchange coupling, which is even
surpassed by the second-neighbor term, as shown in Fig. 3(a).
At first one may expect that the FM Eg − Eg interaction may
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FIG. 3. (a) Interatomic exchange interactions between magnetic moments at the Mn sites in Mn-doped Bi2Se3 for 100% doping of the
magnetic Bi layer, as a function of the Mn-Mn distance. Calculations made with RSPt in DFT and DFT + U , without and with SOC. For the
latter, only the isotropic averages of the exchange tensor are plotted (green squares). (b) Interatomic exchange interactions between magnetic
moments at the Fe sites in Fe-doped Bi2Se3 for 100% doping of the magnetic Bi layer, as a function of the Fe-Fe distance. Calculations
made with RSPt in DFT and DFT + U , without and with SOC. For the latter, only the isotropic averages of the exchange tensor are plotted
(green squares). (c) Spin-polarized total DOS and PDOS of the Mn-3d states in DFT and DFT + U , as calculated via RSPt, with the Fermi
level at zero energy; in the inset, the states at the Fermi level are magnified, showing a strong hybridization between Mn-3d and Se-4p states.
(d) Spin-polarized total DOS and PDOS of the Fe-3d states in DFT and DFT + U , as calculated via RSPt, with the Fermi level at zero energy.

arise from the superexchange mechanism, due to the d5 elec-
tron configuration [91]. However, such a term would be much
weaker than what results from our calculations and ignores
the complexity of the hole-mediated exchange coupling that
we discussed above. Depending on the properties of the hole,
two types of hole-mediated exchange can occur as explained
in the Mn-doped Bi2Te3 theoretical findings [96]. A weakly
bound hole leads to an RKKY-type long-range interaction,
whereas a strongly bound hole is expected to result in a FM
double exchange mechanism. To understand the nature of the
Eg − Eg component, we again perform DFT + U calculations,
in analogy to the V and Cr cases. Our aim is to perturb the
hole state around the Fermi energy and register the eventual
changes of the exchange interaction. Surprisingly, we find
that the e − h bound state near the Fermi level hardly gets
affected by a Hubbard term applied to the Mn-3d states,
as illustrated by the red lines in Fig. 3(c). This confirms
our previous claim that this state possesses a dominant Se
p-character. As a result, the hole-mediated FM Eg − Eg inter-
action also remains unaffected; see Table IV. Conversely, the
AFM Eg − T2g and T2g − T2g superexchange interactions are

drastically quenched, which is due to the increased exchange
splitting shown by the red lines in Fig. 3(c). Consequently,
the total NN exchange interaction Ji j is not null any longer
but is dominated by the FM Eg − Eg component. The spatial
dependence of Ji j , as illustrated by the red lines in Fig. 3(a),
exhibits a rapidly decaying FM behavior and not an oscillatory
trend. This indicates that in our case the Eg − Eg component
comes from a short-range double exchange mechanism due
to the strongly bound nature of the hole. This is expected in
the case of Bi2Se3 as a host, which supports more localized
properties in comparison to Bi2Te3, due to the smaller size
of the Se p orbitals [33,96]. Finally, we analyze the effect of
SOC on the exchange coupling of Mn dopants; see the green
curve in Fig. 3(a). As for V and Cr, there are no noticeable
differences arising from relativistic corrections.

Going from Mn to Fe adds one more d electron in the
system. The electronic charges reported in Table IV suggest
a d6 configuration and thus a nominal oxidation state of 2+.
The corresponding PDOS of the Fe-3d states are shown by
the black lines in Fig. 3(d). The structure of the spin-up
channel is very similar to the Mn case, with the presence of an
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FIG. 4. (a) Orbital decomposition of the interatomic exchange interactions between magnetic moments at the Fe sites in Fe-doped Bi2Se3

for 100% doping of the magnetic Bi layer as a function of the Fe-Fe distance. Calculations made with RSPt in DFT without SOC. (b) As above
for calculations made with RSPt in DFT + U without SOC, for U = 3.0 eV and J = 0.9 eV. (c) A simple model where FM chains of Fe atoms
are antiferromagnetically aligned, resulting in a unit cell doubling along the a axis. Red and blue spheres represent Fe atoms with magnetic
moments up and down, respectively, as also indicated by the yellow arrows. Green spheres represent Se atoms. (d) Spin-polarized total DOS
and PDOS of the Fe-3d states in DFT for the AFM state depicted in (c), as calculated via RSPt; the Fermi level is at zero energy.

electron-hole state around the Fermi energy. However, in the
case of Fe, the peaks are broader and there is a larger contribu-
tion (a small peak) precisely at the Fermi level, suggesting a
larger delocalization. This is most likely a consequence of the
smaller size of the Fe atoms and the stronger p − d hybridiza-
tion with the Se atoms. The role of the latter can be further
analyzed through the inspection of the hybridization function,
obtained by means of a mapping onto a single impurity An-
derson model [102]. As illustrated in the SM [71], no marked
differences can be seen for the hybridization of the Mn-3d
and Fe-3d states for the spin-up channel around EF , which
suggests the predominant role of the steric effects. Conversely,
the spin-down channel exhibits a much stronger hybridization
for Fe than for Mn, starting precisely at the Fermi level. This
is reflected in the corresponding PDOS of Fig. 3(d), where
a finite contribution at the Fermi level is noticeable, with a
dominant Fe-3d character just below EF and a more mixed
character just above EF . These features of the electronic struc-
ture drastically change the nature of the magnetic exchange
interaction with respect to the Mn case. As shown in Fig. 3(b)
(black spheres), we now get a strong AFM NN exchange,
followed by an AFM second-neighbor exchange of significant
strength. Both the sign and strength of the exchange interac-
tions are qualitatively very different than those observed in

the previous three systems with V, Cr, and Mn. These AFM
interactions were also found in a previous DFT-based study of
Fe-doped Bi2Se3, Bi2Te3, and Sb2Te3 [27]. Besides this, we
also see a distant oscillatory behavior which becomes more
prominent in the case of DFT + U calculations, as shown
by the red lines in Fig. 3(b). These oscillations are a char-
acteristic signature of the RKKY-type exchange mechanism.
Before analyzing the details of the exchange coupling, it is
worthwhile to point out that, for Fe, SOC seems to have a
larger impact on short-range interactions in comparison to
the other systems. Since we are still considering a system
where doping amounts to 100% of the magnetic Bi layer, we
attribute this effect to secondary factors, as, e.g., induced by
local structural distortions. A better analysis of these small
corrections requires further investigation, but falls outside the
scope of this paper.

To understand the origin of the marked AFM coupling
observed in Fe-doped Bi2Se3, we again focus on the orbital
resolved components of the NN exchange, reported in Ta-
ble IV. For further insight, we also look at the decomposition
of the distance dependence of the exchange coupling, pre-
sented in Fig. 4. As for Mn, the Eg − Eg component gives
a hole-mediated FM NN exchange, although its strength is
significantly bigger for Fe. This component shows a long-
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ranged RKKY-type oscillatory trend, as shown in Fig. 4(a)
(red squares), which suggests a weakly bound hole similar to
what was suggested in the case of Mn-doped Bi2Te3 [96]. As
discussed above, this weakly bound hole is more delocalized
and may result in both short-range FM double exchange or
long-ranged RKKY-type exchange. Due to the more delocal-
ized nature of the hole, the NN Eg − Eg component becomes
much larger than the one observed for Mn doping. Next,
we focus on the T2g − T2g component, depicted as green up-
triangles in Fig. 4(a). The initial NN FM interaction gradually
decays with distance, followed by a weak oscillatory behavior.
The short-ranged FM interactions occur as a result of a double
exchange mechanism, due to the finite contribution at the
Fermi level coming from the singly occupied T2g-dn states;
see Fig. 3(d). The double exchange dominates over the RKKY
interaction, due to the strongly localized impuritylike nature
of this state. Finally, we discuss the Eg − T2g component (blue
dn-triangles) that constitutes the dominating AFM interaction
between two Fe atoms. The total DOS, shown in Fig. 3(d), has
a large contribution at the Fermi energy in both the spin-up
and spin-down channels. The states in the spin-up channel
are holelike states with a significant Eg character, as discussed
before. On the other hand, the states in the spin-down channel
are electrons coming from the partially filled T2g-dn band.
Their narrow bandwidth suggests that both these states are
localized in nature. Now, an AFM order between two Fe
atoms will make it possible for the holes and electrons to hop
from the majority spin channel of one Fe to the minority spin
channel of the other Fe atom and vice versa. This hopping
will happen via the Se atoms and will lead to a hybridiza-
tion between two different spin channels. This will make the
system more metallic with more delocalized charge carriers,
promoting a kinetic energy gain. This situation resembles the
AFM double-exchange mechanism, that becomes possible in
this system because of the 2+ oxidation state of the Fe atom
and a d6 electron configuration.

To check if the previous considerations are correct, we per-
form an electronic structure calculation where the magnetic
order is assumed to be FM along chains of Fe atoms, but AFM
between chains, as depicted schematically in Fig. 4(c). Note
that the Fe atoms in the plane form a triangular lattice and
establishing a different type of AFM order may be much more
complicated, involving also noncollinear magnetic moments
and complex magnetic textures [103]. Nevertheless, the model
devised here is sufficient for our analysis. The total DOS and
PDOS of the Fe-3d states for this model AFM calculation
are shown in Fig. 4(d). Energetically, this solution is more
favorable than the FM solution we discussed above. As by
our hypothesis, we get a fully metallic solution with a more
delocalized state around the Fermi energy if compared to the
FM solution; see Fig. 3(d).

To further verify that our interpretation of the various ex-
change mechanisms present in Fe-doped Bi2Se3 is correct,
we have again performed DFT + U calculations to manipu-
late the electronic structure and observe the induced changes
in the exchange interaction. The distance dependence of the
exchange components in DFT + U is illustrated in Fig. 4(b),
while the PDOS of the Fe-3d states is shown in red in
Fig. 3(d). Due to the local Coulomb interaction, the exchange
splitting of the Fe-3d states increases and the spectral weight

of the holelike state at the Fermi level almost disappears.
Qualitatively, this is very different than what observed for
Mn, and it is due to the larger p − d hybridization and more
3d character of the hole state compared to the Mn case. In
DFT + U , the vanishing hole state is no longer able to give
rise to the hole-mediated double exchange and, as a result,
the Eg − Eg component of the exchange interaction totally
dissipates; see Fig. 4(b). The T2g states in the spin-down
channel are also strongly affected by the Hubbard U, with a
marked increase of the bandwidth and a reduced contribution
at the Fermi level. A reduced contribution at the Fermi level
from both the Eg-like hole state in the spin-up channel and
the T2g state in the spin-down channel reduces the strength of
the AFM double exchange type Eg − T2g component, which is
no longer the largest source of the AFM NN exchange. Now,
the major contribution comes from the T2g − T2g component,
that also shows a prominent long-ranged oscillatory behav-
ior. Though the T2g − T2g shows an NN AFM exchange, the
second-neighbor exchange is FM, suggesting a dominating
RKKY mechanism. This happens because the DFT + U cor-
rections have slightly increased the delocalization of the T2g

states, in connection to the aforementioned increase of band-
width. The T2g − T2g component also defines the net exchange
of the system, with evident long-ranged RKKY behavior. In-
terestingly, a very similar trend of the T2g − T2g component
was reported in the bulk bcc-Fe [47]. These results suggest
that in Fe-doped Bi2Se3 there are competing exchange inter-
actions that can be tuned to induce various magnetic orders
in the system, through the application of local perturbations.
Though the high concentration of dopants modeled here de-
picts a scenario that does not seem suitable for QAHE, due to
the AFM ground state, the presence of a prominent RKKY-
type interaction suggests that a FM order may be stabilized
at lower concentrations and/or via external stimuli. Further
investigations are needed to clarify this point. Some insight
may be obtained through the analysis of 50% doping of the
magnetic Bi layer, which is presented in the next section.

V. HALF COVERAGE (50% DOPING)
OF THE MAGNETIC BI LAYER

The previous section has clarified the competition and co-
operation of various exchange mechanisms in the magnetic
order of TM-doped Bi2Se3, in the special limit of the full
coverage of a Bi plane in an almost isolated QL, which we
defined as the magnetic Bi layer. In this section, we analyze
the role played by the dopant concentration, with a main focus
on the local structural arrangements of the TM atoms. To
this end, we consider a model where the half of Bi atoms in
the magnetic Bi layer are replaced by TM atoms, as shown
schematically in Fig. 1(b). Ignoring disorder is not important
for our analysis, since we are interested in the details of the
local response and not in the reproduction of a particular
material. For 50% doping of the magnetic Bi layer, the av-
erage TM-TM distance obviously increases with respect to
the 100% doping case, due to the larger size of the Bi atoms.
Most importantly, the exchange paths may be altered by the
different distribution of dopants, as schematically illustrated
in the inset of Fig. 5(a). The NN exchange path (TM-Se-
TM / E1) for 50% doping of the magnetic Bi layer remains
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FIG. 5. (a) Orbital-resolved inter-atomic exchange interactions between magnetic moments at the V sites in V-doped Bi2Se3 for 50%
doping of the magnetic Bi layer, as a function of the V-V distance. Calculations made with RSPt in DFT, without and with SOC. For the
latter, only the total isotropic averages of the exchange tensor are plotted (green squares). In the inset, the most relevant exchange paths are
shown, as discussed in the main text. (b) Interatomic exchange interactions between magnetic moments at the Cr sites in Cr-doped Bi2Se3

for 50% doping of the magnetic Bi layer as a function of the Cr-Cr distance. Calculations made with RSPt in DFT, without and with SOC.
For the latter, only the isotropic averages of the exchange tensor are plotted (green squares). In the inset, a comparison is made between the
nonrelativistic exchange interactions and the corresponding data obtained by replacing Bi with Sb and Se with Te (no structural relaxation
performed). (c) Spin-polarized PDOS of the V-3d states in DFT, as calculated via RSPt, with the Fermi level at zero energy. (d) Spin-polarized
PDOS of the Cr-3d states in DFT, as calculated via RSPt, with the Fermi level at zero energy. In the inset, a comparison is made between this
PDOS and the corresponding PDOS obtained by replacing Bi with Sb and Se with Te (no structural relaxation performed).

the same as for 100% doping, and thus the NN coupling
is expected to be close to what discussed above. The main
difference is expected for the third-neighbor exchange. While
for 100% doping of the magnetic Bi layer we only have
one type of third-neighbor exchange path, namely, TM-Se-
TM-Se-TM/E3, for 50% doping we have also one additional
path, namely TM-Se-Bi-Se-TM/E ′

3. The second-neighbor ex-
change path E2 is also qualitatively different for 50% doping
due to the presence of heavy Bi atoms nearby. Our aim in
this case is to check how the magnetic exchange along E ′

3
differs from the one along E3. Especially, along E ′

3 we have the
direct presence of the Bi atom that could produce significant
effects due to SOC. Analyzing these features will allow us
to directly check the importance of the van Vleck exchange
mechanism, which was instead quenched from the outset for
100% doping of the magnetic Bi layer. Since our goals also
include the analysis of the structural distortions, the structures
for 50% doping of the magnetic Bi layer were again fully
optimized in VASP. The details of the structural changes are
given in the SM [71]. The most visible structural change is

the increase in the unit cell volume when the doping of the
magnetic Bi layer is reduced from 100% to 50%, which is the
result of a higher Bi content. The unit cell volume and lattice
parameters seem almost independent from the type of TM
atom. This is qualitatively different from what observed for
100% doping of the magnetic Bi layer, and may be understood
by the fact that the overall concentration of dopants in the
three-formula-unit conventional cell is now rather low, and in
this regime the volumetric properties shall depend more on the
host than on on the dopants. For simplicity, we are going to
focus only on electronic structure calculations made in DFT,
without additional Hubbard-like terms.

We start by investigating V and Cr systems. The calculated
interatomic exchange interactions and PDOS of the TM-3d
states are shown in Fig. 5. The spectral properties of both
systems are similar to what observed for 100% doping of
the magnetic Bi layer, which is expected since the TM atoms
mainly bond with the Se atoms in adjacent planes [26]. Thus,
the nominal oxidation states can be considered unchanged.
For V, we again have a finite contribution from the T2g-up
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states at the Fermi level; see Fig. 5(c). For Cr, we have the
same insulating solution as for 100% doping; see Fig. 5(d).
The exchange coupling between magnetic moments at V sites,
as a function of the V-V distance is shown in Fig. 5(a).
When comparing with 100% doping of the magnetic Bi layer,
shown in Fig. 2(a), we see that the NN FM interaction is
very similar and comes from the combination of T2g − T2g

double exchange and Eg − T2g superexchange. Conversely, the
second-neighbor interaction, along E2, and one type of third-
neighbor interaction (along E ′

3) show larger FM contributions.
The presence of Bi atoms along these paths may suggest that
the van Vleck mechanism plays a primary role here. How-
ever, calculations performed with SOC (green squares) show
that this hypothesis is not true and a different mechanism is
operating. If we now inspect the exchange coupling among Cr
dopants, shown in Fig. 5(b), we do not see these FM interac-
tions arising from the second and third neighbors. Overall, the
exchange interactions for 50% doping of the magnetic Bi layer
are very similar to those for 100% doping, shown in Fig. 2(b).
This qualitative difference between V and Cr at 50% doping of
the magnetic Bi layer is at first puzzling, since the exchange
paths for both types of dopants are exactly the same. How-
ever, the analysis of the orbital components further shows that
these interactions come only from the T2g − T2g component,
depicted as left triangles in Fig. 5(a). This clarifies that the
origin of this coupling is not the van Vleck mechanism but the
short-range double exchange mechanism. In the Cr case, this
mechanism is not active, due to the insulating nature of the
system, and thus we only see the NN FM superexchange. The
second- and third-neighbor interactions between Cr moments
instead show a weak AFM nature. This is not something
new, as it was previously reported for Cr-doped Bi2Se3 [33],
in good agreement with our results. In Refs. [33,34], the
second- and third-neighbor interactions for Cr are interpreted
as occurring from a polarized p-orbital network of the host
without being affected by SOC. The AFM character of the
exchange coupling was linked to the properties of the Se-p
orbitals of the Bi2Se3 host and was found to become FM
when Cr was doped in Bi2Te3 and Sb2Te3. To verify this
speculation, we performed a calculation for the Cr system
where we replaced Bi2Se3 with Sb2Te3 while keeping the
structural degrees of freedom unchanged. This would allow
us to focus on the changes of the p − d hybridization due to
the chemical species only. The resulting electronic structure
and exchange parameters are shown in the inset of Figs. 5(d)
and 5(b), respectively. We see that the system still remains
insulating preventing the carrier-mediated mechanisms (dou-
ble exchange, RKKY) from occurring. The second-neighbor
and third-neighbor exchange show a marked difference with
respect to the original Cr-doped Bi2Se3, as expected. These
terms do not become FM as in Refs. [33,34] due to the lack
of structural relaxation. These changes confirm the active role
of the p-orbital network of the host in mediating distant ex-
change interactions which is much weaker compared to the
carrier-driven mechanisms. The overall behavior is consistent
with the Bloembergen-Rowland exchange associated to inter-
band contributions in the absence of free carriers [42].

We can further comment on the effect of SOC. Although
we see no radical change on the exchange along E2, E3, and
E ′

3, the NN exchange for 50% doping of the magnetic Bi layer

shows more noticeable effects due to SOC than for 100% dop-
ing. We interpret this as an indirect effect due to the fact that
the Se atoms mediating the exchange coupling are now also
bonded with the heavy Bi atoms. Overall, from our results,
we can conclude that the van Vleck mechanism does not have
any role in the magnetic coupling of V- and Cr-doped systems.

Next, we focus on Mn- and Fe-doped systems. As shown
in Fig. 6(c), the magnetic moments at the Mn sites and the
PDOS of the Mn-3d states are very similar to those discussed
for 100% doping of the magnetic Bi layer. The hole state at
the Fermi level acquires a larger spectral weight, suggesting
a more delocalized nature. This increases the hole-mediated
Eg − Eg double exchange component, which becomes domi-
nant over the AFM superexchange components, making the
net NN exchange weakly FM. To emphasize this behavior,
the Eg − Eg component is also shown explicitly in Fig. 6(a)
with red up-triangles. We can see a contribution to the third-
neighbor exchange along the exchange path E ′

3, similarly to
what observed for V. The most interesting changes observed
for 50% doping of the magnetic Bi layer happen for Fe. As
shown in Fig. 6(d), the magnetic moment at the Fe sites and
the PDOS of the Fe-3d states are very different compared
to 100% doping. In the spin-up channel, the hole state at
the Fermi level has practically disappeared and almost no
states are visible in the unoccupied part of the spectrum. As
a result, the hole-mediated Eg − Eg double exchange is no
longer active, as shown in Fig. 6(b). The contribution from
the T2g-dn state at the Fermi level is also reduced signifi-
cantly, which quenches the short-ranged FM T2g − T2g double
exchange discussed for 100% doping. Although a small num-
ber of T2g states at the Fermi level induces a very weak
long-ranged oscillation in the exchange coupling, the stronger
AFM NN value cannot come from RKKY mechanism. Since
Fig. 6(d) shows an almost insulating system, the NN T2g − T2g

exchange may be due to the direct exchange mechanism or to
the superexchange mechanism. In any case, due to the small
finite contribution of T2g-dn and, to a lesser extent, Eg-up states
at the Fermi level, the AFM double exchange type Eg − T2g

component remains as before, giving rise to the dominant
AFM NN exchange.

To further check and verify the nature of the exchange
interaction, we again modeled an AFM ordering of the Fe
atoms, which is shown in Fig. 7(a). A significant difference
between this system and the one shown in Fig. 4(c) is that in
this case we have no lattice frustration and therefore we expect
this system to arise naturally from the exchange interactions
plotted in Fig. 6(b). The total energy of the AFM solution
comes out to be lower than the FM solution, as expected from
the exchange coupling. The calculated total DOS and PDOS
of the Fe-3d states for this AFM state are shown in Fig. 7(b).
The total and orbitally decomposed exchange parameters as
a function of the Fe-Fe distance are shown in Fig. 7(c). As
can be seen from the DOS, the system looks insulating with
no contribution at EF from the Fe-3d states in the majority
spin channel. A small spectral weight from the T2g-dn states
is visible, but this is only due to the Lorentzian smearing
used for printing the spectral properties via Green’s function
theory [72]. This can be immediately verified by looking at
the DOS calculated for a smaller smearing, shown in the inset
of Fig. 7(b). It is interesting to see how this drastic change
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FIG. 6. (a) Orbital-resolved interatomic exchange interactions between magnetic moments at the Mn sites in Mn-doped Bi2Se3 for 50%
doping of the magnetic Bi layer, as a function of the Mn-Mn distance. Calculations made with RSPt in DFT, without and with SOC. For the
latter, only the total isotropic averages of the exchange tensor are plotted (green squares). (b) Orbital-resolved interatomic exchange interactions
between magnetic moments at the Fe sites in Fe-doped Bi2Se3 for 50% doping of the magnetic Bi layer, as a function of the Fe-Fe distance.
Calculations made with RSPt in DFT, without and with SOC. For the latter, only the total isotropic averages of the exchange tensor are plotted
(green squares). (c) Spin-polarized total DOS and PDOS of the Mn-3d states in DFT, as calculated via RSPt, with the Fermi level at zero
energy. The total magnetic moment at the Mn site is also indicated. (d) Spin-polarized total DOS and PDOS of the Fe-3d states in DFT, as
calculated via RSPt, with the Fermi level at zero energy. The total magnetic moment at the Fe site is also indicated.

in the conducting character affects the calculated exchange
coupling. As seen in Fig. 7(c), the Eg − Eg component is again
zero, as expected. The Eg − T2g exchange is now suppressed,

since the transition to an insulator makes the AFM double
exchange no longer possible. The T2g − T2g NN AFM inter-
action remains almost unaffected, but the weak long-ranged

FIG. 7. (a) A sketch of the AFM ordering of the Fe atoms assumed for 50% doping of the magnetic Bi layer, as discussed in the main text.
(b) Spin-polarized total DOS and PDOS of the Fe-3d states of the AFM system shown in (a), as calculated in DFT via RSPt, with the Fermi
level at zero energy. The inset shows the magnified region around the Fermi level where the Lorentzian smearing has been decreased to a point
where the gap formation can be resolved. (c) Orbital-resolved inter-atomic exchange interactions between magnetic moments at the Fe sites in
the AFM system shown in (a), as a function of the Fe-Fe distance. Calculations made with RSPt in DFT, without SOC.
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oscillatory part that is visible in Fig. 6(b) has now van-
ished. This demonstrates that the NN AFM exchange cannot
be due to the RKKY interaction, but is most likely caused
by the superexchange mechanism or by the direct exchange
mechanism, as guessed above. However, the Se atoms in
our structure are not arranged to form the Fe-Se-Fe 180◦
exchange path that is necessary to produce a strong AFM
superexchange. Therefore, the NN AFM T2g − T2g term is
most likely caused by the direct exchange between the neigh-
boring Fe atoms. We can speculate that this contribution is
also present for 100% doping of the magnetic Bi layer, but
gets outweighed by the carrier-mediated double exchange or
RKKY mechanisms. These terms are not only present in the
FM state, but also in the AFM state, see Fig. 4(d), which is
a consequence of the closely spaced Fe atoms on a triangular
lattice. We should keep in mind that our model of the AFM did
not include noncollinearity, which is likely to emerge in a frus-
trated lattice. We can speculate that a noncollinear magnetic
order may induce a transition to an insulator, thus making
the NN direct exchange the dominating interaction. Hence we
can conclude that Fe exhibits a very complex competition of
exchange mechanisms, whose balance is expected to depend
strongly on the doping concentration and on the nature of the
host affecting the subtle details of the p − d hybridization. At
a methodological level, this is the system where we expect
the stronger dependence of the results on the choice of the
computational approach. Investigating the evolution of the
magnetic coupling of Fe in the dilute limit, as well as the role
played by strong electronic correlations seems, an interesting
plan for future research.

VI. CONCLUSION

Taking advantage of the local octahedral symmetry, we
have investigated the nature of the intraplane exchange
coupling in TM-doped Bi2Se3. We have calculated the
orbital-decomposed exchange interactions between TM atoms
replacing Bi atoms in a single layer inside a single QL in
the three-formula-unit hexagonal conventional cells for two
different concentrations (full coverage and half coverage).
Correlating the interatomic exchange interactions with the
calculated electronic structure, we are able to directly identify
the various types of exchange mechanisms that have been
discussed in the literature so far. A variation of the Coulomb
interaction parameter U in DFT + U provides further insight
into the electronic and magnetic response, enriching our anal-
ysis. Even if our 2D model may seem an oversimplification at
first, our calculations demonstrate that it is capable to capture
all the features of the in-plane exchange coupling that have
been identified by recent literature. This result is interpreted
as a consequence of the key role played by the covalent bond
between transition metal atoms and selenium in supporting
the magnetism. In agreement with several other studies, we
conclude that the van Vleck mechanism does not play a sig-
nificant role in the magnetic order [27,32–35,42]. As predicted
by a recent work on Mn-doped HgTe [42], superexchange is
found to be very important in determining the properties of
TM-doped tetradymite semiconductors, and competition with
other exchange mechanisms depends crucially on the filling
of the TM-3d shell. In disagreement with the same study [42],

we instead demonstrate that the double-exchange mechanism
cannot be ignored, since it plays a major role for various
elements. This may be a consequence of their speculations be-
ing based on the electronic structure determined in DFT + U
for a larger value of U than the one adopted in our work.
Alternatively, considering that the localization of the 3d states
is supposed to increase in the dilute limit, we cannot exclude
that our conclusion depends on the particular regime of doping
chosen for our calculations, although it seems unlikely if we
look at the strength of the covalent bond between TM and Se.

Going into detail, we find that Cr is the only system
that shows an insulating state which is robust against a
change of doping concentration and Hubbard U. For such a
system, the exchange interaction is short-range and driven
by the superexchange mechanism. Instead, V, Mn, and Fe
show a finite carrier density, which opens the possibility of
carrier-mediated exchange mechanisms. For V, the driving
mechanism is the strong, electron-mediated double exchange,
which in combination with the superexchange causes a strong,
short-range FM coupling. For Mn, AFM superexchange com-
petes with a hole-mediated FM double exchange, resulting in
an almost zero magnetic coupling. For Fe, a more intriguing
combination of short-range and long-range contributions can
be observed. Our calculations show a complex interplay be-
tween various exchange mechanisms, whose balance depends
crucially on the doping concentration, details of the host, and
computational method used. The high tunability of the various
short- and long-range exchange mechanisms makes Fe the
most interesting system for further studies with more complex
methods, as, e.g., aimed at the description of strong electronic
correlations or at the formation of complex magnetic textures.

A final comment has to be made on the description of
the oxidation state. In the present paper, we employed the
electronic charges projected on atomiclike orbitals to argue in
favor of a 2+ oxidation state. This analysis is in agreement
with available core-level spectroscopy, but in disagreement
with speculations based on the magnetic moments expected
from Hund’s rules. Although the very concept of oxidation
state is poorly defined in solids, focusing on electronic charges
alone may not be an ideal choice [104]. A more rigorous
analysis may be provided by using the modern theory of
polarization, at least for those systems that have a robust insu-
lating nature [105]. Alternatively, one may employ a counting
scheme based on the construction of maximally localized
Wannier functions [106]. A more detailed analysis of the
oxidation state of TM-doped Bi2Se3 plays no role in the dis-
cussion of the exchange mechanism presented in this paper,
but is important for the construction of realistic magnetic
models as well as for the interpretation of experimental data.
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