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Tunnel transport problem for open multilayer nitride nanostructures with an applied constant
magnetic field and time-dependent potential: An exact solution

Igor Boyko * and Mykaylo Petryk †

Ternopil Ivan Puluj National Technical University, Ternopil 46001, Ukraine

Nikolai Lebovka ‡

Laboratory of Physical Chemistry of Disperse Minerals, F. D. Ovcharenko Institute of Biocolloidal Chemistry,
National Academy of Sciences, Kyiv 031421, Ukraine

(Received 6 March 2024; revised 8 July 2024; accepted 10 July 2024; published 24 July 2024)

A quantum mechanical theory for description of electronic quasistationary states in two-dimensional (2D)
layered semiconductor nanostructure was developed. A constant external magnetic field B was directed along
semiconductor layers. The presence of internal electric fields F originated from the potential barriers and wells
in semiconductor layers was taken into account. The vector of F was directed perpendicularly to semiconductor
layers. The interaction of tunneled electrons with a time-dependent electromagnetic fields was analyzed in detail.
An approach to obtain an exact solution to the problem based on a combination of the Lewis-Riesenfeld method
for complete Schrödinger equation and scattering theory was developed. Application of the scattering theory in
combination with the S-matrix and transfer-matrix methods allowed us to calculate the electron quasistationary
spectra. Effects of magnetic field on the resonant energy and width of electronic quasistationary states as well as
on the electronic conductivity were also discussed.
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I. INTRODUCTION

Many types of modern optoelectronic devices, in their
functional features, are based on electronic transitions within
the conduction band of multilayer nanostructures, which are
formed by alternating semiconductor films of various thick-
nesses [1–3]. For example, for a coherent electron transport
in quantum cascade lasers or detectors [4–7], it is necessary
to take into account the interaction of a tunneled flow with an
electromagnetic field that is of harmonic dependence on time
[8–11]. Another important aspect is the presence of constant
fields that can directly affect the electron tunneling process.
In these systems, the applied constant external electric field
is treated as a correction mechanism that ensures consistency
between adjacent cascades of quantum cascade lasers based
on arsenide semiconductors [12,13]. For nitride nanostruc-
tures, an important factor is the internal electric field caused
by piezoelectric and spontaneous polarizations [14–16]. In
planar nitride nanostructures, its consideration is necessary
to calculate the spectral parameters of electrons [17,18]. In
our previous paper, the solutions of the complete Schrödinger
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equation with a time-dependent potential and the presence of
a constant magnetic field was discussed [19].

In general, three different approaches have been proposed
for finding solutions of the complete Schrödinger equa-
tion with a time-dependent Hamiltonian. There are many
papers discussing these approaches.

The first approach was developed in 1969 in the fundamen-
tal paper by Lewis and Riesenfeld [20]. This approach deals
with searching for quantum mechanical invariants. Nowadays,
it is actively applied in studies of coherent states in dissipa-
tive systems [21], time-dependent harmonic oscillators [22],
and inverted harmonic oscillators [23] associated with time-
dependent forms of the Hamiltonian.

The second approach deals with the studies of the Hamil-
tonian systems containing quadratic and linear terms, both in
momentum and coordinates [24]. This approach is based on
application of the Lie algebra method together with unitary
transformations used in investigations of quantum mechanical
evolution operators in the presence of a scalar linear potential
[25] and for the time-dependent quantum harmonic oscillator
[26]. In addition, methods of Kramers-Heisenberger transfor-
mation [27], and special constructions for evolution operators
[28] are used.

The third approach is based on the application of Airy
wave packets [29] and Feynman path integral methodology
for solution of the classical equations of motion in periodic
Hamiltonians with a time-dependent quantum oscillators [30].
Moreover, the above approaches in combination with a unitary
transformation were developed [31].

The combined approaches also expanded the application
of the Lewis-Riesenfeld method for the non-Hermitian
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Hamiltonians and the problem of parity-time (PT)-
symmetrically coupled oscillators [32] or time-dependent
optical potentials [33]. These approaches are treated as a
bridge that makes further development of theoretical methods
for different applications possible. It is especially important
in the presence of external variables and constant fields that
occur in optoelectronic devices [34].

For quantum cascade lasers and detectors, cases of us-
ing a magnetic field are quite rare, however, it should be
noted that in these cases the voltage vectors of the electric
and magnetic fields were mutually perpendicular or parallel
[35–37]. It is also worth highlighting a group of problems
[38–40] aimed at studying the influence of a magnetic field
or quadratic potential on the electronic spectrum in closed
nanosystems by finding solutions of the stationary problem
for the Schrödinger equation. Regarding open nanosystems,
there are several papers [41–44] where the influence of the
magnetic field on the transparency coefficient of nanosystems
and the electronic spectrum was studied. It should be noted
that for open nanosystems the use of approximative numerical
approaches and approximations of the local Hamiltonian is
problematic due to the known problems with normalization
of the electron wave function to the Dirac delta function.
Thus, it should be concluded that the theoretical problem of
describing the tunneling process of electrons interacting with
an electromagnetic field in the presence of constant electric
and magnetic fields applied to a nanosystem still remains
open, which, in turn, hinders the possibilities of the practical
use of such mechanisms.

This paper consists of four sections. The first section is de-
voted to the statement of the problem, and a two-dimensional
(2D) layered GaN/AIN semiconductor nanosystem is con-
sidered. Next, we present the complete solution of the
Schrödinger equation for the time-dependent Hamiltonian
describing the interaction of electrons with electromagnetic
fields obtained based on the application of the Lewis-
Riesenfeld method. This part of the paper is sequential
in nature, which is done to demonstrate how the Lewis-
Riesenfeld method is applied in this subject area. The
proposed theory makes it possible to describe the tunneling
transport of electrons in multilayer open nanosystems with
an applied constant magnetic and time-dependent electro-
magnetic field. Theoretical results make it possible to study
electronic quasistationary states and the influence of external
fields on them, providing a significant advantage over theoret-
ical models built for closed nanosystems, which only allows
calculations of the stationary electronic spectrum and oscil-
lator strengths of quantum transitions. The second section of
the paper is devoted to presenting results that testify to the
necessity of using methods of quantum scattering theory, the
S-matrix method in particular, to solve the spectral problem
for quasistationary electronic states in the Lewis-Riesenfeld
method. The third section of the paper focuses on analytical
calculations of the electronic conductivity of the nanosystem
under study. In the fourth section, we analyze the spectral
parameters of electronic quasistationary states and electronic
conductivity of the nanosystem depending on the constant
magnetic field. Calculations were performed for the time
intervals limited by the relaxation time, that is, under condi-
tions close to the operation of nanodevices, such as quantum

FIG. 1. Energetic schema diagram of studied 2D layered
GaN/AIN semiconductor nanosystem with N layers stretched along
the z axis. Symbols b and w denote the width of barriers and wells,
respectively. In the general case, these widths may be different along
the z axis. The coordinates z1, z2, .., zN correspond to the boundaries
between the AlN and GaN layers of the nanosystem.

cascade lasers and detectors. Calculations based on theory
show how a magnetic field can influence the spectral pa-
rameters of electron quasistationary states in open multilayer
nanosystems. This, in turn, affects their electronic conduc-
tivity. This is important for such nanodevices as quantum
cascade detectors that use multilayer nanosystems as their
working elements. In addition, as will be shown in the present
paper, a magnetic field will be used to adjust both the fre-
quency of electronic transitions (operating frequency) and the
absorption or emission band in nanodevices. The results of
calculations carried out in compliance with the established
conditions, when the coherent tunneling regime is maintained
in real nanosystems, will have direct practical significance for
the subject area of nanophysics, in the operation of quantum
cascade lasers and detectors, in particular.

II. ELECTRON TUNNELING IN LAYERED
SEMICONDUCTOR NANOSYSTEMS. SOLUTION OF THE

SCHRÖDINGER EQUATION WITH APPLICATION OF THE
LEWIS-RIESENFELD METHOD

Figure 1 presents the schema of studied 2D layered
GaN/AIN semiconductor nanosystem with N layers stretched
along the z axis. Here, the potential wells and potential barri-
ers are created on the basis of GaN and AlN semiconductors,
respectively. This nanosystem is considered to be placed in the
external environment of a GaN semiconductor, correspond-
ing to the material of the potential wells. In this regard, the
nanosystem is open—electrons can tunnel through it and their
states are quasistationary.

The problem was analyzed in the presence of a constant
external magnetic field (B) directed along semiconductor lay-
ers (perpendicularly to z and, accordingly, to the direction
of propagation of tunneled electrons) and internal electric
fields (F) originating from the potential barriers and wells in
semiconductors. The internal electric fields (F) are directed
along the z axis. It is caused by the appearance of spontaneous
and piezoelectric polarization in the semiconductor layers and
has different signs in the potential wells and barriers (see, e.g.,
Ref. [16]). Therefore, the directions of the external magnetic
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field B and the internal electric field F are mutually perpen-
dicular. That is, it corresponds to the case experimentally
studied in Ref. [37]. Taking into account this statement of the
problem, we choose the gauge fixing of the vector potential
of the magnetic field in the form of the Landau gauge [45]:
A(r) = Bzex = (Bz, 0, 0). In this case, the magnetic field
will modify the momentum of the electron in the x direction.

The general space [r = (x, y, z)] and time (t)-dependent
problem of electron tunneling through the system requires a
solution of the complete Schrödinger equation,

ih̄
∂�(r, t )

∂t
= H (r, t ) �(r, t ), (1)

where H (r, t ) is the time-dependent Hamiltonian, which,
considering the gauge fixing of the vector potential of the
magnetic field, looks as follows:

H (r, t ) = 1

2m(z)

[(
px − e

c
Bz

)2

+ p2
y + p2

z

]

+ Ue−em(z, t ) + U (z) + Ue(z). (2)

All components Ue−em(z, t ); Ue(z); U (z) of this Hamiltonian
that affect the electron tunneling process are described in
detail below.

The generation or absorption of an electromagnetic field
in quantum electronic transitions is the basis for the opera-
tion of quantum cascade nanodevices [1–6]. The appropriate
operating frequency of these nanodevices is their main oper-
ating characteristic, so taking into account the contribution
of the electromagnetic field is a key point for this type of
nanosystem. In the statement of the problem, it was assumed
that a monoenergetic flow of noninteracting electrons with
concentration n0 entered the layered nanosystem from the left
side (which corresponds to the moment t = 0, the start of
the tunneling process). The energy of electrons in the flow
was considered to be close to the energy of an arbitrary level
of the nanosystem formed due to dimensional quantization.
The energies of these levels can be determined by solving the
Schrödinger equation with the stationary part of the Hamilto-
nian (2). This problem statement corresponds to the operating
principle of nanodevices [3–5], where an electron flow is in-
jected into an arbitrary electronic level of the nanosystem. As
a result, both quantum electronic transitions with the emission
and absorption of an electromagnetic field become possible.
The case of electron injection into the first level corresponds
to a situation where we are dealing only with a detector quan-
tum transition. As a result of quantum transitions between
the electronic levels of the nanosystem, a time-dependent
electromagnetic field is generated, the frequency ω of which
corresponds to the energy of the electronic transition and,
accordingly, the energy value h̄ω is commensurate with the
energy of the electronic spectrum of the nanosystem. For
the steady-state process of the ballistic electron transport, it
is assumed that the electromagnetic field is present in the
nanosystem at any moment of time, including at t = 0. As a
result, we consider the one-electron problem, and it is neces-
sary to take into account the presence of the electromagnetic
field with a harmonic time dependence of its electrical com-
ponent on the electron tunneling process in the nanosystem
under study. The interaction of the single electron in flow with

this time-dependent electromagnetic field was described in the
dipole approximation [46]. Finally, the time t and position
z dependence of energy of the electron interaction with a
variable electromagnetic field Ue−em was described as

Ue−em(z, t )

= −2e{z[θ (z) − θ (z − zN )] + zNθ (z − zN )}ξ cos ωt, (3)

where θ (z) is the Heaviside unit function, ξ is the amplitude
of the electromagnetic field electrical component, and ω is its
frequency. In Eq. (3), it is taken into account that the elec-
tric component of the electromagnetic field is of a harmonic
dependence on time [47]. In addition, we consider the elec-
tromagnetic field to be weak, contrary to the case considered
in Ref. [9]. Consequently, the contribution of the electrical
component to the electron momentum in the z direction is
assumed to be negligibly small. In this problem, the dynamics
of electrons in a nanosystem are determined by their interac-
tion with the electromagnetic field. This case is fundamentally
different from the case of a stationary Hamiltonian when we
are limited to only calculating the electronic spectrum and
cannot study the dynamics of electrons in a nanosystem. Thus,
the Hamiltonian component (3) cannot be neglected in con-
sideration of the time-dependent dynamics of electrons in the
nanosystem. On the other hand, attempting to apply perturba-
tion theory methods to electronic quasistationary states in an
open nanosystem, while treating the Hamiltonian component
(3) as a small perturbation, leads to problems with the use of
the electronic function normalized to the Dirac delta function
[48].

In the absence of internal (F) and external (B) fields, the
energetic scheme is defined by rectangular potentials. In this
case, the potential energy of the electron U (z) is defined as

U (z) = U0

N∑
p=0

[θ (z − z2p) − θ (z − z2p+1)], (4)

where U0 is the height of the potential barrier calculated in the
model with rectangular potential wells and barriers.

In the absence of an electric field in the external envi-
ronment, the energy of electron interaction Ue with internal
electric field (F) is described by the following equation [19]:

Ue(z) = e
N∑

p=0

(−1)pFp+1

(
z − Fp

Fp+1
zp

)

× [θ (z − zp) − θ (z − zp+1)];

F0 = FN+1 = 0; Ue(z)|z<0 (z>zN ) = 0. (5)

The position-dependent effective mass of an electron can
be presented as

m(z) = mw[θ (−z) + θ (z − zN )]

+
N∑

p=1

mp[θ (z − zp) − θ (z − zp+1)];

mp =
{

mw, p − odd (wells)
mb, p − even (barriers), (6)

where mw and mb are effective electron masses in the material
of potential wells and barriers, respectively. The problems
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related with the position-dependent effective mass of electrons
in multilayer systems were thoroughly studied previously
[49,50]. For this case, we have

− h̄2

2

∂

∂z

1

m(z)

∂

∂z
=

⎧⎨
⎩

− h̄2

2mw

d2

dz2 , wells

− h̄2

2mb

d2

dz2 , barriers
(7)

The Hamiltonian given by Eq. (2) in each layer is Hermi-
tian (see, e.g., Ref. [51]) and it is worth making a separation
of the variables in Eq. (1):

�(r, t ) = exp (ikxx) exp(ikyy)�(z, t ). (8)

Having substituted Eq. (8) into Eq. (1) and taking into
account Eqs. (2) and (6), we have

ih̄
∂�(z, t )

∂t

=
(

P2
z

2mp
+ h̄2

2mp

[(
kx − eBz

h̄

)2

+ k2
y

]
+ U0 + (−1)p

× e(Fp+1z − Fpzp) − 2ezξ cos ωt

)
�(z, t ), (9)

where

P2
z

2mp
= − h̄2

2mp

d2

dz2
. (10)

The presence of the term U0 in Eq. (9) and the follow-
ing expressions means that this equation is written for the
nanosystem layer corresponding to the potential barrier. In the
case of a layer corresponding to a potential well, the term U0

is absent.
Introducing the definitions of the magnetic length LL =√

h̄/eB of the center of the cyclotron orbit Z (p)
0 ,

Z̃ (p)
0 = (−1)p mp

mp+1
Z (p+1)

0 − 2kxL2, (11)

and new definitions

υ = z − Z̃ (p)
0

L
;

d

dz
= 1

L

d

dυ
;

d2

dz2
= 1

L2

d2

dυ2
;

P2
z

2mp
= P2

υ

2mpL2
; Pυ = −ih̄

d

dυ
, (12)

the Schrödinger equation (9) can be rewritten as follows:

ih̄
∂�(υ, t )

∂t
=
[

P2
υ

2mpL2
+ h̄2k2

x

2mp
+ h̄2k2

y

2mp
+ U0

+ (−1)p+1eFpzp − h̄2Z̃ (p)
0

2mpL4
+ h̄2

2mpL2
υ2

− 2e
(
υL + Z̃ (p)

0

)
ξ cos ωt

]
�(υ, t ). (13)

The grouping of components that are clearly dependent
on the coordinate υ and time t variables gives the following
equation for the Hamiltonian:

Hp(t ) = P2
υ

2mpL2
+ W (t ) + h̄2

2mpL2
υ2 − 2eυLξ cos ωt, (14)

where

W (t ) = W0 − 2eZ̃ (p)
0 ξ cos ωt (15)

and

W0 = h̄2k2
x

2mp
+ h̄2k2

y

2mp
+ U0 + (−1)p+1eFpzp − h̄2Z̃ (p)

0

2mpL4
. (16)

The derived Hamiltonian [Eq. (14)], despite the presence of
quadratic terms in coordinate and momentum, is not similar
to that analyzed in papers published earlier, where time-
dependent magnetic field [20], mass m = m(t ), or frequency
ω = ω(t ) [20,52–54] were introduced. In our case, the time-
dependent component of the Hamiltonian Hp is proportional
to the value of ξ cos ωt [Eq. (14)]. Using the relations

Ṗυ = −∂Hp(t )

∂υ
= h̄2

mpL2
υ − 2eLξ cos ωt ;

υ̇ = ∂Hp(t )

∂Pυ

= Pυ

mpL2
;

ϋ = Ṗυ

mpL2
=

(
h̄

mpL2

)2

υ − 2eξ

mpL
cos ωt, (17)

the solutions of classical equations for electron motion can be
presented as follows:

υ(t ) =C1 exp

(
h̄t

mpL2

)
+ C2 exp

(
− h̄t

mpL2

)

+ 2empL3ξ

h̄2 + (mpωL2)2
, (18)

where C1 and C2 are the integration constants.
To find solutions to the complete Schrödinger equa-

tion (13), taking into account the form of Hamiltonian (14),
we will use the Lewis-Riesenfeld method [20]. The method,
conceived by the authors of the pioneering paper [20], aims
to find solutions to the complete Schrödinger equation for
a time-dependent oscillator. It is based on considering the
time-dependent Hermitian Hamiltonian of the system H (t ).
In this case, it is assumed that there also exists a time-
dependent Hermitian operator I (t ), which is treated as an
invariant. The action of this invariant on the wave function of
the system gives another form of the solution of the complete
Schrödinger equation. Provided that such an invariant does
not involve time differentiation, the eigenfunctions of this
invariant are determined as those of the corresponding states
which satisfy the complete Schrödinger equation. Following
the general principle, we will look for the invariant Ip(t ) for
the Schrödinger equation written for an arbitrary layer of the
nanosystem under study. The following equation is used for
this purpose:

dIp(t )

dt
= ∂Ip(t )

∂t
+ 1

ih̄
[Ip(t ), Hp(t )] = 0. (19)

Since the Hamiltonian in Eq. (14) contains terms linear and
quadratic in coordinate υ and quadratic in momentum Pυ , the
invariant should be found in its most general form [20], that is,

Ip(t ) =α(t )P2
υ + β(t )υ + γ (t )υ2

+ δ(t )(υPυ + Pυυ ) + 
(t ), (20)
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where α(t ), β(t ) γ (t ), δ(t ), υ, and 
(t ) are time-dependent
coefficients.

Having calculated ∂I (t )/∂t , all commutators, and substi-
tuting the results into Eq. (19), the following equation was
obtained:[
∂α(t )

∂t
+ 2δ(t )

mpL2

]
P2

υ +
[
∂β(t )

∂t
+ 4eLξδ(t ) cos ωt

]
υ

+
[

∂γ (t )

∂t
− 2h̄2δ(t )

mpL2

]
υ2 +

[
4eLξα(t ) cos ωt + β(t )

mpL2

]
Pυ

+
[

∂δ(t )

∂t
+ h̄2α(t )

mpL2
− γ (t )

mpL2

]
(υPυ + Pυυ ) +∂
(t )

∂t
= 0.

(21)

Equation (21) is satisfied if all expressions in brackets, which
are coefficients at Pυ ; P2

υ ; υ; υ2; υPυ + Pυυ, as well as the
value ∂
(t )/∂t are equal to zero.

It allows obtaining the following system of first order dif-
ferential equations:

∂α(t )

∂t
+ 2δ(t )

mpL2
= 0, (22)

∂β(t )

∂t
+ 4eLξδ(t ) cos ωt = 0, (23)

∂γ (t )

∂t
− 2h̄2δ(t )

mpL2
= 0, (24)

∂δ(t )

∂t
+ h̄2α(t )

mpL2
− γ (t )

mpL2
= 0, (25)

4eLξα(t ) cos ωt + β(t )

mpL2
= 0, (26)

∂
(t )

∂t
= 0. (27)

From Eqs. (26) and (27), it follows that

α(t ) = − β(t )

4empξL3 cos ωt
; 
(t ) = 
0. (28)

Taking into account the invariant dimension in Eq. (20), we
choose the value of 
0 as follows:


0 =
{

0, wells
W0, barriers. (29)

Differentiating the Eq. (25) and using Eqs. (22) and (24) to
exclude ∂α(t )/∂t and ∂γ (t )/∂t from it, we have obtained

∂2δ(t )

∂t2
+ h̄2

mpL2

∂α(t )

∂t
− 1

mpL2

∂γ (t )

∂t
= 0;

∂γ (t )

∂t
= 2h̄2δ(t )

mpL2
;

∂α(t )

∂t
= − 2δ(t )

mpL2
. (30)

It results in the following equation:

∂2δ(t )

∂t2
−
(

2h̄

mpL2

)2

δ(t ) = 0, (31)

where the solutions can be represented as follows:

δ(t ) = Ap exp

(
− 2h̄

mpL2
t

)
+ Bp exp

(
2h̄

mpL2
t

)
, (32)

where A and B are the integration constants.

Returning to Eqs. (22) and (24) and taking into account
Eq. (32), the following equations were obtained:

∂α(t )

∂t
= − 2

mpL2

[
Ap exp

(
− 2h̄

mpL2
t

)
+ Bp exp

(
2h̄

mpL2
t

)]
;

∂γ (t )

∂t
= 2h̄2

mpL2

[
Ap exp

(
− 2h̄

mpL2
t

)
+ Bp exp

(
2h̄

mpL2
t

)]
.

(33)

Taking into account Eq. (28), the following general solu-
tions were obtained:

α(t ) = 1

h̄

[
Ap exp

(
− 2h̄

mpL2
t

)
− Bp exp

(
2h̄

mpL2
t

)]
+ α0;

β(t ) = −4empξL3

{
1

h̄

[
Ap exp

(
− 2h̄

mpL2
t

)

− Bp exp

(
2h̄

mpL2
t

)]
+ α0

}
cos ωt ;

γ (t ) = h̄

[
−Ap exp

(
− 2h̄

mpL2
t

)
+ Bp exp

(
2h̄

mpL2
t

)]
+ γ0.

(34)

where α0 and γ0 are arbitrary constants.
For t ∈ (0,+∞), the solutions of Eqs. (32) and (34) are

limited within the range [α(t ), β(t ), γ (t ), δ(t ), 
(t )] <

+∞. Then, in these relations, it should be assumed that B =
0.

Therefore, we have the following system of equations:

α(t ) = Ap

h̄
exp

(
− 2h̄

mpL2
t

)
+ α0; (35)

β(t ) = −4empξL3

{
Ap

h̄
exp

(
− 2h̄

mpL2
t

)
+ α0

}
cos ωt ; (36)

γ (t ) = −h̄Ap exp

(
− 2h̄

mpL2
t

)
+ γ0; (37)

δ(t ) = Ap exp

(
− 2h̄

mpL2
t

)
; (38)


(t ) = 
0. (39)

Substituting the obtained coefficients α(t ), β(t ) γ (t ), δ(t ),
υ, and 
(t ) into the expression for the invariant [Eq. (20)], the
following equation for the invariant Ip(t ) was obtained:

Ip(t ) =
[

Ap

h̄
exp

(
− 2h̄

mpL2
t

)
+ α0

]
P2

υ

− 4empξL3 cos ωt

[
Ap

h̄
exp

(
− 2h̄

mpL2
t

)
+ α0

]
υ

+
[
−h̄Ap exp

(
− 2h̄

mpL2
t

)
+ γ0

]
υ2

+
[

Ap exp

(
− 2h̄

mpL2
t

)]
(υPυ + Pυυ ) + 
0. (40)

Tacking into account that

α0 = 1

2mpL2
; Ap = h̄

2mpL2
= h̄α0; γ0 = h̄2

2mpL2
, (41)
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the equation for the invariant Ip(t ) may be rewritten as fol-
lows:

Ip(t ) = 1

2mpL2

[
exp

(
− 2h̄

mpL2
t

)
+ 1

]
P2

υ

− 2eξLυ cos ωt

[
exp

(
− 2h̄

mpL2
t

)
+ 1

]

+ h̄2

2mpL2

[
1 − exp

(
− 2h̄

mpL2
t

)]
υ2

+ h̄

2mpL2
exp

(
− 2h̄

mpL2
t

)
(υPυ + Pυυ ) + W0. (42)

The next step is to find the eigenvalues and eigenfunctions
of the obtained invariant. The equation for determining the
eigenvalues λ and eigenfunctions �λ of the operator Ip(t ) is
as follows:

Ip(t )�λ(υ, t )

= λ�λ(υ, t );

{
1

2mpL2

[
1 + exp

(
− 2h̄

mpL2
t

)]
P2

υ

− 2eξLυ cos ωt

[
1 + exp

(
− 2h̄

mpL2
t

)]

+ h̄2

2mpL2

[
1 − exp

(
− 2h̄

mpL2
t

)]
υ2 + h̄

2mpL2

× exp

(
− 2h̄

mpL2
t

)
(υPυ + Pυυ ) + W0

}
�λ(υ, t ) = 0.

(43)

Thus, we obtain an equation for determining the function
�λ. Then, after simple but rather cumbersome transforma-
tions, the following equation was obtained:

∂2�λ

∂υ2
+ 2i

1 + exp
(

2h̄
mpL2 t

)υ ∂�λ

∂υ
+
(

−tanh

(
h̄

mpL2
t

)
υ2

+ 4empξL3

h̄2 υ cos ωt −
{

2mpL2(W0 − λ)

h̄2
[
1 + exp

( − 2h̄
mpL2 t

)]
− i

1 + exp
(

2h̄
mpL2 t

)
})

�λ = 0. (44)

This equation may be rewritten and looks more convenient,

�′′
λ + aυ�′

λ + (α̃υ2 + β̃υ + γ̃ )�λ = 0, (45)

by introducing the following notation:

a(t ) = 2i[
1 + exp

(
2h̄

mpL2 t
)] , (46)

α̃(t ) = −tanh

(
h̄

mpL2
t

)
, (47)

β̃(t ) = 4empξL3

h̄2 cos ωt, (48)

γ̃ (t ) = − 2mpL2(W0 − λ)

h̄2
[
1 + exp

( − 2h̄
mpL2 t

)] + i

1 + exp
(

2h̄
mpL2 t

) . (49)

Now we can introduce the new variable

s(t ) = 1

2

⎛
⎝−i ±

√
tanh

(
h̄

mpL2
t

)
− 1

⎞
⎠, (50)

which is the solution of such an auxiliary equation:

4s2 + 4is − tanh

(
h̄

mpL2
t

)
= 0. (51)

Let us now take the following expression as a solution of
the equation:

�λ(υ ) = uλ(υ ) exp(sυ2), (52)

and substituting it into Eq. (45) we can obtain

u′′
λ(υ ) + (a + 4s)υu′

λ(υ ) + [β̃υ + γ̃ + 2s]uλ(υ ) = 0. (53)

By substitution of expressions:

uλ(υ ) = ηλ(ψ ) exp

(
− β̃

a + 4s
υ

)
;

ψ =
√

|a + 4s|
(

υ − 2β̃

(a + 4s)2

)
(54)

into Eq. (53) a differential equation in canonical form is ob-
tained [55]:

d2ηλ

dυ2
+ ψ

dηλ

dυ
+ β̃2 + (a + 4s)2(γ̃ + 2s)

(a + 4s)3
ηλ = 0. (55)

The solutions of this equation can be represented as a linear
combination of the Hermite polynomial Hn(x) = H (n, x) and
the confluent Kummer hypergeometric function 1F1(a, b, z) =
M(a, b, z):

ηλ(ψ )

= exp

(
−ψ2

2

)[
C1H

(
β̃2 + (a + 4s)2(γ̃ + 2s)

(a + 4s)3
− 1,

ψ√
2

)

+ C2M

(
1

2
− β̃2 + (a + 4s)2(γ̃ + 2s)

2(a + 4s)3
,

1

2
,
ψ2

2

)]
.

(56)

The expression for the function �λ(υ ) is obtained from
Eqs. (52) and (54):

�λ(υ ) = exp

[
−
(

a

2
+ s

)
υ2 + β̃

a + 4s
υ − 2β̃2

(a + 4s)3

]

×
{

C1H

[
β̃2 + (a + 4s)2(γ̃ + 2s)

(a + 4s)3
− 1,

×
√

|a + 4s|
2

(
υ − 2β̃

(a + 4s)2

)]

+ C2M

[
1

2
− β̃2 + (a + 4s)2(γ̃ + 2s)

2(a + 4s)3
,

1

2
,

× (a + 4s)

2

(
υ − 2β̃

(a + 4s)2

)2]}
, (57)

where the coefficients C1 and C2 in Eq. (57) should be deter-
mined.
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According to the Lewis-Riesenfeld theory, the electron
wave function in an arbitrary pth layer of a nanosystem can
be represented as follows:

�
(p)
λ

(υ, t ) = exp
[
iδ(p)

λ (t )
]
�

(p)
λ

(υ, t ), (58)

where δ
(p)
λ (t ). This is the phase factor. Having substituted

Eq. (58) into the complete Schrödinger equation (1), the fol-
lowing equation is obtained:

h̄
dδ

(p)
λ (t )

dt
= 〈

�
(p)
λ

(υ, t )
∣∣ih̄ ∂

∂t
− Hp(t )

∣∣�(p)
λ

(υ, t )
〉
. (59)

Generally, it is assumed that the system of functions
{�λ(υ, t )} is orthogonal, and the spectrum of values λ is
stationary and discrete. These assumptions were applied for
the problems related with studies of quantum oscillators (see,
e.g., Refs. [56–61]) and for the problems with homologous
Hamiltonians. That is, it made a fundamental difference be-
tween obtaining the spectrum λ itself (usually defined as
λ = n + 1/2, n ∈ Z) and performing the calculation of the
phase factor δλ(t ).

In our case, the nanosystem is open, which mostly means
that the spectrum is quasistationary, and the numbers λ them-
selves are complex. In addition, in the general case, the system
of functions {�λ(υ, t )} is not orthogonal. The total electron
wave function in an open nanosystem is normalized to the
Dirac delta function, i.e.,∫ +∞

−∞
�λ(υ, t )�∗

λ′ (υ, t )dυ =
∫ +∞

−∞
exp [iδλ(t )]�λ(υ, t )

× exp [−iδλ′ (t )]�∗
λ′ (υ, t )dυ

= δ(λ′ − λ). (60)

The integration Eq. (60) is done sequentially within all
separate layers of the nanosystem [zp−1, zp], p ∈ 1..N with
thickness 
p = zp − zp−1.

In the external regions attached at the left and right sides
of the nanosystem, the electronic Hamiltonian simplifies and
looks like:

H (t ) = − h̄2

2mw

∂2

∂z2
− 2ezξ cos ωt . (61)

A similar problem was solved previously in our paper [19].
However, we obtained the necessary solution in the external
regions without resorting to finding a quantum mechanical
invariant.

In the present paper, the calculation of an invariant were
accounted and these intermediate calculations are presented
in Appendix A.

In the region located at the left border of the nanosystem,
the integration over the z coordinate occurs in the region
(−∞, 0). Substituting Eq. (61) into Eq. (59), the following
relation was obtained:

h̄
dδ

(0)
λ (t )

dt
= 〈

�
(0)
λ

(υ, t )
∣∣ih̄ ∂

∂t
− H (t )

∣∣�(0)
λ

(υ, t )
〉
;

× 〈
�

(0)
λ

(υ, t )
∣∣ih̄ ∂

∂t
− H (t )

∣∣�(0)
λ

(υ, t )
〉

=
∫ 0

−∞
exp

{
i

h̄
[(ϕ∗

1 − ϕ1)z2 + [ϕ∗
2 (t ) − ϕ2(t )]z]

}

×
∣∣∣∣∣ih̄ ∂

∂t
+ h̄2

2mw

∂2

∂z2
+ 2ezξ cos ωt

∣∣∣∣∣dz

= I (0)
1 (t )

∂ϕ2(t )

∂t
+ 1

2mw

I (0)
2 (t ) + 2eξ I (0)

3 (t ) cos ωt .

(62)

The function δ
(0)
λ can be evaluated as follows:

δ
(0)
λ (t ) =

∫
h̄−1

(
I (0)
1 (t )

∂ϕ2(t )

∂t
+ 1

2mw

I (0)
2 (t )

+ 2eξ I (0)
3 (t ) cos ωt

)
dt . (63)

In the region located at the right border of the nanosystem,
the integration over the z coordinate occurs in the region
(−∞, 0) (d,+∞), where d is the total thickness of the sys-
tem. Having substituted Eq. (61) into Eq. (59), the following
relation was obtained:

h̄
dδ

(N+1)
λ (t )

dt
= 〈

�
(N+1)
λ

(υ, t )
∣∣ih̄ ∂

∂t
− H (t )

∣∣�(N+1)
λ

(υ, t )
〉
;

× 〈
�

(N+1)
λ

(υ, t )
∣∣ih̄ ∂

∂t
− H (t )

∣∣�(N+1)
λ

(υ, t )
〉

=
∫ +∞

d
e

i
h̄ {(ϕ∗

1 −ϕ1 )z2+[ϕ∗
2 (t )−ϕ2(t )]z}

×
∣∣∣∣∣ih̄ ∂

∂t
+ h̄2

2mw

∂2

∂z2
+ 2ezξ cos ωt

∣∣∣∣∣dz

= I (N+1)
1 (t )

∂ϕ2(t )

∂t
+ 1

2mw

I (N+1)
2 (t )

+ 2eξ I (N+1)
3 (t ) cos ωt . (64)

The function δ
(N+1)
λ can be obtained as follows:

δ
(N+1)
λ (t ) =

∫
h̄−1

(
I (N+1)
1 (t )

∂ϕ2(t )

∂t
+ 1

2mw

I (N+1)
2 (t )

+ 2eξ I (N+1)
3 (t ) cos ωt

)
dt . (65)

The more detailed information on calcula-
tion of the invariants I (0)

1 (t ), I (0)
2 (t ), I (0)

3 (t ), and
I (N+1)
1 (t ), I (N+1)

2 (t ), I (N+1)
3 (t ) is presented in Appendix A.

III. AN ELECTRON SPECTRAL PROBLEM:
S-MATRIX METHOD

The boundary conditions for functions �
(p)
λ (z, t ) [Eq. (57)]

and their flows of probability can be stated as follows:

�
(p)
λ

(z, t )|z→zp−0 = �
(p)
λ

(z, t )|z→zp+0;

1

mp

∂�
(p)
λ

(z, t )

∂z

∣∣∣∣
z→zp−0

= 1

mp+1

∂�
(p+1)
λ

(z, t )

∂z

∣∣∣∣
z→zp+0

. (66)
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Having presented the functions �
(0)
λ (z, t ) and �

(N+1)
λ (z, t ) as

�
(0)
λ

(z, t ) = a(0)
λ (t ) exp

(
− i

h̄

[
ϕ1z2 + ϕ2(t )z

])
; �

(N+1)
λ

(z, t ) = a(N+1)
λ (t ) exp

(
− i

h̄

[
ϕ1z2 + ϕ2(t )z

])
, (67)

the expressions for ϕ1 and ϕ2(t ) are defined in Eq. (A10), shown in Appendix A. Further applying sequentially boundary
conditions [Eq. (66)] according to the matrix transfer method, we can obtain[

a(0)
λ (t )

0

]
=

[
T (0,N+1)

11 (t ) T (0,N+1)
12 (t )

T (0,N+1)
21 (t ) T (0,N+1)

22 (t )

][
a(N+1)

λ (t )

0

]
exp

(
− i

h̄
[ϕ1d2 + ϕ2(t )d]

)
;

[
T (0,N+1)

11 (t ) T (0,N+1)
12 (t )

T (0,N+1)
21 (t ) T (0,N+1)

22 (t )

]
=

[
τ

(0,1)
11 (t ) τ

(0,1)
12 (t )

τ
(0,1)
21 (t ) τ

(0,1)
22 (t )

]
N−1∏
i=2

[
τ

(i−1,i)
11 (t ) τ

(i−1,i)
12 (t )

τ
(i−1,i)
21 (t ) τ

(i−1,i)
22 (t )

]−1

×
[
τ

(i,i+1)
11 (t ) τ

(i,i+1)
12 (t )

τ
(i,i+1)
21 (t ) τ

(i,i+1)
22 (t )

][
τ

(N,N+1)
11 (t ) τ

(N,N+1)
12 (t )

τ
(N,N+1)
21 (t ) τ

(N,N+1)
22 (t )

]
. (68)

All elements of the transfer matrix (68) depend on the eigenvalues λ, as indicated by Eqs. (43), (44), (49) (the dependence on
λ is directly visible), (54)–(59), (66). The further details on elements of the transfer matrix can be found in Appendix B.

It allows us to calculate the phase factor δ
(p)
λ (t ) in the solution �

(p)
λ (υ, t ) for the corresponding arbitrary layer inside the

nanosystem:

δ
(p)
λ (t ) = h̄−1

∫ 〈
�

(p)
λ

(
zi − Z̃ (p)

0

L
, t

)∣∣∣∣ih̄ ∂

∂t
− H (t )

∣∣∣∣�(p)
λ

(
zi − Z̃ (p)

0

L
, t

)〉
dt

×
〈
�

(p)
λ

(
zi − Z̃ (p)

0

L
, t

)∣∣∣∣∣ih̄ ∂

∂t
− H (t )

∣∣∣∣∣�(p)
λ

(
zi − Z̃ (p)

0

L
, t

)〉

=
∫ zp+1

zp

(
�

(p)
λ

(
z − Z̃ (p)

0

L
, t

))∗∣∣∣∣∣∣ih̄
∂

∂t
+ h̄2

2mp

∂2

∂z2
− W0 + 2eZ̃ (p)

0 ξ cos ωt − h̄2

2mpL2

(
z − Z̃ (p)

0

L

)2

+ 2e

(
z − Z̃ (p)

0

L

)
Lξ cos ωt

∣∣∣∣∣�(p)
λ

(
z − Z̃ (p)

0

L
, t

)
dz. (69)

The integration in this equation can be performed exactly,
but we do not present the resulting expressions because of
their cumbersome form.

For determining the electronic spectrum, it is necessary to
calculate the S matrix. The solutions to the full Schrödinger
equation in regions external to the nanosystem can be pre-
sented as follows:

�(z, t ) = exp

{
±ikz + 2ieξz

h̄

sin ωt

ω

+2ieξk

mw

cos ωt

ω2
+ f (t )

}
, (70)

where f (t ) is an unknown function, and the sign “±” refers
to the solution corresponding to the incident (reflected) wave,
relatively the nanosystem.

Substituting Eq. (70) into the complete Schrödinger equa-
tion with the Hamiltonian presented by Eq. (61), we have
obtained

ih̄
df (t )

dt
= h̄2

2mw

(
k + 2eξ

h̄

sin ωt

ω

)2

− 2eh̄kξ

mw

sin ωt

ω
;

f (t ) = − ih̄k2

2mw

t − ie2

2h̄mw

ξ 2(2ωt − sin 2ωt )

ω3
. (71)

The general solution for the wave function in the region at
the left border of the nanosystem can be written as follows:

� (0)(z, t )

= A(0)(λ, t )
(
ei(k+ 2eξ

h̄
sin ωt

ω )zei[ h̄k2

2mw
t+ 2eξk

mw

cos ωt
ω2 − e2

2h̄mw

ξ2 (2ωt−sin 2ωt )
ω3 ]

− S(λ, t )e−i(k− 2eξ
h̄

sin ωt
ω )zei[ h̄k2

2mw
t− 2eξk

mw

cos ωt
ω2 − e2

2h̄mw

ξ2 (2ωt−sin 2ωt )
ω3 ])

.

(72)

Similarly, the wave function in the region at the right bor-
der of the nanosystem can be written as follows:

�
(N+1)
λ

(z, t ) = A(N+1)(λ, t )
(
e−i(k− 2eξ

h̄
sin ωt

ω )z

× ei[ h̄k2

2mw
t− 2eξk

mw

cos ωt
ω2 − e2

2h̄mw

ξ2 (2ωt−sin 2ωt )
ω3 ]

− S(λ, t )ei(k+ 2eξ
h̄

sin ωt
ω )z

× ei[ h̄k2

2mw
t+ 2eξk

mw

cos ωt
ω2 − e2

2h̄m0

ξ2 (2ωt−sin 2ωt )
ω3 ])

. (73)

Having applied to the wave function
�

(0)
λ (z, t ), �

(p)
λ (z, t ), �

(N+1)
λ (z, t ) boundary conditions

similar to those presented in Eq. (66) and applying the
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transfer matrix method, the following relation were obtained:⎡
⎣A(0)(λ, t )e

2ieξk
mw

cos ωt
ω2

−A(0)(λ, t )S(λ, t )e− 2ieξk
mw

cos ωt
ω2

⎤
⎦

= ei[δ(N )
λ (t )−δ

(1)
λ (t )]

[
T (1,N+1)

11 (t ) T (1,N+1)
12 (t )

T (1,N+1)
21 (t ) T (1,N+1)

22 (t )

]

×
⎡
⎣−A(N+1)(λ, t )S(λ, t )ei(k+ 2eξ

h̄
sin ωt

ω )zN e
2ieξk
mw

cos ωt
ω2

A(N+1)(λ, t )e−i(k− 2eξ
h̄

sin ωt
ω )zN e− 2ieξk

mw

cos ωt
ω2

⎤
⎦.

(74)

Here, the factors exp{i[ h̄k2

2mw
t − e2

2h̄mw

ξ 2(2ωt−sin 2ωt )
ω3 ]} have

been canceled on both sides of the equality.
In addition, the presence of a multiplier exp{i[δ(1)

λ (t ) −
δ

(N )
λ (t )]} confirms that the transfer matrix depends only on the

phase multiplier in the first and last layers of the nanosystem.
This is more evident from the transformation of the product of
matrices that form the general transfer matrix:

N−1∏
i=2

e−iδ(i−1)
λ (t )

[
τ

(i−1,i)
11 (t ) τ

(i−1,i)
12 (t )

τ
(i−1,i)
21 (t ) τ

(i−1,i)
22 (t )

]−1

× eiδ(i)
λ (t )

[
τ

(i,i+1)
11 (t ) τ

(i,i+1)
12 (t )

τ
(i,i+1)
21 (t ) τ

(i,i+1)
22 (t )

]

= ei[δ(N )
λ (t )−δ

(1)
λ (t )]

[
T (1,N+1)

11 (t ) T (1,N+1)
12 (t )

T (1,N+1)
21 (t ) T (1,N+1)

22 (t )

]
, (75)

where the elements τ
(i,i+1)
11 (t ); τ

(i,i+1)
12 (t ); τ

(i,i+1)
21 (t ); τ

(i,i+1)
22 (t )

were calculated as those presented in Appendix B [Eqs. (B2)].
From the matrix in Eq. (74), we can obtain a quadratic

equation for determining the S matrix:

S2(λ, t ) + 1

T (1,N+1)
11 (t )

[
T (1,N+1)

21 (t )e
4ieξk
mw

cos ωt
ω2

− T (1,N+1)
12 (t )e−2ikzN e− 4ieξk

mw

cos ωt
ω2

]
× S(λ, t ) − T (1,N+1)

22 (t )

T (1,N+1)
11 (t )

e−2ikzN = 0;

S(λ, t ) = − 1

2T (1,N+1)
11 (t )

[
T (1,N+1)

21 (t )e
4ieξk
mw

cos ωt
ω2

− T (1,N+1)
12 (t )e−2ikzN e− 4ieξk

mw

cos ωt
ω2

]
±
{

1

4
[
T (1,N+1)

11 (t )
]2

[
T (1,N+1)

21 (t )e
4ieξk
mw

cos ωt
ω2

− T (1,N+1)
12 (t )e−2ikzN e− 4ieξk

mw

cos ωt
ω2

]2

+ T (1,N+1)
22 (t )

T (1,N+1)
11 (t )

e−2ikzN

}1/2

. (76)

Since the elements of the transfer matrix (68), (74) depend on
the eigenvalue λ, the resulting S matrix also depends on it.

According to the scattering theory [48], determination
of the electronic quasistationary spectrum λn = En − i�n/2

deals with finding solutions to the dispersion equation in the
complex plane at an arbitrary moment in time t :

S−1(En − i�n / 2, t ) = 0. (77)

This makes it possible to determine the resonance energies En

and resonance �n widths of electronic quasistationary states.
The detailed methodology for finding spectral parameters us-
ing Eq. (77) is the following. The Schrödinger equation was
solved with the stationary part of the Hamiltonian (2) to find
the stationary electronic spectrum. The desired quantum tran-
sition was selected and the frequency ω and value ξ from the
stationary spectrum (the selection of these quantities will be
discussed in direct calculations below) were calculated. Then,
fixing a value of time t , the S matrix and dispersion equa-
tion (77) was evaluated. The real [Re(S−1(En − i�n/2, t)) =
0] and imaginary [Im(S−1(En − i�n/2, t)) = 0] parts of this
dispersion equation were solved numerically to find the res-
onance energies En and resonant widths �n, respectively.
Examples of calculations of these dispersion equations are
given in the Supplemental Material [62]. The obtained values
En, ωnm, ξnm were used to calculate the electronic conductivity.

IV. CALCULATION OF ELECTRONIC CONDUCTIVITY

The calculation of the electronic conductivity requires
evaluation of the electron flow density in the media to the left
and right border of the nanostructure based on the relation

J (E , z, t ) = eh̄n0

2imw

[
�∗(z, t )

∂�(z, t )

∂z
− �(z, t )

∂�∗(z, t )

∂z

]
.

(78)

Tacking into account Eqs. (72) and (73), the following relation
were obtained for the left border of the nanostructure,

J (E , z, t )|z=0

= eh̄n0

mw

|A(0)(λ, t )|2[k(1 − |S(λ, t )|2)

+ 2eξ

h̄

sin ωt

ω

[
S∗(λ, t ) − exp

(
−4eξk

mw

cos ωt

ω2

)]

×
[

exp

(
4eξk

mw

cos ωt

ω2

)
− S(λ, t )

]
,

and the right border of the nanostructure:

J (E , z, t )|z=zN

= eh̄n0

2mw

|A(N+1)(λ, t )|2
{

2k − 4eξ

h̄

sin ωt

ω
− 3eξ

h̄

sin ωt

ω

× exp

[
−i

(
4eξk

mw

cos ωt

ω2
+
(

k + 2eξ

h̄

sin ωt

ω

)
zN

)]

×
[

exp

(
2ieξ

h̄

sin ωt

ω
zN

)
S∗(λ, t )

+ exp

[
2i

(
4eξk

mw

cos ωt

ω2
+
(

k + 2eξ

h̄

sin ωt

ω

)
zN

)]

− 2|S(λ, t )|2
(

k + eξ

h̄

sin ωt

ω

)}
. (79)
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The energy received or transferred to an electromagnetic
field over a time t , which for real quantum cascade devices
[2–4] is close to period T = 2π/ω, through the interaction of
an electron with this field, can be calculated as

Ee−em =
∫ t

0
dt

∫ zN

0
J (E , z, t ) ξ (z, t )dz

= zN

∫ t

0
ξ (t ) j(E , t )dt . (80)

Here, j(E , t ) is the reduced current density:

j(E , t ) = 1

zN

∫ zN

0
J (E , z, t )dz. (81)

Since the phase of the reduced current density is generally
shifted, relatively the phase of the electric component of the
electromagnetic field ξ (t ) by the amount 
φ of the complex
electronic conductivity should be considered:

σ = Reσ + iImσ. (82)

The value σ is directly caused by the induced current:

i(E , t ) = Re(σ )ξ (t ) = 2ξRe(σ ) cos(ωt ). (83)

From Eqs. (80) and (83), the following relation can be
obtained:

Ee−em = 4zNξ 2Re(σ )
∫ t

0
cos2 ωtdt

= zNξ 2

(
2t + sin 2tω

ω

)
Re(σ ). (84)

The energy Ee−em of electron interaction with an electro-
magnetic field may be calculated as the sum of the energies of
flows of noninteracting electrons that emanate from both sides
of the nanosystem:

Ee−em = h̄ωt

e

{[
J (E + h̄ω, z, t )|z=zN

− J (E − h̄ω, z, t )|z=zN

]
− [J (E + h̄ω, z, t )|z=0 − J (E − h̄ω, z, t )|z=0]

}
.

(85)

Equating Eqs. (84) and (85), the electronic conductivity
can be defined as follows:

σ (e) = Re(σ ) = h̄2ωn0t

2ξ 2zN mw(2tω + sin 2tω)

× {[
J (E + h̄ω, z, t )|z=zN

− J (E − h̄ω, z, t )|z=zN

]
− [J (E + h̄ω, z, t )|z=0 − J (E − h̄ω, z, t )|z=0]}.

(86)

Here, the quantities E ± h̄ω specify the following re-
placement: k → k± = √

2mw(E ± h̄ω)/h̄ in Eq. (79). The
frequencies included in the calculated relations, in particu-
lar, in the expressions for electronic conductivity (86), are
calculated as follows: ωnm = (Em − En)h̄−1, where n and m
are the numbers of the corresponding electronic levels of the
nanosystem. The amplitude values of the electrical compo-
nent of the electromagnetic field are calculated as follows:
ξ = ξnm = 10−2(Em − En)/ed . It corresponds to the case of
a weak electromagnetic field. This case is also satisfied by the
following condition: eξd � Enm (the maximum energy of in-
teraction of electrons with the electromagnetic field should be

significantly smaller than the energy of electronic transitions).
This condition can be controlled, for example, by changing the
geometric design of the nanosystem. It should be noted that
the values of ωnm and ξnm are also different for different values
of magnetic field induction. These values are also different
when calculating the values of electronic conductivity that
arise in various quantum transitions with different energy val-
ues. Also, we emphasize that the frequencies ωnm and values
ξnm used in the calculation of electronic conductivity are de-
rived from the En values obtained from the S matrix, not from
the stationary problem. Thus, when calculating the frequency
ω and the amplitude ξ , which are substituted into expressions
(76) and (77), we initially use the spectrum obtained from
the stationary part of the Hamiltonian (2). Subsequently, when
calculating the resonance energies En and widths �n for qua-
sistationary S-matrix poles, the entirety of the Hamiltonian
(2) was considered. This is supported by the elements of the
transfer matrix included in expression (76), which, according
to relations (66) and the expressions provided in Appendix B,
correspond to the entire Hamiltonian (2).

V. EXAMPLE OF CALCULATION OF SPECTRAL
CHARACTERISTICS AND ELECTRONIC CONDUCTIVITY

Generally, the optoelectronic devices are based on the bal-
listic transport of a monoenergetic beam of electrons. For
maintaining the coherence of the tunneled flow, it is important
to account for the finite lifetime of electronic quasistationary
states.

The relaxation time τrel is of importance in the operation
of real nanodevices. Since such nanodevices are based on
the ballistic transport of electrons, the relaxation time sets
the limit at which the electron system has not yet been re-
moved from the coherent state due to dissipation processes,
due to electron-phonon interaction, in particular. The devel-
oped theory is applicable to calculations of the spectrum and
resonance widths of electronic quasistationary states within
any time interval. That is, such calculations can be performed
within the relevant interval of values commensurate with the
relaxation time τrel. It should be noted that such calculations
cannot be made within the framework of theory based on
stationary solutions of the Schrödinger equation [40]. In our
case, we calculate the relaxation time τrel directly for a practi-
cal purpose: establishing the time values for which the study
of tunnel transport is relevant, that is, while maintaining its
coherence and the ballistic tunneling regime. The immedi-
ate purpose of considering tunnel transport with reference
to relaxation time values is due to the practical purpose of
applying the theory within the same timeframe that occurs
in experimentally implemented devices. However, since the
mechanisms that determine the relaxation time are not directly
included in the Hamiltonian of the system under study, this
allows us to consider the tunneling process in an arbitrary time
interval, taking into account the dependence of the Hamilto-
nian term on frequency ω.

The relaxation time was calculated using the Matthiessen
equation:

τrel = (τ−1
ph−e + τ−1

B + τ−1
U + τ−1

M )−1. (87)
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Here, τph−e is the scattering time due to electron-phonon inter-
action, τB is the contribution of boundary scattering relaxation
time at the effective thickness zN of the system, τU is the
relaxation time due Umklapp scattering, and τM is the con-
tribution related with the mass-difference scattering (due to
difference of the effective masses of electrons in well and bar-
rier layers). The more detailed analysis of these components
can be found in Ref. [63]. Direct calculations of relaxation
times for multilayer nanosystems with a detailed analysis of
the components included in the Matthiessen equation are also
presented in Ref. [64]. The estimation testifies that for the
studied nanostructure relaxation time, τrel is of order 8.2 ps.
This value of the relaxation time is close in order of mag-
nitude to the lifetime of electronic quasistationary states. It
should be noted that the relaxation time has a formally similar
designation to the elements of the transfer matrix presented in
relation (75), however, these quantities are in no way related
with each other.

The theory was applied to calculate the electronic spec-
tral parameters for different time values including t < τrel

(coherent tunneling mode) and t > τrel (the case when
quasistationary states can be destroyed due to dissipation
mechanisms). We draw the reader’s attention to the fact that all
calculated values of the spectral parameters of the electron and
electronic conductivity depend on time. They are determined
by the time dependence of the Hamiltonian, which describes
the interaction of electrons with an electromagnetic field.

As an example, a three-barrier layered nanosystem with
GaN potential wells with 4 nm and 10 nm thickness, and AlN
potential barriers with 3 nm thickness were analyzed. The ef-
fective electron masses in the potential well and barriers were
equal to mw = 0.2me and mb = 0.4me, respectively. Here me

is the mass of a free electron. Since constant internal electric
and external magnetic fields have a significant impact on the
tunneling process and the electronic potential scheme of the
nanosystem, it should be analyzed by introducing the effec-
tive potential into consideration. The potential scheme of the
nanosystem without magnetic field was calculated according
to general principles [14–16]. Next, the effective potential of
a nanosystem is obtained from Eqs (4), (5), (9) and charac-
terizes the total potential energy of an electron in electric and
magnetic fields (Fig. 2):

Ueff (z) = U (z) + Ue(z) + h̄2

2m(z)

(
kx − eBz

h̄

)2

. (88)

Examples of calculated potential schemes for an electron
Ueff (z) accounting for the contribution of the internal electric
field for various values of magnetic fields B are shown in
Fig. 2. It should be noted that an increase of the magnetic field
B resulted in the increase of the potentials Ueff (z).

Moreover, there are a number of features that could not
be established within the framework of a stationary problem
[38,40] as the mainstream method used in such types of prob-
lems. Such theoretical models are limited mainly by the pos-
sibility of calculating the electronic spectrum. As calculations
of the resonant energies and widths of electronic quasista-
tionary states demonstrate the dependence on the magnitude
of the magnetic field induction B for different moments of
time t , expressed in units of relaxation time τrel, using a
magnetic field, it is possible to adjust the operating frequency

FIG. 2. The electronic potential profile of the nanosystem Ueff (z),
calculated using relation (88) (for kx = 0) for different values of
magnetic field induction B.

and other parameters of nanodevices operating on quantum
transitions between electronic states of nanosystems. This
confirms the importance of the proposed theoretical results for
the nanoscience subject area, since they make it possible to
study electronic quasistationary states under conditions closer
to the conditions of actually existing nanodevices.

As can be seen from Figs. 3(a)–3(d), the resonance en-
ergies of the electronic levels are of quadratic dependence
on the magnetic field induction. A characteristic feature of
these dependencies is the formation of anticrossings (bottle-
neck effects) between neighboring energy levels, designated
as (I)–(III). The presence of anticrossings testifies a change in
the localization of electrons in the nanosystem in their quasis-
tationary states under the influence of a magnetic field. As can
be seen from Fig. 3, the energy dependencies on the magnetic
field also differ for different values of time t . Thus, anticross-
ings that occur at t = 0.2τrel for values of time t = 0.5τrel

are shifted to the left in the scale of magnetic field induction
values; when t = 1.0τrel, anticrossing between the second and
third electronic levels disappears, and anticrossings (I) and
(III) shift to the left; when t = 1.5τrel, only anticrossing (I)
remains between the first and second electronic levels. In ad-
dition, the localization of an electron in a nanosystem depends
not only on the induction of a magnetic field but is different
for different moments of time t , which results from the influ-
ence of a time-dependent electromagnetic field. In addition, it
should be noted that when the energy values, which are the
same at B = 0, are reached, as the value of B increases, the
greater the calculated value of the moment t (the permissible
values of which are less or comparable with the relaxation
time τrel). Thus, a magnetic field makes it possible to control
the operating frequency of nanodevices operating on quantum
electronic transitions. Because of it, a very important aspect is
to be taken into account: the relaxation time and tunneling
time of the electron flow in comparison with this value. It
should be noted that within the framework of the developed
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FIG. 3. The energies of the first five electronic levels En localized in a nanostructure as a function of the magnetic field induction B for
different times t taken in terms of relaxation time τrel: 0.2τrel (a); 0.5τrel (b); 1.0τrel (c); 1.5τrel (d).

theory, it is not possible to carry out the limiting transition
t → 0 to a stationary problem when electrons do not interact
with the electromagnetic field. However, as calculations of
the electronic spectrum at t = 0.2τrel testify, they correlate
quite well with the results obtained in the model of a closed
nanosystem, which allows us to compare formally the results
of both methods.

Additional information can be obtained by analyzing the
calculated resonance widths of electronic quasistationary
states, the dependencies on the magnetic field induction of
which are presented in Figs. 4(a)–4(d). As can be seen from
Fig. 4 for values B, which depend on the electronic energies
En(B), presented in Fig. 3, anticrossings take place; in the
dependencies �n(B) crossings of curves for neighboring levels
are observed. In general, the effect of resonant widths on the
magnitude of the magnetic field induction is more complex
than the corresponding resonant energies and is not likely to
increasingly effect their values throughout the entire range of
changes in B. Thus, for all calculated values t , the resonant
width of the first quasistationary state �1 before the formation
of crossing with the resonant width of the second quasistation-
ary state �2 insufficiently depends on the magnetic field; after

crossing, it increases sharply, reaching its maximum value.
The resonant width of the second quasistationary state �2, on
the contrary, at t � τrel reaches its maximum values before
the formation of crossing with the resonant width of the first
quasistationary state, subsequently, insufficiently depending
on B. The resonant width of the third quasistationary state
�3 at t � τrel has the greatest values for low values of the
magnetic field induction B. At t � τrel, �2 and �3 both reach
their maximum values only at B = 20 T. The resonant width
of the fourth quasistationary state �4 is similar to that men-
tioned above, deepening insufficiently on the magnetic field
induction for all values t , increasing sharply at the end of the
interval of values B. And vice versa, the resonant width of the
fifth quasistationary state �5 increases almost over the entire
interval of values of B, sharply decreasing by its end.

To sum up, the obtained results testify that the influence
of a magnetic field can be used to correct two more impor-
tant characteristics of nanodevices: the lifetime of electrons
in a working quasistationary state, being associated with the
resonant width τn = h̄−1�n, and also changes the emission
or absorption band width �nm = �n + �m in the n〉 → m〉
transition.
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FIG. 4. The resonance widths of the first five electronic levels �n localized in a nanostructure as a function of the magnetic field induction
B. Calculations were performed for different values of time t taken in terms of relaxation time τrel: 0.2τrel (a); 0.5τrel (b); 1.0τrel (c); 1.5τrel (d).

In the nanodevices such as quantum cascade detectors and
lasers, their operation consists of injecting an electron beam
into a nanosystem. The energy of the electrons must coin-
cide with the energy of one of the electronic quasi-stationary
states of this nanosystem. There are no restrictions on the
consideration of quantum transitions that can arise in the
nanosystem under study. In subsequent electronic transitions,
a tunneling current, being associated with electronic conduc-
tivity, is formed. Electronic conductivity serves as a measure
of the intensity of such quantum transitions. For calculations
of electronic conductivity, the quantum transitions from the
first quasistationary electronic state to the remaining quasis-
tationary states were considered. Calculations of electronic
conductivity, formed in detector electronic transitions, were
performed for the same time values as in calculations of res-
onance energies (Fig. 3) and widths (Fig. 4). The results of
these calculations are presented in Figs. 5(a)–5(d). For con-
venience, conductivity values are presented in relative units,
and for ease of scaling, natural logarithms of these values are
taken. As seen in Fig. 5, a magnetic field B can be applied to

increase the electronic conductivity of the nanosystem for the
calculated moments of time t � τrel. However, it should be
noted that different ranges of induction B values are accept-
able to achieve this goal. For example, for conductivity σ12 it
is important to use the vicinity of the induction values (from
8 T to 13 T), in which anticrossings of the energies of the
first and second quasistationary states (Fig. 3) and crossings
from the resonant widths (Fig. 4) take place [marked in the
figures as (I)]. Conductivity σ13 increases with the value of
induction B in the range from 4 T to 11 T at t = 0.2τrel; in
the range from 4 T to 9 T at t = 0.5τrel; and in the range from
2 T to 7 T at t = 1.0τrel. As for the use of a magnetic field for
conductivities σ14 and σ15, despite the fact that an increase of
induction B over almost the entire range of calculations leads
to an increase of the values of these conductivities, they are,
however, much less than conductivities σ12 and σ13, which
negates the possibility of their use. For this reason, it is not
worth using a magnetic field in the case when t = 1.5τrel,
since in this case all the conductivities are small or they
are all proportional to each other (this is also true for large
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FIG. 5. The logarithms of dimensionless electronic conductivity quantities ln(σ1m/σ0 ) arising in detector quantum transitions 1〉 →
m〉, m = 2; 3; 4; 5 as a function of the magnetic field induction B. Calculations were performed for different values of time t taken in
terms of relaxation time τrel: 0.2τrel (a); 0.5τrel (b); 1.0τrel (c); 1.5τrel (d). Here σ0 = 1 S/cm.

induction values B > 14 T at t � τrel). Thus, to summarize,
we should highlight the fact that the use of a magnetic field to
increase electronic conductivity is reasonable only for quan-
tum transitions 1〉 → 2〉 and 1〉 → 3〉, and only under the
condition that t � τrel. Thus, the results presented in Figs. 3–5,
in addition to demonstrating the dependence on the mag-
netic field induction, also illustrate an important aspect of the
effect of a time-dependent electromagnetic field on the elec-
tronic quasistationary spectrum and electronic conductivity
of a nanosystem. This dependence clearly shows differences
between these quantities when calculated for different val-
ues of frequency ω and amplitude ξ [see also the text after
Eq. (86)].

The strong time dependence of resonance energies En and
widths �n for larger magnetic field inductions B is associated
with changes in the localization of electronic quasistationary
states in the nanosystem. This is indicated by the presence
of anticrossings in the dependence of resonance energies on
magnetic field induction and crossings in similar dependen-
cies of resonance widths. In our opinion, as the value of time t

increases, the electrons manage to tunnel more into the output
quantum well, the bottom of which rises significantly with
an increase in the magnitude of the magnetic induction (as
seen in Fig. 2), leading to an increase in the energy values
of the electron levels. Similarly, this leads to a decrease in
the lifetime of electronic quasistationary states. Since the
lifetimes of electronic quasistationary states are related to the
resonance width of the level as τn = h̄−1�n, this results in an
increase in the values of resonance widths and, consequently,
in absorption or emission bands. This is directly reflected in
a decrease in conductivity values, as confirmed by the depen-
dencies shown in Fig. 5.

VI. SUMMARY

A theory of the tunneling transport of electrons through
an open multilayer nanosystem has been developed in the
presence of the influence of a constant internal electric field, a
constant magnetic field directed perpendicular to the direction
of electron motion and taking into account the interaction
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of tunneled electrons with the time-dependent electromag-
netic field. For this purpose, the complete Schrödinger
equation with a time-dependent potential is considered. The
solution of this equation was obtained by applying the Lewis-
Riesenfeld method together with a representation of the wave
function in the way is specific for scattering theory. This
result demonstrates the possibility of applying this approach
to problems studying tunnel transport in open nanosystems.
The use of boundary conditions for the wave function and
flows of its probability at the boundaries of the layers of the
nanosystem made it possible to unambiguously determine the
electronic wave function and the S matrix from poles of which
the electronic quasistationary spectrum-resonant energies and
widths are determined. The use of the obtained wave functions
made it possible to perform analytical calculations of the
electronic conductivity of the nanosystem.

Calculations of the spectral characteristics of quasistation-
ary states and electronic conductivity, performed using the
proposed theory for the parameters of a three-barrier nitride
nanostructure, made it possible to obtain the main results:

(1) With increasing magnetic field induction, the ener-
gies of electronic levels also increase, forming anticrossings
between neighboring energy levels. The positions of these
anticrossings, as the value of the moment t taken in the calcu-
lations approaches the value of the corresponding relaxation
time τtel, shift to the left in the scale of magnetic field induc-
tion values; some of these anticrossings disappear altogether
at t � τtel;

(2) With an increase in the magnitude of the magnetic
field induction, the dependencies of the resonant widths form
crossings for the same induction values as the formation of
anticrossings in the dependencies of the resonant energies
took place. These crossings shift in scale and disappear in the
same way as anticrossings of resonant energies—this happens
for the same values of magnetic field induction and time t . The
presence of resonance-dependent interval widths for which
their values increase makes it possible to influence the lifetime
of electronic quasistationary states by changing the magnetic
field induction, as well as change the widths of absorption and
emission bands in functioning nanodevices;

(3) Calculations of the electronic conductivity of a
nanosystem depending on the magnetic field induction tes-
tified that, by changing the induction value, it is possible to
increase the value of the electronic conductivity formed in the
electronic transitions 1〉 → 2〉 and 1〉 → 3〉, however, this will
be effective only under the condition that the tunneling mode
occurs in the time interval not exceeding the relaxation time.

In future studies, it would be desirable to investigate tun-
neling processes in systems of electrons interacting with
acoustic and optical phonons. This would allow us to develop
a consistent theory of electron-phonon interactions in open
multilayer nanosystems for arbitrary temperature values. As
a result, we would be able to investigate decoherence effects
under more realistic conditions.

We express our hope that the theoretical and computational
results being obtained will be useful both to researchers en-
gaged in theoretical studies of problems for time-dependent
potentials in the complete Schrödinger equation and to
researchers whose direct sphere of scientific interests is
focused on the study of tunnel transport in multilayer nanosys-

tems in the presence of external and internal fields impact, as
well as dissipative factors.
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APPENDIX A: WAVE FUNCTION OF AN ELECTRON IN
AREAS EXTERNAL TO THE NANOSYSTEM

In the absence of magnetic field outside the system, the
electronic Hamiltonian is significantly simplified and looks
like

ih̄
∂�(z, t )

∂t
=

[
− h̄2

2mw

∂2

∂z2
− 2ezξ cos ωt

]
�(z, t ). (A1)

The solution of this equation could be established without
searching for a quantum mechanical invariant.

The more general case of this equation is under generation
of an electromagnetic field in quantum transitions of all po-
tential wells, which was also previously analyzed [19].

We are looking for an invariant in the following form:

I (t ) = a(t )P + b(t )z + c(t ). (A2)

The electronic Hamiltonian looks as follows:

H (t ) = p2

2mw

+ f (t )z;

p = −ih̄
∂

∂z
; f (t ) = −2eξ cos ωt . (A3)

Having substituted expressions Eqs. (A2) and (A3) into
Eq. (19) and calculating all commutators, the following equa-
tion can be obtained:(

∂a

∂t
+ b

mw

)
p + ∂b

∂t
z + ∂c

∂t
− a f (t ) = 0. (A4)

Then the following system of equations can be obtained:⎡
⎢⎣

∂a
∂t + b

mw
= 0;

∂b
∂t = 0;
∂c
∂t − a f (t ) = 0.

⇒

⎡
⎢⎣a = − b0

mw
t + a0;

b = b0;
c = ∫ ( − b0

mw
t + a0

)
f (t )dt + c0.

c =
∫ (

− b0

mw

t + a0

)
f (t ) + c0

= −2eξ
∫ (

− b0

mw

t + a0

)
cos ωtdt + c0

= 2eξ

mwω2
[b0 cos ωt + (b0t − a0mw )ω

× sin ωt] + c0. (A5)

Without loss of generality, the following quantities as inte-
gration constants can be used:

a0 = 1

2mw

; b0 = �; c0 = 0, (A6)
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where � = (En − i�n/2)/h̄ is the frequency corresponding to
the energy level formed by size quantization in the system,
which is affected by the electrons of the monoenergetic beam.

Therefore, we have

a = 1

2mw

(1 − 2�t );

b = �/h̄;

c = eξ

mwω2
[2� cos ωt + (2�t − 1)ω sin ωt]. (A7)

Using Eq. (A2), we find

I (t ) = p

2mw

+ �z

+ eξ

mwω2
[2� cos ωt + (2�t − 1)ω sin ωt]. (A8)

Now the geometric phase is obtained by solving the eigen-
value equation of the invariant in Eq. (A8) and taking into
account (A2):{

− ih̄

2mw

∂

∂z
+ �z + eξ

mwω2
[2� cos ωt

+ (2�t − 1)ω sin ωt] − λ

}
�λ(z, t ) = 0. (A9)

From here, we have

�λ(z, t ) = exp

(
− i

h̄
[ϕ1z2 + ϕ2(t )z]

)
; ϕ1 = mw�;

ϕ2(t ) = −2eξ

ω2
[2� cos ωt + (2�t − 1)ω sin ωt] + 2mwλ.

(A10)

The calculated expressions for I (0)
1 (t ), I (0)

2 (t ), I (0)
3 (t ) in Eq. (62) are as follows:

I (0)
1 (t ) =

∫ 0

−∞
e

i
h̄ [(ϕ∗

1 −ϕ1 )z2+[ϕ∗
2 (t )−ϕ2(t )]z]dz

=
∫ 0

−∞
e

2i
h̄ {Im(ϕ1 )z2+Im[ϕ2(t )]z}dz = 1

2i

√
π h̄

2Im(ϕ1)
exp

(
− Im[ϕ2(t )]2

2h̄Im(ϕ1)

)
erfc

(
−i

Im[ϕ2(t )]√
2h̄Im(ϕ1)

)
, (A11)

I (0)
2 (t ) = −

∫ 0

−∞

2ih̄ϕ1 + [2zϕ1 + ϕ2(t )]2

h̄2 e
2i
h̄ [Im(ϕ1 )z2+Im[ϕ2(t )]z]dz

= 1

8

√
π h̄

2[Im(ϕ1)]5 exp

(
− Im[ϕ2(t )]2

2h̄Im(ϕ1)

){
1 + erf

(
i

√
Im(ϕ1)

2h̄

Im[ϕ2(t )]

Im(ϕ1)

)}
{[ϕ2(t )ϕ∗

1 − ϕ1ϕ
∗
2 (t )]2 + 4h̄|ϕ1|2Im(ϕ1)}

+ h̄ϕ1{ϕ1Im[ϕ2(t )] − 2ϕ2(t )Im(ϕ1)}
2[Im(ϕ1)]2 , (A12)

I (0)
3 (t ) =

∫ 0

−∞
ze

2i
h̄ {Im(ϕ1 )z2+Im[ϕ2(t )]z}dz

= h̄

4Im(ϕ1)
− Im[ϕ2(t )]

4iIm(ϕ1)

√
π h̄

2Im(ϕ1)
exp

(
− Im[ϕ2(t )]2

2h̄Im(ϕ1)

){
1 + erf

(
i

√
Im(ϕ1)

2h̄

Im[ϕ2(t )]

Im(ϕ1)

)}
. (A13)

Here, erf(x) and erfc(x) are the error function and the complementary error function, respectively.
The calculated expressions for I (N+1)

1 (t ), I (N+1)
2 (t ), I (N+1)

3 (t ) in relation (64) are as follows:

I (N+1)
1 (t ) =

∫ +∞

d
e

i
h̄ {(ϕ∗

1 −ϕ1 )z2+[ϕ∗
2 (t )−ϕ2(t )]z}dz

= −1

2

√
π h̄

2Im(ϕ1)
exp

(
− Im[ϕ2(t )]2

2h̄Im(ϕ1)

)(
i + erfi

{
2dIm(ϕ1) + Im[ϕ2(t )]√

2h̄Im(ϕ1)

})
, (A14)

I (N+1)
2 (t ) = −

∫ 0

d

2ih̄ϕ1 + [2zϕ1 + ϕ2(t )]2

h̄2 e
2i
h̄ {Im(ϕ1 )z2+Im[ϕ2(t )]z}dz

= 1

4Im5 / 2(ϕ1)
exp

(
− Im[ϕ2(t )]2

2h̄Im(ϕ1)

){
2h̄ exp

(
{2dIm(ϕ1) + Im[ϕ2(t )]}2

2h̄Im(ϕ1)

)
ϕ1

√
Im(ϕ1)

×{2[dϕ1 + ϕ2(t )] Im(ϕ1) − ϕ1Im[ϕ2(t )] + i
√

2π
(√

h̄Im(ϕ1)
[
h̄ϕ2

1 + [
2ih̄ϕ1 + ϕ2

2 (t )
]
Im(ϕ1)

]
− 2ϕ1ϕ2(t )Im(ϕ1)Im[ϕ2(t )] +

√
h̄ϕ2

1 Im2[ϕ2(t )]
) +

√
2π h̄erfi

{
2dIm(ϕ1) + Im[ϕ2(t )]√

2h̄Im(ϕ1)

}

× {[
2ih̄ϕ1 + ϕ2

2 (t )
]
Im2(ϕ1) + ϕ2

1 Im2[ϕ2(t )] − ϕ1Im(ϕ1)[h̄ϕ1 + 2ϕ2(t )Im[ϕ2(t )]]
}
, (A15)
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I (N+1)
3 (t ) =

∫ +∞

d
ze

2i
h̄ {Im(ϕ1 )z2+Im[ϕ2(t )]z}dz (A16)

= 1

8Im3 / 2(ϕ1)
exp

(
− Im[ϕ2(t )]2

2h̄Im(ϕ1)

)

×
(

−2h̄
√

Im(ϕ1) exp

(
{2dIm(ϕ1) + Im[ϕ2(t )]}2

2h̄Im(ϕ1)

)
+

√
2π h̄Im[ϕ2(t )]erfi

{
2dIm(ϕ1) + Im[ϕ2(t )]√

2h̄Im(ϕ1)

})
. (A17)

Here erfi(x) is a complex part of the error function.

APPENDIX B: THE ELEMENTS OF THE TRANSFER MATRIX

The elements of the transfer matrix are as follows:

τ
(0,1)
11 (t ) = H

[
β̃2 + (a + 4s)2(γ̃ + 2s)

(a + 4s)3
− 1, −

√
|a + 4s|

2

(
Z̃ (0)

0

L
+ 2β̃

(a + 4s)2

)]
;

τ
(0,1)
12 (t ) = M

[
1

2
− β̃2 + (a + 4s)2(γ̃ + 2s)

2(a + 4s)3
,

1

2
,

(a + 4s)

2

(
Z̃ (0)

0

L
+ 2β̃

(a + 4s)2

)2
⎤
⎦;

τ
(0,1)
21 (t ) = 1

mw

{[
−
(

a + 2s

L

)
+ β̃

a + 4s

]
H

[
β̃2 + (a + 4s)2(γ̃ + 2s)

(a + 4s)3
− 1, −

√
|a + 4s|

2

(
Z̃ (p)

0

L
+ 2β̃

(a + 4s)2

)]

+ 1

L

√
|a + 4s|

2

[
β̃2 + (a + 4s)2(γ̃ + 2s)

(a + 4s)3
−1

]
H

[
β̃2 + (a + 4s)2(γ̃ + 2s)

(a + 4s)3
− 2 −

√
|a + 4s|

2

(
Z̃ (p)

0

L
+ 2β̃

(a + 4s)2

)]}

× exp

⎡
⎣−

(a

2
+ s

)( Z̃ (p)
0

L

)2

− β̃

a + 4s

Z̃ (p)
0

L
− 2β̃2

(a + 4s)3

⎤
⎦;

τ
(0,1)
22 (t ) = 1

mw

⎧⎨
⎩
[
−
(

a + 2s

L

)
+ β̃

a + 4s

]
M

⎡
⎣1

2
− β̃2 + (a + 4s)2(γ̃ + 2s)

2(a + 4s)3
,

1

2
,

(a + 4s)

2

(
Z̃ (0)

0

L
+ 2β̃

(a + 4s)2

)2
⎤
⎦

+ (a + 4s)

L

(
Z̃ (p)

0

L
+ 2β̃

(a + 4s)2

)[
1

2
− β̃2 + (a + 4s)2(γ̃ + 2s)

2(a + 4s)3

]
M

⎡
⎣3

2
− β̃2 + (a + 4s)2(γ̃ + 2s)

2(a + 4s)3
,

3

2
,

× (a + 4s)

2

(
Z̃ (0)

0

L
+ 2β̃

(a + 4s)2

)2
⎤
⎦
⎫⎬
⎭e−( a

2 +s)(
Z̃ (0)

0
L )2− β̃

a+4s

Z̃ (0)
0
L − 2β̃2

(a+4s)3 . (B1)

Similarly, we have

τ
(i,i+1)
11 (t ) = e−( a

2 +s)(
zi−Z̃ (i)

0
L )2+ β̃

a+4s

zi−Z̃ (i)
0

L − 2β̃2

(a+4s)3 H

[
β̃2 + (a + 4s)2(γ̃ + 2s)

(a + 4s)3
− 1

√
|a + 4s|

2

(
zi − Z̃ (i)

0

L
− 2β̃

(a + 4s)2

)]
;

τ
(i,i+1)
12 (t ) = e−( a

2 +s)(
zi−Z̃ (i)

0
L )2+ β̃

a+4s

zi−Z̃ (i)
0

L − 2β̃2

(a+4s)3 M

⎡
⎣1

2
− β̃2 + (a + 4s)2(γ̃ + 2s)

2(a + 4s)3
,

1

2
,

(a + 4s)

2

(
zi − Z̃ (i)

0

L
− 2β̃

(a + 4s)2

)2
⎤
⎦;

τ
(i,i+1)
21 (t ) = 1

mw

{[
−(a + 2s)

zi − Z̃ (i)
0

L
+ β̃

a + 4s

]
H

[
β̃2 + (a + 4s)2(γ̃ + 2s)

(a + 4s)3
− 1,

√
|a + 4s|

2

(
zi − Z̃ (i)

0

L
− 2β̃

(a + 4s)2

)]

− Z̃ (i)
0

L

√
|a + 4s|

2

[
β̃2 + (a + 4s)2(γ̃ + 2s)

(a + 4s)3
− 1

]
H

[
β̃2 + (a + 4s)2(γ̃ + 2s)

(a + 4s)3
− 2,

×
√

|a + 4s|
2

(
zi − Z̃ (i)

0

L
− 2β̃

(a + 4s)2
)

]}
e−( a

2 +s)
(

zi−Z̃ (i)
0

L

)2
+ β̃

a+4s

zi−Z̃ (i)
0

L − 2β̃2

(a+4s)3 ;

045438-17



BOYKO, PETRYK, AND LEBOVKA PHYSICAL REVIEW B 110, 045438 (2024)

τ
(i,i+1)
22 (t ) = 1

mw

⎧⎨
⎩
[
−(a + 2s)

zi − Z̃ (i)
0

L
+ β̃

a + 4s

]
M

⎡
⎣1

2
− β̃2 + (a + 4s)2(γ̃ + 2s)

2(a + 4s)3
,

1

2
,

1

2
,

(a + 4s)

2

(
zi − Z̃ (i)

0

L
− 2β̃

(a + 4s)2

)2
⎤
⎦

+ (a + 4s)

L

(
zi − Z̃ (i)

0

L
− 2β̃

(a + 4s)2

)[
1

2
− β̃2 + (a + 4s)2(γ̃ + 2s)

2(a + 4s)3

]
M

⎡
⎣3

2
− β̃2 + (a + 4s)2(γ̃ + 2s)

2(a + 4s)3
,

3

2
,

× (a + 4s)

2

(
zi − Z̃ (i)

0

L
− 2β̃

(a + 4s)2

)2
⎤
⎦
⎫⎬
⎭e−( a

2 +s)(
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0
L )2+ β̃
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0
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