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Pump-probe experiments with femtosecond time resolution can be used to disentangle the electronic dynamics
from the lattice response and thus provide valuable insights into the nonequilibrium behavior of correlated
materials. In Cr-doped V2O3, a multiorbital Mott-Hubbard material which has been intensively investigated
for decades, time-resolved experiments reported a photoinduced insulator-metal transition leading to a transient
metal state with nonthermal properties. Here, we combine nonequilibrium dynamical mean-field theory with
realistic first-principles modeling to simulate the ultrafast response of this material to a laser excitation. Our
calculations reproduce the insulating initial state, with orbital occupations in agreement with experiment, and
reveal an ultrafast pump-induced gap filling associated with a charge reshuffling between the eπ

g and a1g orbitals.
However, in contrast to the related compound VO2, the electronic system thermalizes within a few tens of
femtoseconds and we find no evidence for the existence of a metastable nonthermal metal. This suggests that the
reported nonthermal behavior in the experiments may be associated with the mismatch between the electronic
and lattice temperatures.

DOI: 10.1103/PhysRevB.110.045117

I. INTRODUCTION

Several recent experiments revealed nonthermal metal
states in photoexcited insulators, which persist for hundreds of
femtoseconds (fs) or even picoseconds (ps) despite a complete
gap filling. Examples are 1T -TaS2 [1–4], where this behavior
has been associated with the excitation of spin-triplet states
in strongly coupled bilayers, and VO2 [5–7], where a theo-
retical analysis suggested an orbital reshuffling of charge as
the origin of the nonthermal properties of the photoinduced
metal. A third example is Cr-doped V2O3, where pump-probe
experiments also reported evidence for a photoinduced metal
with long-lived nonthermal electron distributions [8,9].

Vanadium sesquioxide V2O3 has been widely studied as
a prototype multiorbital Mott-Hubbard system [10–16]. At
ambient pressure, V2O3 undergoes a metal-insulator transition
(MIT) at Tc ≈ 160 K, associated with a first-order struc-
tural transition. Above Tc, the corundum structure hosts a
paramagnetic metal (PM) phase, while below Tc, the sys-
tem exhibits a monoclinic antiferromagnetic insulator (AFI)
phase. A different paramagnetic insulator (PI) phase is found
at T > Tc by chromium substitution of vanadium [17–19].
This doping-induced first-order metal-to-insulator phase tran-
sition from the PM to PI phase is associated with a small
discontinuity of the lattice parameter, without a change of
lattice symmetry [20,21]. The Cr substitution has often been
regarded as equivalent to a negative pressure. However, more
recent studies found microscale phase separation in Cr-doped
V2O3 at ambient pressure and interpreted the Cr atoms as
“condensation nuclei” in a percolative PM-PI phase transition,
challenging the negative pressure interpretation [16,22].

The high-temperature paramagnetic V2O3 system exhibits
a corundum crystal structure in which the V3+ cations are
surrounded by oxygen octahedra. This leads to a 3d2electronic

configuration of V3+, with empty high energy eg orbitals and
two electrons in the three low energy t2g orbitals. A trigonal
distortion of the crystal field further lifts the threefold degen-
eracy of the t2g orbitals, resulting in one nondegenerate a1g

orbital oriented along the c axis and two degenerate eπ
g orbitals

oriented predominantly in the hexagonal plane. Furthermore,
the vanadium atoms are dimerized by sharing an octahedral
surface. This dimerization decreases the energy of the bonding
a1g orbital, which becomes partially occupied in the ground
state (see Fig. 1).

Polarized x-ray spectroscopy experiments demonstrated
that the two valence electrons of V3+ form a high spin
S = 1 state, with an admixture of eπ

g a1g and eπ
g eπ

g con-
figurations [23], suggesting a multiorbital interpretation of
the material. Several theoretical studies [10–16] combining
ab initio calculations in the local density approximation
(LDA) [24] with dynamical mean-field theory (DMFT) [25]
considered a three-orbital Kanamori-Hubbard description of
the system with (x = 0.038, PI) and without (x = 0, PM) Cr
doping. The LDA calculations [26] predict that the Cr doping
of V2O3 narrows the t2g bandwidth W and thus increases the
U/W ratio, which underlies the PM to PI phase transition. The
imbalance in the occupation of the a1g and eg orbitals for both
the PI and PM phases is due to the trigonal splitting of the
a1g and eg orbitals. The large Hund’s coupling J used in these
previous studies favors the high spin state, in agreement with
the experiment by Park et al. [23].

Recently, the nonequilibrium properties of (V1−xCrx )2O3

have been investigated with multiple time-resolved
tools [8,9,27]. By combining time-resolved photoelectron
spectroscopy, reflectivity and x-ray diffraction experiments,
Lantz et al. observed an instantaneous Mott gap collapse
in PI (V1−xCrx )2O3 (x = 0.038) after a 35 fs laser pulse
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FIG. 1. (a) Lattice structure of V2O3, with the four-atom unit
cell marked in black. Red spheres: V atoms; blue spheres: O atoms.
(b) Energy level scheme of a noninteracting V-V dimer, including the
effects of the trigonal crystal field splitting and the V-V dimeriza-
tion. The six orbitals of each dimer host four electrons. (c) Wannier
interpolated band structure (black curves) for PI (V1−xCrx )2O3 (x =
0.038). The orbital-projected densities of states are plotted on the
right side.

with energy 1.55 eV [8]. They reported the existence of a
nonthermal transient metal phase lasting for hundreds of fs
and characterized by the overpopulation of the a1g orbital.

Here, we study the photo-induced dynamics in a realistic
model of (V1−xCrx )2O3 (x = 0.038) using nonequilibrium
DMFT [28]. Our three-orbital calculations with ab initio de-
rived hopping parameters and realistic interactions yield an
equilibrium Mott insulating phase with small gap, as observed
in the experiments [9,22]. Nonequilibrium simulations yield a
rapid metalization after a photodoping pulse, but also a fast
thermalization of the electronic system within a few tens of
fs. We will show that both the photoexcitation and the heating
result in a significant charge transfer from the eπ

g to the a1g

orbitals.
This paper is structured as follows. Section II describes

the ab initio modeling and the DMFT simulations of the

pulse-excited system, Sec. III presents the time-resolved or-
bital occupations and spectra, while Sec. IV provides a brief
discussion and conclusion.

II. MODEL AND METHOD

To derive a realistic model for paramagnetic insulating
(V1−xCrx )2O3, we start from the experimental lattice structure
for x = 0.038 from Ref. [20], perform density functional the-
ory (DFT) calculations using QUANTUM ESPRESSO [29], and
downfold to the t2g-like orbitals using WANNIER90 [30]. As
in previous equilibrium works [10–16,26] we assume that the
small Cr doping only exerts a pressure on the lattice, while
the electronic filling is not affected due to charge trapping at
the impurity sites. Figure 1(c) shows the Wannier interpolated
DFT band structure in the energy range −1.5 � ω � 1.5 eV.
The eπ

g and a1g bands strongly overlap in this energy range, but
the local density of states (DOS) of the a1g orbital is ∼0.13 eV
higher than for the eπ

g orbitals, due to the trigonal crystal field
splitting, as schematically explained in Fig. 1(b). The a1g DOS
exhibits a strong bonding-antibonding feature. At the DFT
level, the orbital fillings per site are (a1g : eπ

g1 : eπ
g2) = (0.56 :

0.72 : 0.72).
The time-dependent low-energy Hamiltonian reads

Ĥ(t ) =
∑
R,R′

∑
i

{ ∑
j

∑
αβ,σ

hi j
αβ (R − R′, t )di†

Rασ d j
R′βσ

−
∑
ασ

μnai
Rασ + Hi

K(R)

}
,

where R labels the unit cell, i, j ∈ {1, 2, 3, 4} label the V
atoms in a given unit cell, α, β ∈ {1, 2, 3} label the three
t2g orbitals and σ = {↑,↓} denotes spin. nασ is the occu-
pation per spin of orbital α and μ the chemical potential.
The hopping parameters hi j

αβ (R, t = 0) are extracted from the
first-principles calculation. The corresponding bandstructure
and DOS are plotted in Fig. 1(c).

We excite the system with a uniform electric field pulse

�E (t ) = �E0 sin[ω0(t − t0)]e− (t−t0 )2

2τ2 (1)

centered at time t0, with frequency ω0, peak amplitude E0, and
polarization direction Ê0. The Gaussian envelope with τ =
2.6 fs corresponds to a full width at half maximum (FWHM)
of 6.2 fs. The effect of this pulse is to produce time-dependent
hopping parameters (Peierls substitution [28])

hi j
αβ (R, t ) = hi j

αβ (R, t = 0)e− ie
h̄ φi j (R,t ), (2)

with the Peierls phase φi j (R, t ) = − ∫ t
0 dt ′ �E (t ′) · (�r j − �ri +

R). Here, �ri is the position of site i.
For the local interaction term, we choose the Kanamori

form

Hi
K =

∑
α

Uni
α↑ni

α↓ +
∑
α 	=β

U ′ni
α↑ni

β↓ +
∑

α<β,σ

(U ′ − J )ni
ασ ni

βσ

− J
∑
α 	=β

di†
α↑di

α↓di†
β↓di

β↑ + J
∑
α 	=β

di†
α↑di†

α↓di
β↓di

β↑, (3)

045117-2



PHOTOINDUCED INSULATOR-METAL TRANSITION IN … PHYSICAL REVIEW B 110, 045117 (2024)

where U is the on-site intraorbital Coulomb repulsion, U ′
the on-site interaction between different orbitals α and β,
and J the Hund coupling. We estimate the interaction pa-
rameters using the constrained random-phase approximation
(cRPA) [31], where the screening from within the model space
is removed, resulting in an effective bare interaction for the
model states. The static values obtained with the RESPACK [32]
code are U = 2 eV and J = 0.3 eV, which are substan-
tially smaller than the U = 4–5 eV and J = 0.7–0.9 eV used
in previous DMFT studies [10,11,13,14,16]. These static U
values neglect the frequency dependence and hence under-
estimate the correlation effects. We therefore increase the
intraorbital interaction to U = 2.8 eV to obtain an insulator
with a gap size of approximately 0.3 eV, consistent with
experiments [9,22].

As the calculated interaction parameters are somewhat
smaller than one might expect for V t2g-like states, we have
also performed cRPA calculations using the SPEX code [33].
This results in slightly larger values of U = 3.3 eV and J =
0.5 eV, which, however, are still smaller than the ad hoc values
chosen in previous theoretical studies. As a side remark, we
note that if we include also the unoccupied eg-like states lying
∼2–3 eV above the Fermi energy into a separate model (a five
orbital model for the full V 3d manifold), the cRPA estimates
U5-orbital = 4.9 eV and J5-orbital = 0.4–0.6 eV become close to
the values used in the literature. But these interaction param-
eters are not the appropriate ones for the three-orbital model
considered in our calculations.

We employ nonequilibrium DMFT [28,34] to compute
the evolution of the laser-excited lattice system. Similarly to
the equilibrium version, the lattice is mapped to a quantum
impurity problem with a self-consistently determined bath.
The only difference is that in the nonequilibrium case, all the
quantities are defined on the Kadanoff-Baym contour C [28].
The impurity action takes the form

Simp = −i
∫
C

dt HK(t )

− i
∫
C

dt dt ′ ∑
α,σ

d†
α,σ (t )	α,σ (t, t ′)dα,σ (t ), (4)

with HK the local interaction Hamiltonian defined in (3)
and 	α,σ (t, t ′) the hybridization function describing the ex-
change of electrons between the impurity and the bath. As
in previous materials studies, we employ real-space DMFT
calculations with a simplified self-consistency [4,7,35], which
allows us to circumvent the explicit calculation of the lattice
self-energies and lattice Green’s functions. The hybridiza-
tion function is obtained from the local (impurity) Green’s
functions Gα,σ (t, t ′) as

	i,α,σ (t, t ′) =
∑
j,β

hi j
αβ (t )Gj,β,σ (t, t ′)h ji

βα (t ′), (5)

where the site index i takes the values {1, 2, 3, 4}, since we
separately solve four impurity models corresponding to the
four atoms within one unit cell. For each impurity i, the index
j ranges over all the remaining sites of the lattice.

For the calculation of Gα,σ (t, t ′), we employ a noncrossing
approximation (NCA) impurity solver [36,37]. This method

FIG. 2. Orbital-resolved and total spectra in equilibrium ob-
tained with DMFT (a) and ED (b). Both calculations yield a gap.

introduces pseudoparticle Green’s functions and pseudoparti-
cle self-energies for each of the 34 = 64 local impurity states,
and solves coupled pseudoparticle Dyson equations with
a first-order-in-	 approximation to the pseudoparticle self-
energies. This method is expected to produce qualitatively
correct results for the nonequilibrium dynamics in Mott insu-
lating systems. A detailed description of the NCA solver and
some benchmarks can be found in Ref. [37].

The initial temperature in our calculations is T = 1
12 eV.

(Room temperature is too low for the NCA solver, but we do
not expect qualitative differences due to the 0.3 eV gap.) To
help with the interpretation of the spectra, we also solve the
isolated dimer system using exact diagonalization (ED).

III. RESULTS

A. Equilibrium system

We first discuss the equilibrium spectra obtained from
DMFT and ED. As shown in Fig. 2(a), the DMFT spectrum
has a gap of 0.3 eV and the spectral weight below the Fermi
energy is contributed by all three t2g orbitals. In the interacting
system, the relative occupations of the orbitals are (a1g : eπ

g1 :
eπ

g2) = (0.38 : 0.81 : 0.81), in good agreement with the results
of polarized x-ray spectroscopy experiments, which reported
the ratios (0.4 : 0.8 : 0.8) [23]. Similar results were also ob-
tained in the previous LDA+DMFT studies [10,11,13–16].

The ED spectrum of a single dimer with the same interac-
tion and intradimer hopping parameters is shown in Fig. 2(b).
Based on the ED analysis, we identify an almost degenerate
group of nine low-energy states (“ground states”). Within a
V-V dimer, the intersite hopping between two a1g orbitals is
0.39 eV while the hopping amplitudes between the eπ

g or-
bitals are much smaller, consistent with the results reported in
Ref. [26]. Thus, the ground state manifold is essentially given
by the product of two local spaces with occupation eπ

g1eπ
g2 and

spin S = 1 (one for each site). Here and in the following,
“ab configuration” refers to a state with one electron in the a
orbital and one electron in the b orbital, on the same site. Only
0.03 eV higher in energy, there exists another group of nine
states with mixed eπ

g1eπ
g2 and eπ

g a1g configuration. Even though
at the LDA level the trigonal spitting pushes the a1g bonding
orbital below the eπ

g orbitals, in the presence of interactions
the high-spin configurations with two electrons in the eπ

g or-
bitals are preferred. The 0.03 eV gap between the two groups
of low energy states corresponds roughly to room temperature
and explains the experimentally observed occupation of both
the eπ

g1eπ
g2 and eπ

g a1g states [23].
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FIG. 3. Total equilibrium (eq) spectra for different temperatures
(black or gray) and nonequilibrium spectra after the pulse excitation
with ω0 = 2.7 eV (colored lines). Panel (a) is for pulse amplitude
E0 = 0.05 V/Å and panel (b) for E0 = 0.1 V/Å.

Combining the results from the DMFT and ED calcula-
tions, we conclude that the ab initio modeling of Cr-doped
V2O3 yields a strongly correlated insulating material, whose
electronic structure (gap size and Hubbard band features) is
shaped by the local multiorbital interactions. As we will see
later, the large number of nearly degenerate low-energy states
in our model has significant effects on the nonequilibrium
dynamics.

The temperature dependence of the DMFT spectra is
shown by the gray shading and black lines in Fig. 3. Here,
β is the inverse temperature in eV−1, so that β = 2.3 eV−1

corresponds to T ≈ 5000 K. We can see that an electronic
temperature of several thousand K, as expected after a pump
excitation, leads to a significant filling of the gap.

B. Pulse-excited system

We first search for the polarization direction Ê0 = �E0/|E0|
and pump frequency ω0 which yields the maximum en-
ergy absorption and then simulate the time evolution using
nonequilibrium DMFT. The polarization angle θ between Ê0

and the dimerization axis cR, as well as the laser frequency
ω0 are varied in the relevant range, and the resulting energy
absorption is shown in Fig. 4. Both in the DMFT and ED
simulations, θ = 0◦ maximizes the absorption. With this po-
larization fixed, the DMFT simulations predict a broad energy
absorption peak with a maximum corresponding to the pulse
frequency ω0 = 2.7 eV; see the red curve in Fig. 4(a). In
the ED analysis of the dimer, the energy absorption spec-
tra strongly depend on the temperature (see blue lines). As
discussed before, the ground state mainly involves high-spin
eπ

g1eπ
g2 configurations. Therefore, the laser excitation of the

FIG. 4. (a) Energy absorption as a function of the pulse fre-
quency ω0 with θ = 0◦. (b) Energy absorption as a function of the
polarization angle with frequency ω0 = 2.7 eV. θ = 0◦ corresponds
to a polarization along the dimer, in the cR direction.

ground state creates doublons in the eπ
g orbitals, i.e., con-

figurations where one of the eπ
g orbitals is occupied by two

electrons with spin up and spin down,(
eπ↑

g1 eπ↑
g2

)
A + (

eπ↓
g1 eπ↓

g2

)
B → (

eπ↑
g1

)
A + (

eπ↓
g1 eπ↑↓

g2

)
B,

at the cost of U = 2.8 eV (here A and B are the two atoms in a
dimer). At high temperature, the thermal state includes both
eπ

g1eπ
g2 and eπ

g a1g configurations, which activates additional
excitations with energy U − 3J = 1.9 eV, given for example
by (

eπ↑
g1 eπ↑

g2

)
A + (

eπ↑
g1 a↑

1g

)
B → (

eπ↑
g1

)
A + (

eπ↑
g1 eπ↑

g2 a↑
1g

)
B,

and with energy U + 2J = 3.4 eV, for example(
eπ↑

g1 eπ↑
g2

)
A + (

eπ↓
g2 a↓

1g

)
B

→ (
eπ↑

g1

)
A + (

αeπ↓
g1 eπ↑↓

g2 + γ eπ↓
g2 a↑↓

1g

)
B,

similar to the three-band Kanamori-Hubbard model in the
atomic limit with degenerate orbitals [38]. We conclude that
the multiorbital interactions play a crucial role in the photoex-
citation process. The initial temperature of the system is also
important, because it controls the initial state population and
influences the charge dynamics.

With the insights from the ED analysis on the laser-induced
doublon creation, we now investigate the reshuffling and de-
cay of the excited doublons in the infinite-size system using
DMFT. The DMFT results for the time-dependent orbital
occupations are shown in Fig. 5(a). In this study, we per-
form single-site DMFT calculations (in contrast to the cluster
DMFT calculations of Ref. [7]) and report the population
dynamics for a single V atom. These calculations assume that
the spin orientations on neighboring sites are uncorrelated,
i.e., they neglect possible short-ranged antiferromagnetic cor-
relations. Doublon production by nearest-neighbor hopping is
possible if the spins in the two involved orbitals are oppositely
oriented.

During the pulse, which reaches its maximum at t = t0 =
6.6 fs (indicated by the red vertical line), the t2g electrons
are driven back and forth between the vanadium atoms, as
can be deduced from the oscillations of the occupations on
a given site. This charge sloshing, and other effects of the
laser pulse like bandwidth renormalization [39,40], also lead
to a modulation in the double occupation, as seen by the
oscillating doublon density in Fig. 5(b). We note that the
DMFT simulation represents an infinite bulk system and
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FIG. 5. Occupation (a) and double occupation (or doublon density) (b) in each of the three orbitals, for a given vanadium atom.
(c) Projection of the state occupation onto electron number sectors (colored shadings), for a given vanadium atom. Within the n = 2 sector, the
states are further projected onto the indicated orbital configurations. The red and gray vertical lines indicate the maximum and the end of the
laser pulse, respectively. The colored bars and dots at the right side of the panel indicate the weights of the charge sectors and the weights of
the eπ

g1eπ
g2 and eπ

g a1g configurations in the thermalized state (equilibrium system with the same energy as the system after the excitation).

captures interaction and heating effects, i.e., the conversion
of the injected energy into various electronic excitations. Fig-
ure 5 reveals a significant rearrangement of charge between
the different orbitals. In particular, panel (a) shows a signifi-
cant flow of charge from the eπ

g to the a1g orbitals during the
pulse, which ends approximately at 13 fs (grey vertical line),
followed by a slower reshuffling and saturation around 35 fs.
The average doublon density increases during the pulse, but
remains low.

As illustrated in Fig. 5(c), in the equilibrium PI phase,
the sector with n = 2 electrons (gray shading) represents
more than 90% of the weight of the initial state. The laser
pulse mainly reshuffles the states within this n = 2 sector,
but also produces some states with n = 1 and n = 3 through
charge excitations between vanadium atoms. These charge
excitations are indicated by the red and violet shading. After
the end of the pulse (t � 13 fs), the weight of the n = 2
sector remains almost unchanged, and in our closed system
(without energy dissipation to phonons or other external de-
grees of freedom), the electrons are expected to thermalize
at T ≈ 5000 K. This is the temperature at which the energy
of the equilibrium system equals the energy of the simu-
lated system after the pulse. The corresponding weights of
the charge sectors and the weights of the eπ

g1eπ
g2 and eπ

g a1g

configurations are indicated by the colored bars and dots at
the right side of panel (c). Within the two-electron sector,
the eπ

g1eπ
g2 configurations of the ground state manifold domi-

nate the PI phase in equilibrium. During and after the pulse,
the weight of these configurations decreases rapidly, while the
weight of the a1geπ

g states increases rapidly, consistent with
panel (a). After the pulse, the a1geπ

g configurations become
dominant.

The above observations imply that during each cycle of the
laser pulse, a large fraction of the created doublons and holons

(n = 3 and n = 1 sectors) recombines back to the n = 2 sec-
tor, but possibly into different orbitals than before the pulse.
The switching of the eπ

g1eπ
g2 and a1geπ

g populations shows that
electrons flow from the eπ

g orbitals to the a1g orbital. The rapid
decay of the doublons indicates that the lifetime of potential
nonthermal transient states in Cr-doped V2O3 is very short.
Indeed, the weights of the different charge sector configura-
tions are very close to the thermal reference values already 20
fs after the pulse, and there is no indication of a trapping in
a nonthermal transient state. This is in contrast to the finding
for the related material VO2 in Ref. [7], where, due to the V4+
configuration, there is one electron in the three t2g orbitals and
where the much stronger dimerization locks this electron in
the lowest lying bonding orbital, well separated from other
states.

The population of the a1geπ
g states generates spectral

weight in the gap region and results in the rapid partial gap
filling seen in Fig. 3(b). Our calculations thus demonstrate
that the metallic phase observed after photodoping is a conse-
quence of the charge reshuffling between eπ

g and a1g orbitals.
But also the nonequilibrium spectrum after the pulse is very
similar to a thermal spectrum corresponding to a high elec-
tronic temperature (β ≈ 2.3 eV−1 ↔ T ≈ 5000 K), see the
comparison to the thermal results (black gray curves).

In Fig. 6, we present the time-dependent DMFT spec-
tra, obtained for the optimal polarization (θ = 0◦) and
absorption frequency (ω0 = 2.7 eV) as well as the typ-
ical laser frequency in photodoping experiments [8,9]
(ω0 = 1.55 eV). The total spectral functions Aret, elec-
tron occupation functions A<, and hole occupation func-
tions A> are shown for probe time t0 = 17 fs and two
pulse amplitudes. These spectra are obtained from the
imaginary parts of the corresponding energy-dependent
Green’s functions, which we calculate using the Wigner
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FIG. 6. Local lesser (a), retarded (b) and greater (c) spectra obtained with DMFT in equilibrium for different temperatures (gray shading
and black lines) and 17 fs after the pulse excitation for the indicated E0 (V/Å) and ω0 (eV). The initial inverse temperature is β = 12 eV−1.

transformation [28]

GX (ω, tav) =
∫

dtrele
iωtrel GX (t, t ′). (6)

Here, trel ≡ t − t ′ is the relative time, tav ≡ t + t ′ is the av-
eraged time, and X refers to the retarded, lesser and greater
components of the contour Green’s function. A<(ω, tav)
approximately represents the time-resolved photoemission
spectrum. For both pulse frequencies, the laser excitation
results in a partial filling of the gap, which is slightly more
pronounced for the higher energy excitation (since the larger
amount of injected energy results in stronger heating).

In Fig. 7 we plot the difference between the nonequilibrium
occupation at t = 17 fs and the initial equilibrium occupation
for β = 12 eV−1 (green, orange, and blue lines), as well as
differences between higher-temperature equilibrium occupa-
tions and the initial occupation (black lines). Panel (a) is for
the ω0 = 2.7 eV pulse and panel (b) for the ω0 = 1.55 eV
pulse. Consistent with the previous observations, we find that
the nonequilibrium occupation at t = 17 fs is almost thermal-
ized (see data for ω0 = 2.7 eV, where the thermalized system
has β = 2.3 eV−1). Comparing our results to Fig. 2(b) of
Ref. [8], we see that their difference 	I in photoemission
spectra between the pumped and unpumped systems looks
qualitatively similar for the shortest reported delay time of
50 fs [41]. We note that since the initial system is insulating,
the location of the Fermi energy could be somewhat different
in the experiment, which may explain the horizontal shift
between the theoretical and experimental curves.

On a timescale of several hundred fs, 	I vanishes inside
and above the gap region, while after 2 ps it approaches a
distribution consistent with a slightly increased equilibrium
temperature. In view of our simulation data, which show no
evidence for a delayed thermalization in the electronic system,
these experimental results are most naturally interpreted in
terms of a two-temperature picture [42,43], where the hot
electrons couple to the lattice and cool down on a ps timescale.

IV. CONCLUSIONS

Our ab initio nonequilibrium DMFT simulations of Cr-
doped V2O3 clarified the photoinduced charge dynamics
during and after a laser pulse applied to the PI phase. The
optical excitation induces an ultrafast gap filling by generating
interorbital electron pairs, which thermalize within tens of fs

to a high-temperature metallic state. On a longer timescale, the
lattice is expected to cool down the electronic system, and an
explicit simulation of this energy reshuffling would require the
introduction of phonon degrees of freedom. For the short-time
dynamics, our study shows that multiorbital Mott and Hund
physics play a key role in the formation of dominant S = 1

FIG. 7. Difference in the occupation from the equilibrium value
for β = 12 eV−1. The nonequilibrium distributions are measured at
time t = 17 fs for a pulse with ω0 = 2.7 eV (a) and 1.55 eV (b).
In panel (b), the dashed line shows experimental data extracted
from Fig. 2(b) of Ref. [8] (with an arbitrary rescaling factor) for
comparison.

045117-6



PHOTOINDUCED INSULATOR-METAL TRANSITION IN … PHYSICAL REVIEW B 110, 045117 (2024)

atomic configurations in equilibrium, and in determining the
energy absorption from an optical pulse.

While the experimentally measured photoinduced metal
states may be nonthermal in the sense of different electronic
and lattice temperatures, our analysis does not provide any
clear indication for the existence of a long-lived photoinduced
nonequilibrium metallic state of the electronic subsystem in
Cr-doped V2O3. This is in contrast to the situation found in
photodoped VO2 [7], where the simpler and sparser energy
level structure leads to distinctly nonthermal metal states that
last for hundreds of fs.

The simulations presented in this work assumed a homoge-
neous system, with the Cr doping merely affecting the lattice
structure. As discussed in Ref. [16], in practice, the Cr-doping

could produce “condensation nuclei” and create isolated in-
sulating islands around the Cr impurities. The possible role
of inhomogeneities on the excitation and relaxation pathway
in (V1−xCrx )2O3 (x = 0.038) is an interesting topic for future
studies.
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