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Observable signatures of Hall viscosity in lowest Landau level superfluids
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Hall viscosity is a nondissipative viscosity occurring in systems with broken time-reversal symmetry, such as
quantum Hall phases and p + ip superfluids. Despite Hall viscosity’s expected ubiquity and past observations in:
classical soft matter, optical, and graphene systems, it has yet to be measured experimentally in any macroscopic
quantum state of matter. Toward this end, we describe the observable effects of Hall viscosity in a simple family
of rotating Bose-Einstein condensates of electrically neutral bosons, in which all of the bosons condense into a
single lowest Landau level (LLL) orbital. Such phases are accessible to current cold atom experiments, and we
dub them LLL superfluids. We demonstrate that LLL superfluids possess a nonuniversal Hall viscosity, leading
to a range of observable consequences such as rotation of vortex-antivortex dipoles and wave-vector-dependent
corrections to the speed of sound. Furthermore, using a coherent state path integral approach, we present a
microscopic derivation of the Landau-Ginzburg equations of a LLL superfluid, showing explicitly how Hall
viscosity enters.
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I. INTRODUCTION

The Hall viscosity, ηH , is a nondissipative contribution to
the viscosity present in any system with broken time-reversal
symmetry [1,2]. In rotationally invariant, incompressible
quantum Hall fluids, ηH/n, with n the mean number density of
particles, is a universal quantum number [3,4]. More broadly,
Hall viscosities can appear in a range of other phases, in-
cluding superfluids [3–10], graphene systems [11], composite
Fermi liquids [12–16], and active matter settings [17–28]. In
both theory and experiment, the existence of a Hall viscosity
can have broad consequences that continue to be sought after.
Most famously, it leads to a finite wave-vector correction
to the Hall conductivity [29,30] that may be experimentally
measurable in realistic systems [31]. Yet remarkably, Hall
viscosity has not been experimentally observed in macro-
scopic quantum states, though it has been measured in the
realm of classical soft matter [18], optical systems [32], and
graphene [11].

One natural family of systems exhibiting Hall viscosity
are rotating Bose-Einstein condensates (BECs) composed of
electrically neutral atoms. Rotating BECs have long been
proposed as settings for bosonic fractional quantum Hall
(FQH) physics [33], with the system’s rotation playing the
same role as the perpendicular magnetic field in conven-
tional electronic quantum Hall systems. While incompressible
bosonic FQH phases have yet to be achieved experimentally,
recent advances have allowed for the preparation of rotating
BECs where the constituent bosons reside in a single low-
est Landau level (LLL) orbital [34,35], which we dub LLL
superfluids. Unlike bosonic FQH phases, LLL superfluids
are compressible states with gapless Goldstone excitations
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FIG. 1. A cartoon of the experimental protocol. Two vortices
with opposite signs, i.e., opposite winding of the phase φ are pic-
tured. The flow due to the winding of the phase is shown as �P =
−n �∇φ. However, each vortex is accompanied by a density depletion
shown as the dark region in the cartoon. This leads to an identical
contribution to �Pedge = −ηH ẑ × �∇ log(n) for each vortex. The edge
current will enhance the force of the right vortex on the left, as shown
in the arrows emanating from the left vortex, while decreasing it on
the right. Rotation of the dipole will result. This is indicated via the
dotted line, which shows the trajectory of the center of mass of the
vortex dipole.

[35,36]. In contrast to the well studied Hall viscosity of p + ip
superfluids, where time-reversal is broken spontaneously and
ηH/n takes quantized values, LLL superfluids have explicitly
broken time-reversal symmetry and display a nonuniversal
Hall viscosity without quantization.

In this work, we describe how Hall viscosity manifests in
LLL superfluids and propose realistic protocols for its obser-
vation. The primary consequence of Hall viscosity we will
exploit is that, unlike superfluids in time-reversal invariant
systems, the momentum density of a LLL superfluid has two
contributions,

P i = P i
phase + P i

edge = −n (∂ iθ − Ai ) + ηH εi j∂ j log n.

(1.1)

The first term is the usual momentum density of a superfluid
with local number density, n(x, t ), and phase variable, θ (x, t ).
The second term appears whenever there is a nonvanishing
Hall viscosity [37–41]. Even though it is a total derivative,
this term has observable consequences. In particular, it affects
the total vorticity of the fluid, i.e., the vorticity arising from
the momentum current,

�total = ∇ × P
ρm

= �phase + ωc − νH ∇2 log n, (1.2)

where ρm = mbn is the mass density of the superfluid with
constituent bosons of mass mb, νH = ηH/ρm is the so-
called kinematic Hall viscosity, ωc is the constant cyclotron
frequency, and �phase is the vorticity associated with the super-
fluid phase winding. The presence of this new term enhances
(suppresses) the flow around negative (positive) pointlike vor-
tices, which may be readily imaged experimentally [35]. For
example, if one were to prepare a vortex dipole, then the
existence of a nonzero Hall viscosity will cause the dipole to
rotate as it propagates through the sample (see Fig. 1).

We support our proposals with a derivation of the Landau-
Ginzburg equations for the symmetric gauge LLL superfluid

starting from the microscopic Hamiltonian, which in turn
leads to Eq. (1.1). By constructing the coherent state path
integral for this case, we demonstrate that the condensation
of bosons to a LLL orbital with single value of the angular
momentum leads to an effective hydrodynamic theory at low
energies with a nonvanishing Hall viscosity, along the way
showing how this theory couples to the spatial curvature of
the system. To our knowledge, this simple context is the first
example where a derivation of Hall viscosity connecting the
microscopic many-body Hamiltonian to the low-energy effec-
tive field theory has been developed.

We proceed as follows. In Sec. II we define LLL super-
fluids and discuss their essential hydrodynamic properties.
In Sec. III, we present the observable consequences of Hall
viscosity in LLL superfluids and present numerical predic-
tions for the vortex dynamics. Finally, in Sec. IV, we present
a microscopic derivation of LLL superfluid hydrodynamics
starting from a coherent state path integral. We conclude in
Sec. V.

II. HALL VISCOSITY IN LLL SUPERFLUIDS

A. LLL superfluids: Definition and basic properties

Consider a two-dimensional system of Nb interacting
bosonic particles of mass mb rotating with angular speed
ωtrap in a harmonic trap. Due to the rotation of the trap,
time-reversal symmetry is broken, and the bosons behave
as if they are experiencing a perpendicular magnetic field,
Beff ≡ ∇ × A = 2mb ωtrap, arising from the Coriolis effect.
As a result, the bosons form highly degenerate Landau levels
with gap set by the effective cyclotron frequency, ωc = 2ωtrap.
The full Hamiltonian can be written as

H =
Nb∑

α=1

[
1

2mb

(
p(α)

i − Ai
)2 + V (rα )

]
+ Hint. (2.1)

The first term is a sum of single-particle Hamiltonians, with
the potential, V (rα ), determining the geometry of the system.
The second term defines the boson-boson interactions, which
we will take to be repulsive and be characterized by an energy
scale, Eint.

Recent cold atom experiments [34,35] have demonstrated
that such systems can be prepared in the LLL limit, ωtrap �
Eint, where the kinetic energy is quenched, and the inter-
actions are only capable of scattering within the LLL. The
densities of these systems are comparable to the effective
magnetic field, i.e., they are engineered at fillings where the
density of particles is comparable to that of the superfluid
vortices,1 ν = n/Beff ∼ 1. If the interactions are sufficiently
strong, then the bosons can form incompressible bosonic
FQH fluids. However, another possibility in weakly interact-
ing systems—which are currently more realistic in cold atom
experiments—is for each of the bosons to condense into a
single LLL orbital. Indeed, by making a suitable choice of

1At large enough fillings, ν � 8, the vortices are believed to form
an Abrikosov lattice. The properties of rotating superfluids in this
regime have been extensively studied in a number of recent works;
see Ref. [42] for a review.
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FIG. 2. The pressure due to (a) shear and (b) Hall viscosities on a fluid element. The strain rate is indicated with orange arrows which show
the direction of velocity, while the pressure on the respective edge of the fluid element is indicated with black arrows. The respective tensor
element of viscosity is shown above each fluid element.

harmonic potential, V (rα ), it is possible to “squeeze” all (or
almost all) of the bosons into the same LLL state, ψLLL, with
wave function2


SF
(
r1, . . . , rNb

) =
Nb∏

α=1

ψLLL(rα ). (2.2)

We dub such states lowest Landau level superfluids, and their
hydrodynamics will be a major focus of this work.

Depending on the choice of potential, V (rα ), it is possible
to select the precise LLL orbital, ψLLL, the bosons condense
into. For example, for a rotationally invariant potential of the
schematic form, V (rα ) = −a|ri

α|2 + b|ri
α|4, a, b > 0, one can

select ψLLL to be any symmetric gauge LL orbital. However,
choosing a parabolic potential extending along a single spatial
direction, V (rα ) = a(r1

α )2, leads to a Landau gauge orbital. We
note that while of course the Hamiltonian is gauge invariant,
a LL basis orbital in one gauge is a linear combination of
basis orbitals in another. To state that the harmonic potential
“chooses” a gauge is simply to say that it picks out a wave
function that can be expressed as a single basis orbital in that
gauge.

Because LLL superfluids have broken time-reversal sym-
metry, they generically exhibit Hall viscosity. The viscosity
tensor ηi jkl is defined to be the linear response of the stress
tensor T i j to a strain rate u̇kl ,

δT i j = ηi jkl u̇kl . (2.3)

We may separate the viscosity tensor into a sum of two com-
ponents that are respectively symmetric and antisymmetric
under i j ↔ kl . The symmetric term is even under time rever-
sal and dissipates energy, while the antisymmetric term is odd
and nondissipative [2]. In an isotropic system, the odd piece of
the viscosity tensor will have a single independent component,
ηH , which is dubbed the Hall viscosity. The pressure exerted
by the Hall viscosity is illustrated in Fig. 2(b), where it can be
seen to produce a transverse force to any strain rate.

2The role of interactions can be thought of as causing tunneling
between “nearby” LLL orbitals. See Appendix C for treatment of an
example where interactions affect long wavelength properties. For
the particular harmonic potentials we focus on in the main text, we
will argue that corrections to Eq. (2.2) are small enough that they can
be neglected.

In any system with a many-body energy gap, the Hall
viscosity is proportional to the average angular momentum per
unit area [1],

ηH = −1

2

〈
SF|L̂z|
SF〉
Area

. (2.4)

Intuitively, this result is the statement that if the bosons com-
prising the superfluid possess an angular momentum, then
they will respond to a time-dependent strain like a gyroscope;
namely, by shearing transverse to the direction of the strain.
A particularly elegant way of justifying Eq. (2.4) is through
adiabatic response theory [1,43], in which it can be seen that
the Hall viscosity is a consequence of a generalized Berry
curvature. More generally, this relationship can be established
through a Kubo linear response formalism [29].

In contrast to incompressible quantum Hall fluids and
p + ip superfluids, the Hall viscosity of a LLL superfluid is
nonuniversal, in the sense that it depends on the choice of
interaction Hamiltonian and harmonic potential. We therefore
devote most of our attention to the case of a LLL superfluid
in which all of the bosons condense into a single symmet-
ric gauge LLL orbital (we treat the Landau gauge case in
Appendix C). If 
SF is a product of symmetric gauge wave
functions each with angular momentum, � ∈ Z, then one ob-
tains a result that is quantized in units of the mean number
density, n,

ηH

n
= −�

2
. (2.5)

Note that in other LLL superfluid states the Hall viscosity
need not be quantized and can even diverge (interactions can
regulate this divergence). This occurs, for example, if ψLLL

is a Landau gauge orbital. We address this case in detail in
Appendix C. For simplicity, we choose focus on the quan-
tized, symmetric gauge example.

Before proceeding to the hydrodynamics of these systems,
we note that, superficially, the physics of LLL superfluids
is very similar to that of the p + ip superfluids studied in
earlier works [3–5,7,9,10]. However, we emphasize that LLL
superfluids have explicitly broken time-reversal symmetry,
whereas in the most commonly studied theories of p + ip
superfluids time-reversal is taken to be broken spontaneously.
The nonuniversal nature of the LLL superfluid Hall viscosity
is a consequence of this distinction, while the Hall viscosity
of a p + ip superfluid is generally universal and quantized.
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Importantly, however, explicit breaking of time-reversal is suf-
ficient for the Hall viscosity to be nonuniversal, meaning that
a p + ip superfluid in the presence of explicit time-reversal
breaking will have both universal and nonuniversal contribu-
tions to its Hall viscosity.

B. LLL superfluid hydrodynamics

In this section our aim is to explore the consequences of
viscosity via the equations of motion obeyed by a fluid’s den-
sity and velocity in its presence. We will demonstrate and give
intuition for how Hall viscosity leads to the generation of vor-
ticity under compression. We will further show that a system
with a magnetic field and Hall viscosity can be rewritten as a
system without Hall viscosity, but with an additional “edge”
contribution to the current which propagates tangentially to
any density fluctuation.

Hydrodynamics characterizes the slow relaxation of mi-
croscopically conserved quantities in a given system. At low
temperatures this takes the form of two equations of motion:
one for mass and one for momentum [44,45]. In nonrelativis-
tic systems these two can be written as

∂ρm

∂t
+ ∂iP i = 0, (2.6)

∂P i

∂t
+ ∂ jT

i j = F i, (2.7)

where ρm is the mass density, P i = ρmvi is the nonrelativistic
mass current, T i j is the stress-energy tensor, and F i is the ex-
ternal force applied, which can include Lorentz forces. While
these equations are often analyzed in the classical regime they
can be reformulated as operator equations in the quantum
regime. In this case ρm/mb and P i are the many-body number
and momentum operator, respectively [29]. In this section we
will use the language of classical hydrodynamics, but many of
our conclusions will carry over into many-body equations of
motion that will prove useful for a Kubo formulation of vis-
cosity.

The stress-energy tensor will have three important compo-
nents and can be written as

T i j = pδi j + ρmviv j + 1
2ηi jkl (∂kvl + ∂lvk ). (2.8)

Here p is the pressure, ρmviv j is due to convection, and the
final term is the viscosity contribution. We have used the fact
that in a fluid, whose coordinates are advected along with
velocity, the strain rate is given by the symmetrized spatial
derivative of velocity. If we require isotropy, then in two
dimensions the viscosity tensor can be written as

η = −ζσ 0 ⊗ σ 0 − ηs(σ
1 ⊗ σ 1 + σ 3 ⊗ σ 3)

− ηH (σ 1 ⊗ σ 3 − σ 3 ⊗ σ 1), (2.9)

where σ 0 is the 2 × 2 identity matrix and σ 1, σ 3 are the Pauli
matrices [2]. Here ζ , ηs are the time reversal even components
of viscosity which are called the bulk and shear viscosity,
respectively. These components lead to dissipation of energy
[44], while Hall viscosity does not. The forces produced by
shear and Hall viscosity are illustrated in Fig. 2.

The conservation of momentum equation of motion is then
given by

∂vi

∂t
+ v j∂ jv

i = − 1

ρm
∂ ip + νζ ∂

i(∂ jv
j ) + νs∇2vi

− νH∇2εi jv j + 1

ρm
F i. (2.10)

Here we have defined νs to be ηs/ρm; νζ and νH are defined
likewise.3 These ratios are called the “kinematic viscosities”
and have units of V L, where V is a velocity and L is a length,
regardless of the spatial dimension.4 The physical content of
the various viscosities can then be deduced from Eq. (2.10).
Bulk viscosity will induce a force that resists compression,
indicated by ∂iv

i. It can be absorbed into the pressure as
p → p − ζ∂iv

i. Shear viscosity will lead to diffusion of mo-
mentum; indeed νs is just the diffusion constant for velocity.
The Hall viscosity is less straightforward but can be made
clearer if F i is taken to be the Lorentz force felt by a particle
in a magnetic field pointing out of plane. Then Eq. (2.10)
becomes

∂vi

∂t
+ v j∂ jv

i = − 1

ρm
∂ ip + νζ ∂

i(∂ jv
j ) + νs∇2vi

− νH∇2εi jv j + ωcε
i jv j, (2.11)

where ωc = eB/mb is the cyclotron frequency. The Hall vis-
cosity can thus be understood as a k2 correction to the
cyclotron frequency for nonuniform velocities, i.e., ωc →
ωc + νH k2. Indeed if a relaxation rate τ is added to Eq. (2.10)
and the conductivity tensor is worked out within Drude theory,
the contribution of νH will simply be the correction νH k2

to the Hall conductivity. Similar reasoning shows that Hall
viscosity will always give a k2 correction to σH (ω, �k) [29].

An alternative, more hydrodyamically inclined, view of
Hall viscosity can be obtained by Helmholtz decomposition
of the velocity field into its irrotational and incompressible
pieces. When this is done we see that in an incompressible
fluid, where ∂iv

i = 0, the only effect of the Hall viscosity
will be to renormalize the pressure with a vorticity-dependent
term p → p + ηH�, where � = εik∂

ivk is the fluid’s vorticity.
This term nonetheless can have large impacts because it will
alter boundary conditions in the presence of vorticity as in
Refs. [2,39,46] or in Appendix A. If the fluid is compressible,
then Helmholtz decomposition reveals it will exert a force
tangential to any compression. A microscopic picture of how
such a force might arise was given by Ref. [22] where a fluid
with rotating gears was considered. This is illustrated in Fig. 3.

This suggests that it is possible to understand Hall viscosity
as contributing to vorticity production in compressible fluids.
To make this intuition more concrete we will take the curl of

3Note from Eq. (2.4) that νH is a constant in a gapped fluid with an
average angular momentum per particle and fixed mass.

4In particular, νs, the kinematic shear viscosity, is used to define
the familiar dimensionless Reynolds number Re = V L/νs, where V
is the characteristic velocity of a fluid and L its characteristic length;
this number measures the competition between inertial and viscous
fluid behavior [44].

024515-4



OBSERVABLE SIGNATURES OF HALL VISCOSITY IN … PHYSICAL REVIEW B 110, 024515 (2024)

FIG. 3. A microscopic realization of Hall viscosity. The left
shows a compressible droplet undergoing compression which results
in the generation of vorticity via Hall viscosity as in Eq. (2.12). The
right shows a microscopic realization. Rotating gears are suspended
in the droplet, so that compression will cause the gears to interlock
and turn their internal rotation into vorticity. Note that the gears have
an internal angular momentum.

Eq. (2.11) to derive a conservation equation for vorticity. After
some standard manipulations it will be given by

∂�

∂t
+ ∂i(�vi ) = νs∇2� + νH∇2(∂iv

i ) − ωc∂iv
i, (2.12)

where we have supposed that the pressure p is a function only
of the mass density, i.e., that it is barotropic [44]. We stress
that this is not a new conservation equation, but is rather a
consequence of the equation of motion for momentum con-
servation. Shear viscosity again plays the role of a diffusion
constant, now for vorticity, while both the magnetic field and
Hall viscosity allow for the generation of vorticity in any
region with compression.

We now consider linearizing these equations of motion
about a small density fluctuation in a background density ρm,0.
This is done in Appendix B. There we show that in a system
without shear or bulk viscosity the Hall viscosity contribution
amounts to a correction to the speed of sound and the presence
of an “edge” contribution to the physical velocity. This allows
the full velocity to be written as

vi = −∂ iθ + Ai + vi
edge, vi

edge = νHεi j∂ j log(ρm), (2.13)

and where Ai contains the background vorticity of the fluid
and will be proportional to the cyclotron frequency ωc. With
this redefinition the dynamics of the field θ will be, up to linear
order in the density fluctuation, independent of Hall viscosity
apart from a momentum-dependent correction to the sound
velocity. This result is consistent with a recent approach that
expressed fluid dynamics in the presence of Hall viscosity in
terms of a Hamiltonian framework [41] and was also noted
in Refs. [39,47]. In particular, Ref. [40] showed that vi

edge
is necessary to define the correct center-of-mass momentum
density in the presence of intrinsic angular momentum.

The presence of this extra edge term means that the total
vorticity of the fluid is given by Eq. (1.2). In particular, a
collection of vortices can be described by a field θ which
has nontrivial windings around a discrete set of points. To
avoid singularities in the momentum current the density will
be required to go to zero at these points, leading to density
depletions near the vortices. Far from any vortices, where the
linearized analysis applies, we can see that this term will alter

the circulation around the vortices and must be considered
for any tracer particle embedded in the flow. To determine
whether the vortices themselves are advected with the full
momentum current, or just the phase piece of the momentum
current, it is necessary to go beyond the linearized regime.
We will treat this later in our discussion of microscopics,
and will show that the vortices are indeed advected with this
additional edge current. For now, however, our intuition for
Hall viscosity is sufficiently advanced that we can discuss our
proposed experimental protocols.

III. EXPERIMENTAL REALIZATION IN ROTATING BECs

Recent experiments have demonstrated that it is possible
to prepare LLL superfluids by starting with a rotating BEC
and “squeezing” it into a particular LLL orbital using an
external confining potential. These systems are readily tunable
by changing the confining potential, allowing the construction
of setups with different values of Hall viscosity. The hydrody-
namic properties of these systems can be studied by imaging
their density profiles, meaning that signatures of Hall viscos-
ity should be readily observable. Here we propose several
experimental protocols, which leverage Hall viscosity’s link-
ing of compression with vorticity discussed in the previous
section.

A. Setup: LLL superfluid from rotating BECs

As discussed in Sec. II A the Hamiltonian of rotating
bosons will be given by Eq. (2.1). In particular, the potential
V will be given by

V (rα ) = Voriginal(rα ) − 1
8 mbω

2
c r2

α, (3.1)

where α labels the particle number and Voriginal is the poten-
tial applied before the centrifugal potential due to rotation
is subtracted off. As long as the potential Voriginal is large
enough at infinity to compensate for the centrifugal force, the
bosons will remain confined. In particular, if it is a quadratic
plus a quartic, then the total potential will have a minimum
at a finite radius, as discussed in the case of the symmetric
gauge condensate in Sec. II A. If the condensate is rotated
fast enough that it is in the LLL, then we may express r2

α in
terms of ladder operators for the guiding center coordinate,
projecting out the LL ladder operators.

For simplicity, we will avoid the complication of projecting
to the lowest Landau level by focusing on the noninteracting
Hamiltonian,

H0 =
∑

α

ωc

(
a†

αaα + 1

2

)
+ U (b†

αbα − �)2, (3.2)

where U is a positive constant, and adding other terms as
perturbations. Here a†

α and b†
α are the operators that raise

the Landau level and guiding center index of the α particle,
respectively. This Hamiltonian will corresponds to a minima
at r/lB = √

2(� + 1), as in Appendix C. If the experiment has
control over both the quadratic and quartic terms in Voriginal,
then both U and � are tunable real numbers. If � ∈ Z is an
integer, then H0 has a unique many-body ground state,

|
〉0 =
∏
α

|0, �〉 where 〈z|0, �〉 ∝ z�e−|z|2/4l2
B . (3.3)
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This state is sometimes referred to as the “giant vortex state”
[48]. This state clearly has a well defined angular momentum
per particle,

Lz,α|
〉0 = �|
〉0. (3.4)

Moreover, there is a many-body energy gap of order
min(U, ωc) to the nearest state with a different angular mo-
mentum, and thus adiabatic response will hold and we should
expect that

ηH = − 1
2�n, (3.5)

giving the system a well-defined Hall viscosity.
We treat the full interacting theory in Appendix C using the

Kubo formalism of Ref. [29]. We find that because the angular
momenta are quantized there continues to be a many-body
energy gap even when interactions are included; this gap is
independent of the number of particles and thus remains finite
even in the limit Nb → ∞. Adiabatic response thus contin-
ues to hold and the Hall viscosity will be given by half of
the angular momentum per unit area. Interactions will cause
fluctuations out of the state with L̂z = �. They will tend to
increase the angular momentum because they can increase it
without bound while only being able to decrease it to zero. We
thus find including interactions will renormalize � upwards by
μ/UNb where the chemical potential μ is proportional to the
strength of interactions. Nonetheless the Hall viscosity will
continue to be nonzero, though nonuniversal.

B. Observable signatures of Hall viscosity

We now discuss several bulk5 hydrodynamic signatures of
Hall viscosity that are accessible to current atomic physics
experiments. These signatures rely on the hydrodynamic prin-
ciples discussed in Sec. II B.

1. Behavior near vortices

Because Hall viscosity converts compression into vorticity,
it is natural to seek its signatures in the motion of superfluid
vortices. Indeed, it is possible to generate vortices experimen-
tally in a rotating BEC by dragging a laser through the sample.
This technique has been used in the past to produce vortex
dipoles [49] as well as longer “streets” of vortices [50,51].
There have also been theoretical proposals for the controllable
nucleation of vortices using airfoil shaped potentials [52].
Measurement of vortices is remarkably simple in rotating
BEC setups, as the density depletions produced by vortices
can be imaged directly [35].

In this spirit it may be possible to suspend tracer particles
that are advected with the condensate’s momentum current.
These particles would then pick up the extra edge current
in the presence of density fluctuations that was discussed in
previous sections. As Fig. 1 reveals the edge current will
enhance the circulation around one species of vortex, while

5We note that there is an extensive literature on the effect of Hall
viscosity on boundary modes [18,39,46]. We will not concern our-
selves with that here due to the presence of the confining potential at
the edge of the sample, but in principle these effects might be used
as a diagnostic.

FIG. 4. Density profiles of vortices in a superfluid with � = 1. At
the longest distances from the vortex, both the n = ±1 vortices have
a correction to the equilibrium density which decays as 1/r2. How-
ever, at closer distances their densities begin to differ. In particular,
their scaling near the origin is very different. The density of a vortex
in a superfluid with � = 0 is also plotted for reference. It can be seen
to interpolate between the two vortices in the superfluid with � = 1.

decreasing it around the other. In particular, the speed at which
a tracer particle embedded in the fluid orbits a single vortex at
a given distance will be different depending on the sign of the
vortex. We give an order of magnitude estimate of this effect.
As computed in Appendix E and [5] the density profile of a
singly charged vortex a distance r � ξ away, where ξ is the
coherence length, is given by

n(r) = n0 − n0ξ
2

2r2
+ · · ·, (3.6)

where n0 is the asymptotic value of the superfluid number
density. This density profile will continue to hold even when
the effects of Hall viscosity are included. A plot of the full
density is shown in Fig. 4 obtained with the boundary con-
ditions n(0) = 0, n(∞) = n0, n′(∞) = 0. We note that close
to the vortex core the scaling of n(r) is very different for the
two charges of vortices. This is because in the presence of
the extra edge current the fluid circulates much faster around
the core of one charge of vortex than around the other. This
extra centrifugal force must be balanced by a larger pressure,
which requires a sharper change in density, as the pressure
near the vortex core is a function of the gradient of density.
See Appendix E for more details.

Nonetheless, far from either vortex the edge contribution
to the velocity will be of order

v
φ

edge ∼ −cs�

(
ξ

r

)3

∼ �

(
ξ

r

)2∣∣vφ

phase

∣∣, (3.7)

where ξ is the coherence length and cs is the speed of sound in
the superfluid. Here we used the fact that v

φ

phase ∼ ±csξ/r due
to the phase winding of the vortex. Note that we can deduce
this even at the level of the linearized analysis of Sec. II B
since we are far from the vortex core. Thus, if we compare the
ratio of the time for a tracer particle embedded in the fluid to
orbit one sign of a vortex to another at the same distance, then
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FIG. 5. Behavior of a vortex dipole when Hall viscosity is (a) zero and (b) nonzero. The tracking of the dipole is discussed in Appendix E,
here each trajectory is shown as a solid white line, with the centerline shown as a dotted white line. In panel (a) the vortices have the same
density profile. They can be seen to move perpendicular to their dipole. In panel (b) the vortices have different density profiles, owing to their
different charge in the � �= 0 superfluid. While they stay a roughly constant distance from one another their centerline is clearly curved due to
their different velocities.

we will find that they differ from one by a term of order

�
ξ 2

d2
, (3.8)

where d is the distance from the vortex.
Adding and tracking such tracer particles to the fluid may

be difficult, however. We would thus like to know whether
the vortices themselves can act as tracer particles, i.e., if the
vortices are advected with the momentum current. If this is the
case, then we expect a vortex dipole to rotate since the mo-
mentum current around one sign of vortex will be enhanced
relative to the other. We can address this by numerically inte-
grating the Landau Ginzburg equations of motion of the full
theory found in Sec. IV A. To do so it is necessary to avoid
the divergence of the velocity at the core of the vortex; we thus
simulate the motion of vortices whose flow and density profile
are identical to quantized vortices outside a core region of
size r0, but whose velocity goes to zero at r = 0. This means
that the density will no longer be zero at the core of a vortex.
While the physics is altered at distances r < r0 from the vortex
core, we find that the vorticity stays concentrated near their
core throughout the simulation. The physics for r > r0 should
thus approximate the physics of the LLL superfluid whose
phase vorticity is a series of delta functions. More details of
this simulation and the approximations made are discussed
in Appendix E. As shown in Fig. 5 we find that a vortex
dipole does indeed rotate. We can then conclude that vortices
themselves can be used as effective tracer particles to detect
whether or not Hall viscosity is zero.

2. Effects near sound waves

The extra edge current in the presence of density fluc-
tuations will also alter the behavior of tracer particles, and
thus vortices, near a sound wave. This can be seen in Fig. 6
which shows the behavior of tracer particles as a Gaussian
density wave passes them. As the density wave approaches
the particle on the left is advected upwards and once it
passes is advected downwards. The particle on the right is
initially advected downwards and then upwards. This is in

contrast to a fluid without Hall viscosity, where parity sym-
metry would forbid such behavior. As in the case of a vortex
dipole, we expect that vortices themselves will be similarly
affected.

Figure 6 also demonstrates the O(k2) correction to the
speed of sound. As discussed in Appendix B the Hall viscosity
will generically contribute a correction,

c2
s → c2

s + ν2
H k2, (3.9)

where cs is the speed of sound and again νH = ηH/ρm =
−�/2mb in this system. This correction will alter the ballistic
propagation of soundwaves, as can be seen in Fig. 6(c). The
diffusivity of sound in a strongly interacting Fermi gas has
already been studied in the cold atoms context [53] via the use
of a sinusoidally modulated trap. There absorption imaging
was used to image the resulting density fluctuations. A similar
procedure could in principle be used to image sound waves
in a BEC with a nonzero Hall viscosity to extract this k2

correction. While there is expected to be a k2 correction to the
superfluid sound velocity even when ηH = 0, it is proportional
to constants of the superfluid and not tunable [54]. Thus, by
tuning the trap radius and hence ηH it may be possible to
extract the k2 correction unique to the Hall viscosity.

IV. DERIVATION OF LLL SUPERFLUID
HYDRODYNAMICS

A. Coherent state path integral in the LLL

Although it is possible to calculate the value of ηH ,
Eq. (2.4), either using (single particle) adiabatic response
or (many body, but linear response) Kubo formulas, it still
remains to establish how Hall viscosity enters into the full
hydrodynamic equations of the LLL superfluid. Remark-
ably, because of the simple structure of the LLL superfluid’s
many-body wave function, we are able to derive its Landau-
Ginzburg equation by explicitly constructing the coherent
state path integral and effective action for the system.
This Landau-Ginzburg equation is the analog of the Gross-
Pitaevskii equation (GPE) but for a superfluid with a nonzero
average angular momentum per particle. In the process, we
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FIG. 6. The behavior of tracer particles that are advected with the fluid flow in the presence of a density wave with ηH �= 0. The full density
is shown in panels (a) and (c), while a zoomed in view is shown in the background of panels (b) and (d). The tracer particles are indicated
as orange circles in panels (b) and (d), while their full trajectories are shown as black lines. The simulation has periodic boundary conditions
and is initialized with a Gaussian density peak at rest. The peak spreads out due to the pressure of the fluid. In panel (c) the lack of ballistic
propagation is apparent from the multitude of density peaks at the left of image and is due to the ν2

H k2 corrections to the speed of sound. The
initial density peak was placed at x = 10/

√
ρ0 so that these would not be obscured by the edges of the simulation.

show that it is possible to microscopically derive the coupling
of the LLL superfluid to spatial curvature (in the form of
a background SO(2) spin connection). This coupling deter-
mines the Hall viscosity, because the linear stress response
to spatial curvature is equivalent to the linear response to a
time-dependent strain, as in Eq. (2.3) [29,30]. Our low-energy
theory mostly coincides with the theory of the chiral super-
fluid developed in Ref. [5], with the primary difference being
a nonuniversal value of the Hall viscosity depending on the
choice of symmetric gauge orbital.

We consider a LLL superfluid of Nb bosons at positions
x1, . . . , xNb (boldface denotes 2D spatial vectors), each occu-
pying the same symmetric gauge orbital,

|0, �; xα〉 = (b†
α )� |0〉. (4.1)

The many-body ground-state wave function for the noninter-
acting LLL superfluid is therefore

∣∣
SF
(
x1, . . . , xNb

)〉 =
Nb∏
α

|0, �; xα〉. (4.2)

In this ground state, each particle has fixed angular momen-
tum, �,

L̂(α)
z |0, �; xα〉 = �|0, �; xα〉, (4.3)

We wish to study the ground-state fluctuations of the LLL
superfluid, projecting to the many-body Hilbert space of the
LLL (ωc → ∞). The noninteracting Hamiltonian, Eq. (3.2),
is a constant on this subspace, so we introduce an interaction
potential, V [{xα}], such that the LLL projected Hamiltonian is

HLLL = PLLL

{
U

∑
α

(
L(α)

z − �
)2 + V [{xα}]

}
PLLL. (4.4)

Here PLLL is the LLL projection operator, and we
have replaced b†

αbα in the squeezing potential term with
PLLLL(α)

z PLLL = PLLL(b†
αbα − a†

αaα )PLLL = PLLLb†
αbαPLLL.

The interaction potential, V [{xα}], is chosen to only weakly
mix states with different angular momenta within the LLL,
i.e., U � Eint, where Eint denotes the energy scale associated
with the interactions. However, we note that in current ex-
perimental setups [34,35], Eint/U ∼ U/ωc ∼ O(1), meaning
that fluctuations in this system will mix both Landau level
and angular momentum sectors. Nevertheless, we choose in
this section to work with the scale hierarchy ωc � U � Eint

to derive a superfluid ground-state solution which could pos-
sibly be extended to the regime ωc ∼ U ∼ Eint. We leave a
detailed analysis of the effects of LL mixing to future work,
although we do consider interaction effects within the LLL in
Appendix C.
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To model fluctuations, we work in the basis of coherent
states, |φα〉,

|ψcoh〉 =
∏
α

|φα〉, bα|φα′ 〉 = δαα′

√
�

n
φα′ |φα′ 〉. (4.5)

Here n = Nb/Area is the boson number density. The reason
for the particular choice of normalization factor will become
apparent below.

Allowing φ to evolve in time in the Heisenberg picture,
one can then describe the system in terms of a coherent state
path integral. This is constructed from the normal ordered
Hamiltonian and given by

Z =
∫

DφDφ†eiS, S =
∫

dt

{
−i

∑
α

φ†
α∂tφα − 〈ψcoh|HLLL|ψcoh〉

}
(4.6)

=
∫

dt

{
−i

∑
α

φ†
α∂tφα − U�2

n

∑
α

(φ†
αφα − n)2 − VLLL[{φα}]

}
, (4.7)

where VLLL = 〈ψcoh|PLLLV [{xα}]PLLL|ψcoh〉.
We now pass from this many-body quantum mechan-

ics problem to a coherent state path integral representation
involving fields defined on spacetime. If the bosons have hard-
core repulsive interactions preventing them from gathering at
a single position, then their locations will tend to be packed
around the trap minimum with some characteristic spacing,
a > �B, such that as Nb → ∞ we can replace φα with a
spatially dependent field variable, φ(x). Because bα increases
the angular momentum of the boson labeled by α by 1, we
can thus understand φ†(x) as creating an excitation carrying
unit angular momentum at the spatial location x. Furthermore,
sums over particle positions can be replaced with integrals,∑

α fα ≈ n
∫

d2x f (x).
The resulting effective action is

S =
∫

dtd2x
{
−iφ†∂tφ − U�2

n
(φ†φ − n)2 − VLLL[φ]

}
.

(4.8)

Missing from this expression is a dispersion for φ, which is
not present in the microscopic Hamiltonian. However, generi-
cally a dispersion will be generated by fluctuations, due to the
interactions in VLLL. For the purposes of this section, we will
assume this to be the primary role of VLLL at long wavelengths
and discard it. We are thus left with the effective action,

S =
∫

dtd2x
{
−iφ†∂tφ + 1

2m∗
|∂iφ|2 − U�2

n
(φ†φ − n)2

}
,

(4.9)

where the effective mass, m∗, is set by Eint. As discussed in
Appendix C, the above action is valid if the interactions are
weak compared to the trapping potential, Eint � U .

Unlike in derivations of the coherent state action for more
traditional superfluids, in the symmetric gauge LLL superfluid
the conserved charge density corresponds to angular momen-
tum,

Lz =
∑

α

〈ψcoh|PLLL L(α)
z PLLL|ψcoh〉 = �

∫
d2x φ†(x) φ(x).

(4.10)

This is a consequence of the fact that excitations of φ carry
angular momentum. Here the reason for the choice of normal-
ization in Eq. (4.5) becomes clear: On condensing into the
LLL superfluid ground state, |
SF〉, each boson carries the
same angular momentum, �, which then should be interpreted
as the charge under spatial rotations generated by Lz,

eiξLz |
SF〉 = eiξ � N |
SF〉, (4.11)

where N is the total boson number operator and we note
that this transformation is accompanied by a global rotation
of the spatial coordinates by the angle ξ . The total boson
number charge in this state is thus N = Lz/�, which also
must be quantized. This connection between charge and an-
gular momentum in the LLL superfluid6 will have important
implications for the hydrodynamic equations: Namely, the
existence of a nonvanishing Hall viscosity!

From the point of view of the microscopic Hamiltonian,
the presence of the trapping potential causes the bosons to
each condense into the symmetric gauge orbital with angular
momentum �. In the effective field theory language, Eq. (4.9),
this is the statement that φ condenses such that the system has
uniform angular momentum density �φ†φ = �n. Fluctuations
about the superfluid ground state can be represented as

φ†φ = n + δn(x, t ), φ =
√

[n + δn(x, t )] eiθ (x,t ).

(4.12)

The resulting effective action for the density and phase fluctu-
ations about the ground state is therefore

Seff =
∫

dtd2x

{
(n + δn)

(
− ∂tθ + 1

2m∗
|∂iθ |2

)

+ 1

2m∗
|∂i

√
n + δn|2 − U�2

n
δn2

}
. (4.13)

6We emphasize that this relationship is only strictly speaking valid
in the superfluid ground state, which is a condensate of bosons with
a single value of angular momentum �. In particular, high-energy
fluctuations of the angular momentum density, � φ†φ, above the
ground state need no longer be equal to � times the boson number
density.
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Superficially, the physics appears to be no different from
an ordinary superfluid in a time-reversal invariant system.
Crucially, however, to obtain the full hydrodynamic equations,
one must determine how the superfluid variables transform
under spatial translations and rotations. More technically, it
is necessary to couple the theory to a background metric
and determine how the effective Lagrangian transforms under
diffeomorphisms.

As we observed in deriving Eq. (4.10), in the symmetric
gauge LLL superfluid, the angular momentum operator sim-
ply generates U (1) phase rotations of the superfluid ground
state. Indeed, once the bosons each condense into the same
angular momentum � orbital, the total angular momentum
simply counts the total number of bosons. If one wishes to
perform local rotations by acting with eiξ (x,t )Lz , then it will be
necessary to introduce a background U (1) gauge field, ωμ,
which transforms under spatial rotations as

ωμ → ωμ − ∂μξ . (4.14)

The background field, ωμ, should be interpreted as a spin
connection (see e.g., Refs. [55–58]). Indeed, because acting
with Lz also rotates the spatial coordinates, minimally cou-
pling Eq. (4.13) to ωμ also means introducing a spatial metric,
gi j = δi j + δgi j , where the spin connection will be determined
by δgi j [59]. We discuss this more in Appendix D.

The resulting minimally coupled action is

Sminimal =
∫

dtd2x
√

g

[
n

(
−Dtθ + gi j

2m∗
Diθ D jθ

)

− U�2

n
n2 + gi j

2m∗
(∂ i√n)(∂ j√n)

]
, (4.15)

where g denotes the determinant of the metric, n ≡ n + δn,
and the covariant derivative Dμ is given by

Dμθ = ∂μθ − A′
μ − �ωμ, (4.16)

where the fixed charge � under rotations follows from the
fact that phase fluctuations of the condensate do not affect
the angular momentum. Note that we include an ordinary
U (1) gauge field, A′

μ, carrying unit charge, which couples
to the boson number current. The total magnetic field felt
by the microscopic bosons is thus Btot = εi j∂i(A j + A′

j ) =
B + εi j∂iA′

j .
The effective action, Eq. (4.15), however, remains incom-

plete. Indeed, it is not invariant under Galilean boosts. As
long as the superfluid’s coherence length is much smaller than
the scale of the trap, we can expect this to be a symmetry of
the system, just as it is for ordinary trapped superfluids [42].
Repairing this issue requires two modifications to our LLL
superfluid effective theory. The first is the introduction of the
gyromagnetic term,

Sgyro = 1

2mb

∫
dtd2x

√
g n � εi j ∂iA′

j . (4.17)

Note that we use the microscopic boson mass, mb, here, as
opposed to the effective mass, m∗ generated by interactions.
The need for such a term makes physical sense: The LLL su-
perfluid is, after all, composed of particles with an “intrinsic”
angular momentum, �. In a different guise this same term also

appeared in Ref. [5], where it was absorbed into the definition
of ωt . This is discussed in more detail in Appendix D.

The gyromagnetic term in Eq. (4.17) can be motivated mi-
croscopically if we notice that the full coupling of the bosons
to the rotation of the trap takes the form [34],

Hrot = −ωtrap

∑
α

L(α)
z = − B

2mb

∑
α

L(α)
z . (4.18)

If we wish to add external fields, B′
(α), which rotate individual

bosons in the fluid (e.g., by applying a laser), then following
the coherent state construction above we find that the effective
magnetic field is shifted as B → B + εi j∂iA′

j (x). This will
then result in the additional term in Eq. (4.17).

A second modification of Eq. (4.15) is needed to account
for the fact that the microscopic Galilean symmetry requires
that the momentum density, P i, and the number current, ji, to
satisfy

P i = mb ji = mb
δLeff

δAi
, (4.19)

with the microscopic boson mass, mb. Because mb differs from
the effective mass, m∗ = Z−1mb, generated by interactions, it
is necessary to add terms to Eq. (4.9) to enforce Eq. (4.19). To
do so compactly, we introduce a fluctuating “velocity field,”
υ i, coupling as [14,60]

Sυ =
∫

dtd2x
√

g (Z − 1)

×
{

i

2
gi j υ

i(φ†D jφ − D jφ† φ) + gi j

2
mbυ

iυ j |φ|2
}
,

(4.20)

where Diφ = (∂i − iA′
i − i�ωi )φ. This term is the price one

has to pay for working with an low-energy theory with the
effective mass, m∗, included in the action. Because our interest
is in the physics of fluctuations about the superfluid ground
state, with φ = √

n eiθ , the equation of motion for υ i takes
the particularly simple form in terms of the superfluid phase
variable alone,

υi = 1

mb
Diθ. (4.21)

Hence, when integrated out the effect of introducing υ i is to
replace m∗ with mb in the second term of Eq. (4.15). The phase
stiffness is then n/mb, while the density fluctuations are left
unchanged.

With the full effective action,

Seff = Sminimal + Sgyro + Sυ, (4.22)

we can derive the hydrodynamic equations for the symmetric
gauge LLL superfluid. We start by computing the momentum
density, following the gauge invariant procedure in Ref. [60]
and along the way invoking the equation of motion for υ i,

P i = mb
δLeff

δAi
= −n(∂ iθ − Ai − �ωi ) + �

n

2
εi j∂ j log(n),

(4.23)

Importantly, the second term—which we have referred to as
the “edge” term in earlier sections—leads to a Hall viscosity,

024515-10



OBSERVABLE SIGNATURES OF HALL VISCOSITY IN … PHYSICAL REVIEW B 110, 024515 (2024)

ηH = � n/2, and is nonvanishing even in the absence of spatial
curvature, ωμ = 0. We have thus found that the microscopic
origin of the edge term is (1) the condensation of bosons with
angular momentum � �= 0 in the LLL, and (2) the existence of
the gyromagnetic term featured in Eq. (4.17).

Before proceeding, we remark that the edge term can be
removed by a judicious choice of local frame. Indeed, if one
scales coordinates locally such that

√
gn ≡ n everywhere,

then density fluctuations will be absorbed into the metric, gi j ,
and the term involving the spin connection will exactly cancel
the edge term. Physically, passing to this rather complicated
frame amounts to replacing density fluctuations with spatial
curvature fluctuations, so the observable physics associated
with Hall viscosity remains unchanged even though the edge
term is absent.

B. Landau-Ginzburg equations with Hall viscosity

We now develop the Landau-Ginzburg equations for the
effective theory in Eq. (4.22). Once υi is integrated out, the
equations of motion become essentially those worked out
for chiral superfluids in Ref. [5], but with the inclusion of
distinct masses for the phase and amplitude fluctuations of the
superfluid.

First, we take ρm = mbn as before. Then we define

V i ≡ 1

ρm
P i = − 1

mb

(
∂ iθ − Ai + �

2
εi j∂ j log(ρm)

)
. (4.24)

The full momentum density is then P i = ρmV i. We will find it
useful below to separate V i into phase and edge contributions:

vi
phase = 1

ρm
P i

phase ≡ − 1

mb
(∂ iθ − Ai ),

vi
edge = − �

2mb
εi j∂ j log(ρm). (4.25)

The mass conservation equation can then be written in terms
of the mass density as

∂ρm

∂t
= −∂i(ρmV i ) = −∂i

(
ρmvi

phase

)
, (4.26)

following from the fact that ∂i(ρmvi
edge) = 0.

The momentum conservation equation is in turn given by

∂

∂t
(ρmV i ) + ∂ jT

i j = ωcρmεi jV j, (4.27)

where ωc = eB/mb is the cyclotron frequency and

T i j = 2√
g

δSeff

δgi j

∣∣∣∣
gi j=δi j

= δi jp + 1

mbm∗
(∂ i√ρm)(∂ j√ρm)

+ ρm
(
vi

phasev
j
phase + vi

edgev
j
phase + vi

phasev
j
edge

)
,

+ �

4mb
ρm(εikδ jl + ε jkδil )(∂kvl,phase + ∂lvk,phase ).

(4.28)

We now remark that the pressure will have a leading order
term given by U�2n2/n. This term is what will give rise to

the speed of sound. The appearance of the cross terms propor-
tional to vi

phasev
j
edge and the final term in Eq. (4.28) come from

varying the kinetic term,

√
g

ρm

2m2
b

gi j Diθ D jθ, (4.29)

with respect to the spin connection, which is performed ex-
plicitly in Appendix D.

We can then express Eq. (4.27) as

∂ jT
i j = ∂ ip + 1

mbm∗
∂ j[(∂

i√ρm)(∂ j√ρm)]

+ ∂ j
(
ρmV iV j − ρmvi

edgev
j
edge

) − �

2mb
ρmεi j∇2v

j
phase.

(4.30)

Using the mass conservation equation, we can reduce the
momentum conservation equation to

∂V i

∂t
+ V j∂ jV

i − v
j
edge∂

jvi
edge

= − 1

ρm
∂ ip + 1

2mbm∗
∂ i

(
1√
ρm

∇2√ρm

)

−
(

�

2mb

)2

∂ i∇2 log(ρm) + �

2mb
εi j∇2V j + ωcε

i jV j,

(4.31)

where we absorbed a density term into the pressure. The left
hand side of this equation expresses that the phase velocity
will advect both itself and the edge terms. The correction
−v

j
edge∂ jv

i
edge means the edge terms are not able to advect

themselves, but they are able to advect vortices. The right
hand side involves the familiar combination of pressure, odd
viscosity, and magnetic field. Notably, the pressure picks up
an O(k2) correction due to density fluctuations. We study this
equation in detail Appendix E, where we derive the density
profile around a single vortex in the absence of a magnetic
field. We are able to reproduce the result of Ref. [5] far from
the vortex, but additionally obtain the density profile close to
its center.

Now taking the curl of Eq. (4.31), we obtain

∂�

∂t
+ ∂i(�V i ) − ∂i

(
�edgev

i
edge

) = �

2mb
∇2(∂iV

i ) + ωc∂iV
i,

(4.32)

where � denotes the total vorticity and �edge the edge contri-
bution,

� = ωc + �phase + �edge, �edge = �

2mb
∇2 log(ρm).

(4.33)

We now consider an incompressible flow, where ∂iV i = 0.
This will be the case for, e.g., a collection of point vortices.
Then we can see that the conservation of mass equation be-
comes

∂ρm

∂t
+ V i∂iρm = 0, (4.34)
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so the density is advected with the velocity V i, while the
conservation of vorticity equation becomes

∂�

∂t
+ V i∂i� = vi

edge∂i�edge, (4.35)

so the vorticity is advected with the velocity V i, up to this
additional edge correction that ensures the edge terms are not
able to advect themselves.

It is challenging to study the above hydrodynamic equa-
tions analytically. For a standard superfluid the right hand side
would be zero and � would only be supported at pointlike
vortices. It can then be argued that such vortices must be
advected with the sum of the velocities due to all other point
vortices [44]. However, in a superfluid with Hall viscosity, the
edge contribution to � is nonzero everywhere and the same ar-
gument cannot be made. This necessitates a numerical, rather
than analytic, approach to showing the vortices are advected
with V i. We showed the results of such a numerical simulation
in Sec. III A and discuss it in greater detail in Appendix E.

V. DISCUSSION

In this work, we have developed a microscopic theory
of LLL superfluids, in which bosons condense into a single
LLL orbital, and we have presented several realistic protocols
for observing its hydrodynamic effects in current cold atom
systems. LLL superfluids thus represent ideal platforms for
the study of Hall viscosity, and we anticipate that they will be
the first macroscopic quantum states in which signatures of
Hall viscosity will be observed.

While this work focuses on the observable consequences
of Hall viscosity for the motion of vortices and propagation
of sound waves, which should be readily accessible to current
imaging techniques, it remains to develop realistic protocols
to directly measure Hall viscosity. A major obstacle is the
difficulty with measuring transport in cold atomic gases. Over-
coming this challenge could lead to a direct measurement
of the Hall viscosity through the wave-vector dependence
of the Hall conductivity, in particular the dependence on q2,
∂q2σH (q)|q2=0 [29,30].

It is also of future importance to study the effects of
Landau level mixing on the stability of the LLL superfluid.
Rather remarkably, in current experiments [34,35], the distri-
bution of bosons in the BEC remains sharply peaked in the
LLL despite the energy scales associated with the cyclotron
gap, interactions, and trap strength all being comparable. It
would be useful to explore both experimentally and theoreti-
cally whether this stability continues to hold for general trap
geometries such as the ring-shaped trap giving rise to the
symmetric gauge LLL superfluid focused on for much of this
work.
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APPENDIX A: POUISELLE FLOW IN THE PRESENCE
OF HALL VISCOSITY

We solve Eqs. (2.6) and (2.11) in the two-dimensional
pipe geometry shown in Fig. 7. By symmetry we take the
steady-state form of the velocity and density to be given
by �v = vx(y)x̂, ρm = ρm(y). With this form we automatically
satisfy the conservation of mass equation of motion and the
conservation of momentum equation of motion becomes

0 = − 1

ρm
∂xp + νs∂

2
y vx, (A1)

0 = − 1

ρm
∂yp + νH∂2

y vx − ωcv
x. (A2)

The first equation reveals that the pressure must have the
form p = f (y)x + g(y) for some functions f and g, while the
second reveals that f (y) must be a constant − f0. Addition-
ally, we may take the density to be constant. Then the first
equation reduces to

∂2
y vx = − f0

ηs
, (A3)

which is satisfied by vx(y) = f0y(W − y)/2ηs when the no-
slip boundary conditions vx(0) = 0 = vx(W ) are imposed.
This parabolic velocity profile is shown in Fig. 7. The average
velocity in the pipe is then given by v = f0W 2/12ηs allowing
for replacement of f0 by v.

FIG. 7. Pouiselle flow in a two-dimensional pipe geometry. The
pipe has width W , the velocity has a parabolic profile which follows
the no-slip boundary condition at the edges of the pipe, and the
force needed to keep the flow moving is shown with a nonzero
y-component due to the nonzero magnetic field and Hall viscosity.
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Rearranging the above equations of motion reveals that
the force per unit area that must be exerted to keep the fluid
flowing is given by

�f = −�∇p = 12v

W 2

[
ηsx̂ +

(
ηH + ρmωc

2
y(W − y)

)
ŷ

]
. (A4)

At the edges of the pipe, where the is no flow, the Lorentz
force does not need to be balanced as it is zero. However, there
is still a nonzero contribution from the Hall viscosity, which
is constant across the sample. This can be understood as the
vorticity correction to the pressure that arises in incompress-
ible flow with Hall viscosity. Here the vorticity is given by
� = −∂yvx = 6v(2y − W )/W 2 leading to a correction to the
pressure gradient of −ηH∂y� = −12vηH/W 2. In the bulk of
the fluid the Lorentz force must be balanced, adding an extra
force. The average force per unit area that must be exerted in
the y direction is given by

f
y = ρmv

(
ωc + 12

νH

W 2

)
, (A5)

which allows us to see that νH acts as the order k2 correction
to ωc, with k on the order of 1/W . This is very similar to the
situation considered in Ref. [61].

APPENDIX B: LINEARIZED HYDRODYNAMICS

In this section we will linearize Eqs. (2.6), (2.11), and
(2.12) about a small density fluctuation, ρm(r, t ) = ρ0,m +
δρm(r, t ). As is relevant in superfluids we will take νζ = 0 =
νs. In the first we will perturb about zero velocity, while in
the latter we will perturb about the velocity of a solid body
rotation about the origin [35]. In both cases we will see that
the effects of odd viscosity can be removed via a new “edge”
contribution to the velocity. In particular, we will be able to
write

vi = −∂ iθ + Ai + νHεi j∂ j log(ρm), (B1)

where Ai will contain the background vorticity of the fluid7

and the dynamics of the field θ will be independent of Hall
viscosity apart from a correction to the sound velocity.

1. Rest frame

In the rest frame vi(r, t ) = δvi(r, t ). Then the linearized
equations of motion become

∂δρm

∂t
= −ρ0,m∂iδv

i, (B2)

∂δvi

∂t
= − 1

ρ0,m
∂ ip − νH∂ iδω − νHεi j∂ j (∂kδv

k ) + ωcε
i jδv j,

(B3)
∂δ�

∂t
= νH∇2(∂iδv

i ) − ωc∂iδv
i, (B4)

where we have used the Helmholtz transformation to sim-
plify the Hall viscosity term. If we now insert Eq. (B2) into

7In the rest frame we will see εi j∂
iA j = ωcδρm/ρ0,m, while in the

rotating frame it will be equal to −ωc.

Eq. (B4), then we see that

∂δ�

∂t
= − νH

ρ0,m
∇2 ∂δρm

∂t
+ ωc

ρ0,m

∂δρm

∂t
. (B5)

If we require the perturbation go to zero at infinity, then
we see

δ� = − νH

ρ0,m
∇2δρm + ωc

ρ0,m
δρm, (B6)

so the density fluctuation entirely determines the incompress-
ible piece of the velocity field. This fact is noted in Ref. [19]
where the authors point out that it represents a zero-energy
eigenmode of the equations of motion.

If we now expand the pressure as p(ρ0,m + δρm) =
p(ρ0,m) + c2

s δρm + · · · and insert Eq. (B2) and Eq. (B6) into
Eq. (B3), then we can simplify it as

∂

∂t

(
δvi − νHεi j∂ j δρm

ρ0,m

)
= −(

c2
s + 2ωcνH − ν2

H∇2
)
∂ i δρm

ρ0,m

+ ωcε
i j

(
δvi − νHε jk∂k δρm

ρ0,m

)
.

(B7)

This suggests that we define a new velocity:

ṽi ≡ vi − νHεi j∂ j log(ρm). (B8)

Note that ∂iṽ
i = ∂iv

i so when linearized about the density
fluctuation the equations of motion in terms of this new ve-
locity will be given by

∂δρm

∂t
= −ρ0,m(∂iδṽ

i ), (B9)

∂δṽi

∂t
= −(

c2
s + 2ωcνH − ν2

H∇2
)
∂ i δρm

ρ0,m
+ ωcε

i jδṽ j . (B10)

We can now solve these equations of motion by decomposing
δṽi into a vorticity free and a divergenceless component, i.e.,
by writing

δṽi = −∂ iθ + Ai, where ∂iAi = 0. (B11)

We will not endeavor to actually solve the equations of mo-
tion, as they are standard equations for a density wave in
the presence of a magnetic field. We will, however, point out
that

εi j∂
iA j = δ� + νH∇2 δρm

ρ0,m
(B12)

= ωc
δρm

ρ0,m
by Eq. (B6), (B13)

so the divergence free part of the velocity is entirely deter-
mined by the density fluctuation. Indeed, we can view Ai as
a vector potential for a magnetic field which is localized to
density fluctuations.

In terms of this new velocity the Hall viscosity contribution
to the momentum conservation equation of motion, Eq. (B3),
vanished. The price paid for this is a sound velocity with k2

corrections and the fact that ṽi no longer describes the mo-
mentum current divided by mass density, but rather features
an extra “edge” current term which points tangentially to any
perturbation in the density. This edge current will induces
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extra vorticity, which cancels the Hall viscosity contribution to the vorticity, as seen in Eq. (B13). Further, we note that we can
write the original physical velocity as

vi = −∂ iθ + Ai + νHεi j∂ j log(ρm), where ∂iAi = 0 and εi j∂
iA j = ωc

δρm

ρ0,m
. (B14)

To lowest order in the density perturbation the dynamics of
θ will then be governed by a system without Hall viscosity,
albeit with a correction to the sound velocity.

2. Rotating frame

We now consider the rotating frame, where vi(r, t ) =
Ai(r) + δvi(r, t ). Here Ai(r) is a vector potential which satis-
fies

∂iAi = 0 and εi j∂
iA j = −ωc, (B15)

where ωc is the constant cyclotron frequency. We will specifi-
cally choose

Ai = ωcε
i j r j/2. (B16)

This thus describes a fluid undergoing a solid body rotation
about the origin. With this choice the linearized equations be-
come

∂δρm

∂t
+ Ai∂iδρm = −ρ0,m∂iδv

i, (B17)

∂δvi

∂t
+ A j∂ jδv

i = − 1

ρ0,m
∂ i

(
p + ρ0,m

8
ω2

c r2
)

− νH∂ iδ�

− νHεi j∂ j (∂kδv
k ) + ωcε

i jδv j/2, (B18)

∂δ�

∂t
+ Ai∂iδ� = νH∇2(∂iδv

i ), (B19)

where we have used the Helmholtz transformation to simplify
the Hall viscosity term. We thus see that in the rotating frame
fluctuations are advected along by the background solid body
rotation described by Ai and the system behaves as if it is in a
confining potential described by

U (r) = 1
8 mω2

c r2, (B20)

which is a familiar transformation [19,35].
We now see from Eq. (B17) that

∂iδv
i = − 1

ρ0,m

(
∂δρm

∂t
+ Ai∂iδρm

)
, (B21)

εi j∂ j (∂kδv
k ) = −εi j 1

ρ0,m
∂t∂

jδρm − 1

ρ0,m
εi j∂ jAk∂kδρm

− 1

ρ0,m
εi jAk∂k∂

jδρm (B22)

= −εi j 1

ρ0,m
∂t∂

jδρm − 1

ρ0,m
εi jAk∂k∂

jδρm

− ωc

2ρ0,m
∂ iδρm. (B23)

Inserting this back into Eq. (B18) allows us to see that

∂

∂t

(
δvi − νH

ρ0,m
εik∂kδρm

)
+ A j∂ j

(
δvi − νH

ρ0,m
εik∂kδρm

)

= − 1

ρ0,m
∂ i

(
p + ρ0,m

8
ω2

c r2 − 1

2
ωcνHδρm

)

− νH∂ iδ� + ωcε
i jδv j/2. (B24)

Just as in the rest frame, this motivates us to define a new
velocity given by

ṽi ≡ vi − νHεi j∂ j log(ρm). (B25)

We note that ∂iṽ
i = ∂iv

i and that δ�̃ = δ� + νH∇2δρm/ρ0,m.
Then rewriting the equations of motion in this form gives

∂δρm

∂t
+ Ai∂iδρm = −ρ0,m∂iδṽ

i, (B26)

∂δṽi

∂t
+ A j∂ jδṽ

i = − 1

ρ0,m
∂ i

(
p + ρ0,m

8
ω2

c r2
)

− νH∂ i

(
δ�̃ − νH∇2 δρm

ρ0,m

)

+ ωcε
i jδṽ j/2, (B27)

∂δ�̃

∂t
+ A j∂ jδ�̃ = 0. (B28)

Let us now suppose that there is initially no vorticity
present in δṽi except for isolated point vortices, as would be
the situation in a rotating superfluid. The latter equation then
tells us that these point vortices are simply advected along by
the background A j . Then we can write that

∂δρm

∂t
+ Ai∂iδρm = −ρ0,m∂iδṽ

i, (B29)

∂δṽi

∂t
+ A j∂ jδṽ

i = −(
c2

s − ν2
H∇2

) δρm

ρ0,m
− 1

8
∂ i

(
ω2

c r2
)

+ ωcε
i jδṽ j/2. (B30)

We once again see that apart from a correction to the speed of
sound we have eliminated Hall viscosity from the equations of
motion. We can then once again write

vi = −∂ iθ+Ai+νHεi j∂ j log(ρm), where Ai = ωc

2
εi j r j .

(B31)

Once again the dynamics of θ will be governed by a system
without Hall viscosity, albeit with a sound velocity with a k2

correction.
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APPENDIX C: COMPUTATION OF HALL VISCOSITY
IN LLL SUPERFLUIDS

1. Basics of the symmetric gauge

Throughout this section we will work in the symmetric
gauge; we will also drop the particle labels where unneces-
sary. In this gauge we make the definitions

π̂i ≡ p̂i + 1

2l2
B

εi j r̂ j and R̂i ≡ 1

2
r̂i + l2

Bεi j p̂ j . (C1)

Then we see that

[π̂i, π̂ j] = i

l2
B

εi j, and [R̂i, R̂ j] = −il2
Bεi j, (C2)

while the two are mutually commuting. The first is referred
to as the canonical momentum and has units of momentum,
while the latter is the guiding center coordinate and has units
of length [43]. We can now define mutually commuting oper-
ators:

a ≡ lB√
2

(π̂x + iπ̂y) and b ≡ 1√
2lB

(R̂x − iR̂y), (C3)

where it can be checked that these satisfy the ladder commu-
tation relations:

[a, a†] = 1 = [b, b†]. (C4)

The first is the ladder operator for raising and lowering the
Landau level, while the latter is the ladder operator for raising
and lowering the guiding center. In particular, we note that

π̂2

2mb
= ωc

(
a†a + 1

2

)
, (C5)

as it should. As stated in Ref. [29] the angular momentum has
a particularly simple representation in this basis. It is given by

L̂z = b†b − a†a, (C6)

and thus is the difference between the guiding center and
Landau level value in a given state.

Suppose now that we have a potential which is a function
of r̂2, i.e., a central potential, and want to express it in terms
of the ladder operators a and b. We note that

r̂2 = (
R̂i − l2

Bεi jπ̂ j
)(

R̂i − l2
Bεikπ̂ k

)
(C7)

= R̂2 + l4
Bπ̂2 − 2l2

BR̂iεi jπ̂ j (C8)

= 2l2
B(a†a + b†b + iab − ia†b† + 1). (C9)

Since the a†b† (ab) term raises (lowers) the Landau level and
guiding center values together, it will not change the angular
momentum. Thus, it is clear that [r̂2, L̂z] = 0 as they must. We
note in particular that when projected to the lowest Landau

level we will have

PLLLr̂2PLLL = 2

mbωc
(b†b + 1), (C10)

since any terms involving a, a† cannot contribute. Thus, if we
take the limit ωc → ∞ with lB fixed, i.e., assume that the
kinetic term is sufficiently large to energetically project to the
lowest Landau level, then

V (r̂2) ≈ PLLLV (r̂2)PLLL = V
(
2l2

B(b†b + 1)
)
. (C11)

In particular, we note that a potential which has a minimum at
r̂2 = 2l2

B(� + 1) will have a minimum when b†b = �, where
we are taking � ∈ Z.

We would now like to make the transformation to the
second quantized basis. We first take

|nα, mα〉= 1√
nα!mα!

a†nα

α b†mα

α |0, 0〉 where 〈z|0, 0〉∝e−|z|2/4l2
B

(C12)

to be the symmetric gauge state which is an eigenstate of
both a†

αaα and b†
αbα . Then we express the many-body wave

function as

|
〉 =
∑
n,m

dn,m|n, m〉, (C13)

where dn,m is the annihilation operator for a particle in the
|n, m〉 state. We note that this basis is the orbital or Fock
state basis rather than the coherent state basis introduced in
Sec. IV A. However, the physics we derive will be the same,
as we will comment on.

In this basis we see that

N̂ =
∑
n,m

d†
n,mdn,m, (C14)

L̂z =
∑
n,m

(m − n)d†
n,mdn,m. (C15)

In particular, we note that if we restrict to the one-dimensional
sector where m = � + n, then L̂z = �N̂ .

For more complicated expressions we need the fact that

a†|n, m〉 = √
n + 1|n + 1, m〉, (C16)

and likewise with b†. Then we see that, e.g.,

r̂2 = 2l2
B

∑
n,m

[(n + m + 1)d†
n,mdn,m

+
√

(n + 1)(m + 1)(id†
n+1,m+1dn,m + H.c.)]. (C17)

Particularly important will be the shear generators expressed
in this basis. These are given as Eq. (5.19) in the symmetric
gauge basis [29]. Expressed in the second quantized basis,
they will be given by

Ĵsh
i j =

∑
n,m

i

4
(
√

(n + 2)(n + 1)d†
n+2,mdn,m −

√
n(n − 1)d†

n−2,mdn,m −
√

m(m − 1)d†
n,m−2dn,m +

√
(m + 2)(m + 1)d†

n,m+2dn,m)σ z
i j

− 1

4
(
√

(n + 2)(n + 1)d†
n+2,mdn,m +

√
n(n − 1)d†

n−2,mdn,m −
√

m(m − 1)d†
n,m−2dn,m −

√
(m + 2)(m + 1)d†

n,m+2dn,m)σ z
i j

+ 1

2
(n − m)d†

n,mdn,mεi j . (C18)
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The last term is the shear generator corresponding to rotations, i.e., angular momentum, and thus will clearly not change the
angular momentum. The other terms will change it by ±2.

2. Hall viscosity with interactions in symmetric gauge

We now consider adding the s-wave interaction term to the Hamiltonian:

Ĥint = g
∑
α,β

δ(2)(rα − rβ ). (C19)

We note that g then has units of energy times length squared. In the symmetric gauge second quantized basis we see that this is
equal to

Ĥint = g
∑
ni,mi

i=1,...,4

f ({ni, mi})d†
n1,m1

d†
n2,m2

dn3,m3 dn4,m4 , where (C20)

f ({ni, mi}) ≡
∫

d2r ψ∗
n1,m1

(r)ψ∗
n2,m2

(r)ψn3,m3 (r)ψn4,m4 (r), (C21)

and where ψn,m(r) is equivalent to 〈r|n, m〉. In particular, if we project to the LLL, then the above integral will take a particularly
simple form:

f ({0, mi}) = 1

4π l2
B

δm1+m2,m3+m4

(m1 + m2)!

2m1+m2
√

m1!m2!m3!m4!
, (C22)

and we see that

Ĥint = g

4π l2
B

∑
m0,m1,m2

1

2m0

√(
m0

m1

)(
m0

m2

)
d†

0,m0−m2
d†

0,m2
d0,m0−m1 d0,m1 (C23)

when projected to the lowest Landau level. The interaction thus annihilates a pair of bosons with total angular momentum m0

and generates another pair with the same angular momentum. It is not surprising that this two-body interaction conserves angular
momentum, as its expression in real space clearly does.

We then consider the full Hamiltonian composed of Ĥ0 given by Eq. (3.2) in the second quantized basis and projected to the
LLL, plus this term. It will be given by

Ĥ = U
∑

m

(m − �)2d†
mdm + g

4π l2
B

∑
m0,m1,m2

1

2m0

√(
m0

m1

)(
m0

m2

)
d†

m0−m2
d†

m2
dm0−m1 dm1 , (C24)

where we have dropped the Landau level index for notational simplicity. Let us further suppose that the state we start with is a
condensate in the m = � state, i.e., the “giant vortex state” mentioned in the main text. We can then take d�+q = √

N0δq=0 + βq

where N0 is the number of particles in the ground state and q �= 0 for βq. Then we will have that

Ĥ ≈
∑
q �=0

Uq2β†
qβq + c

2
N0

(
4β†

qβq + βqβ−q + β†
qβ

†
−q

)
, where c = g

2l2
B

√
π3�

, (C25)

and where we assume that � � 1, q.8 Here c will have units of energy. Note that as we increase the angular momentum of the
giant vortex state, we will decrease the relevance of the interaction terms. We can solve this via a Bougoliubov transformation:

Ĥ =
∑

q

εqη
†
qηq where εq =

√
(Uq2 + cN )2 − (cN )2, (C26)

βq = uqηq − vqη
†
−q where u2

q − v2
q = 1, and (C27)

v2
q = 1

2

(
Uq2 + cN

εq
− 1

)
. (C28)

We note a few things. First, the ground state is clearly the vacuum of ηq excitations. Next, the interaction scale will be given
at leading order by the chemical potential, Eint = cN + · · · ∼ gn [48]. If we require staying in the LLL limit, then this means

8A similar equation was found in Ref. [48], but where the U, g and other terms were chosen to scale in a certain way with the particle number
to produce a very high angular momentum state.
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that cN � ωc. In the limit U � Eint � ωc, we see that these quasiparticles will have a superfluid dispersion given by

εq ≈
√

2cNU |q| =
√

gNU

l2
B

√
π3�

|q|. (C29)

We note that this dispersion is exactly the same as would be obtained in Eq. (4.9) for the dispersion of the θ variables in the
strong interaction limit. The speed of sound for that action would be given by

√
U/m∗, which allows us to see that we should

identify Eint with the inverse mass scale 1/m∗. This was commented on in the main text.
This is the familiar phonon dispersion of a superfluid; however we note that q is an integer in this case. Thus, there is a finite

gap to the nearest quasiparticle excitation, � = ε±1. We note that since Eint is fixed with N , if U is fixed with N , then this gap
will stay constant as the number of particles increases. Further, if the experiment can control both the quadratic and quartic terms
in Veff , then both U and � are freely tunable, so that this gap is tunable. Last, we note that the the fraction of particles outside of
the condensate will be given by

N − N0

N
= 1

N

∑
q �=0

〈β†
qβq〉0 (C30)

= 1

N

∑
q �=0

v2
q (C31)

= 1

2N

∑
q �=0

q2 + cN/U√
(q2 + cN/U )2 − (cN/U )2

− 1 (C32)

≈
√

c

2NU

√
cN/U∑
q=1

1

q
since q �

√
cN/U converges, (C33)

≈ 1

2

√
c

2NU
log

(
cN

U

)
. (C34)

Given the scaling of c ∼ 1/N and U fixed, we see that this will quickly approach zero as N becomes large.
We now want to evaluate the Hall viscosity in the interacting state. We first want to project the shear generators of Eq. (C18)

to the LLL and express them in terms of the operators βq. When we do this we find that

Ĵsh
i j =

∑
q

i

4
(−

√
(� + q)(� + q − 1)β†

q−2βq +
√

(� + q + 2)(� + q + 1)β†
q+2βq)σ z

i j

+ 1

4
(
√

(� + q)(� + q − 1)β†
q−2βq +

√
(� + q + 2)(� + q + 1)β†

q+2βq)σ z
i j − � + q

2
β†

qβqεi j . (C35)

In particular, this reveals that 〈
Ĵsh

i j

〉
0 = −1

2
〈L̂z〉0εi j = −�

2
Nεi j − 1

2
εi j

∑
q �=0

qv2
q, (C36)

since the first two strain generators change the angular momentum. We note that v2
q is symmetric with respect to q → −q. Then

since the sum runs from q = −� to infinity, we see that

〈
Ĵsh

i j

〉
0 = −�

2
Nεi j − 1

4
εi j

∞∑
q=�+1

q

[
q2 + cN/U√

(q2 + cN/U )2 − (cN/U )2
− 1

]
(C37)

= −�

2
Nεi j − 1

4

Eint

U
εi j

{∼ Eint/U�2 if Eint � U�2,

∼ 1 if Eint � U�2.
(C38)

We see that if the confining potential dominates, i.e., if Eint �
U�2, then we can expect the angular momentum to be given
very closely by its value without interactions, i.e., precisely
�N . However, if interactions dominate, then we will have a
correction to the angular momentum of order Eint/U . Note
that since c and U are both positive this can only enhance the
angular momentum. Inspection of the above makes it clear

why this is; it is only possible for fluctuations to decrease the
angular momentum from � to zero while they can increase
it without bound. Thus, fluctuations will tend to enhance the
angular momentum. Also, since c ∼ 1/N we see that this
correction will not scale with N so that in the large particle
limit we will continue to have angular momentum �N to a
very good approximation.
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Then from Ref. [29] in the strong interaction limit we have

ηsh
i jkl (ω) = 1

2
n

(
� + Eint

2NU

)
(δilεk j − δk jεil ) + iω

A

×
∑

ν

( 〈0|Ĵsh
i j |ν〉〈ν|Ĵsh

kl |0〉
ω − E0 + Eν

− 〈0|Ĵsh
kl |ν〉〈ν|Ĵsh

i j |0〉
ω + E0 − Eν

)
.

(C39)

The latter term contains the corrections to adiabatic response,
as discussed in Ref. [29]. We note that only the first two terms
of Eq. (C35) will contribute to this term. Since they both
involve changing the angular momentum by two they will pick
up a factor of

1

ω ± ε±2
where ε±2 ∼ 2

√
2EintU (C40)

in the strong interacting limit. As mentioned before, because
Eint and U do not scale with N , we see that these gaps will
stay finite in the large N limit. Thus, the zero-frequency Hall
response will not pick up any corrections since the system will
continue to possess many-body energy gaps. We conclude that
the effect of interactions in this case is merely to renormalize
the value of � upwards by an amount proportional to 1/N .

3. Hall viscosity in the Landau gauge

We begin with the Hamiltonian Eq. (2.1), but now in
the Landau gauge. In this case A = 2mbωtrapxŷ and V (rα ) =
mbεω

2
trapx2, where ε will control the strength of squeezing.

This can be generated by an anisotropic trap as in Ref. [34].
The Hamiltonian is therefore translationally invariant in the y
direction and its eigenfunctions will be of the form

ψ0,k ∝ eiky exp

[
−1

2

(
x

lB
+ klB

)2
]
, (C41)

where we have restricted to the LLL for ease. We can see
that the potential will favor states which are centered around
x = 0, i.e., those with k = 0. Indeed, when expressed in this
basis the Hamiltonian possesses a k2 term which energeti-
cally favors the k = 0 state [34,36]. There is one important
difference about this Hamiltonian to note before interactions
are added. Unlike the symmetric gauge case, Eq. (3.2), there
is no gap to excitations in the thermodynamic limit. This is
because k is quantized in units of 2π/Ly, so as Ly → ∞ the
momentum can continuously approach zero. This difference
means that adiabatic response cannot be used to find the Hall
viscosity. We see that it will further cause the Hall viscosity to
diverge.

Let us now add a repulsive s-wave interaction as a per-
turbation to the Hamiltonian. We can do this in the second
quantized basis as

ψ (x, y) =
∑
n,k

an(k)ψn,k (x, y), (C42)

where an(k) is the annihilation operator of a particle in the
nth Landau level with momentum k in the y-direction, and
ψn,k is the corresponding wave function. If we insert this into
the Hamiltonian and restrict to the LLL, then the Hamiltonian

becomes

HLLL =
∑

k

k2

2m̃
a†(k)a(k)

+ g√
2π lBLy

∑
k,k′,q

a†(k + q)a†(k′ − q)a(k)a(k′)

× exp

(
− l2

B

2
[(k − k′ + q)2 + q2]

)
, (C43)

where we are taking an(k) = δn0a(k) and where m̃ ∝ mb/ε.
We thus see that our Hamiltonian has reduced to a one-
dimensional Hamiltonian labeled by y momentum and ex-
hibiting a four-boson interaction term [36]. The four-boson
term has an odd momentum dependence arising from the fact
that the wave functions ψn,k are shifted along the x axis by
a term proportional to k which decreases their overlap with
wave functions not sharing their momentum.

We now assume the kinetic term dominates over the in-
teraction term. In this limit the bosons governed by HLLL

can be assumed to condense into the k = 0 state,9 so we
may write that a(k) = δk0

√
N − δn + ã(k). This is just the

statement that we have a LLL superfluid which is squeezed
into the k = 0 Landau gauge state. For self-consistency we
take ã(k) to be the boson annihilation operator for k �= 0 and
thus δn = ∑

k �=0 ã†(k)ã(k) is second order in ã(k). Lineariz-
ing HLLL and diagonalizing it via a Bogoliubov substitution
gives eigenenergies:

ε(k)2 =
[

k2

2m̃
+ 2gn√

2π

(
2e−l2

Bk2/2 − 1
)]2

− 2g2n2

π
e−2l2

Bk2
,

(C44)

where n = Nb/LylB is the two-dimensional number density
of the condensate [36]. Here ε(k) is a universal function of
klB and β = 2gnm̃l2

B ∼ m̃gnl2
B. As we take ε to zero, β → ∞,

ε(k)2 will develop a zero at a finite kc and eventually become
negative. This represents the presence of a roton excitation
and indicates that the k = 0 ground state is unstable to fill-
ing other values of k. Physically this is clear as we will no
longer be squeezing into the k = 0 state. We assume that ε

is chosen to be sufficiently large such that we are far from
this instability. This will correspond to the limit m̃gnl2

B � 1.
In this limit the interaction terms will be irrelevant except
for in the region k � 1/lB where they will lead to a linear
dispersion, ε(k) ∼ csk with cs = (2/π )1/4√gn/m̃. In fact as
soon as k ∼ 1/ξ ≡ √

m̃gn � 1/lB there will be higher order
corrections to this linear dispersion.

Having used the Bogoliubov transformation to put the
Hamiltonian in quadratic form we can now address the form
the Hall viscosity takes. It can be checked that in the second
quantized basis given by Eq. (C42) we have

L̂z

Nb
= 1

2
− 1

2

∑
k

[
(klB)2a†(k)a(k) + 1

l2
B

∂ka†(k)∂ka(k)

]
,

(C45)

9Even though there are no true condensates in the thermodynamic
limit in one dimension [36] shows this system can be treated as one
for reasonable system sizes.
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where the constant 1/2 term arises from the orbital coordinate,
while the latter term is due to the guiding center coordinate
and responds to the geometry of the system. The appearance
of derivatives with respect to k is due to the presence of y in the
original expression. The expectation value of these terms can
be evaluated using the Bogoliubov analysis and it can be seen
that 〈L̂z〉/Nb ∼ L4

y/l4
B. The Hall viscosity of the strip geometry

will thus naïvely diverge in the thermodynamic limit. This is
once again driven by the fact that k can be tuned continuously
to zero.

Of course the full Kubo calculation of the Hall viscosity
involves more than just computing the expectation value of
angular momentum. As Eq. (C39) reveals, there will also
be a contribution from any states |ν〉 with Eν = E0 in the
thermodynamic limit. But, as we have noted, in the ther-
modynamic limit there is no gap in ε(k). Thus, unlike the
symmetric squeezed case there will be contributions from this
term. These gapless effects will regularize the divergence of
the first term. We do not perform this calculation, but merely
note that the Kubo formula is essential in this case to capture
the full Hall viscosity regularized by interactions.

APPENDIX D: SPIN CONNECTION AND ACTION
OF GALILEAN SYMMETRY

We first note that for a metric given by gi j = δi j + δgi j the
spin connection will be given by

ωt = 1
2ε jkδgi j ∂t δgik, (D1)

ωi = − 1
2ε jk∂ jδgik . (D2)

We can now consider the transformation of the fields under
the space and time-dependent translation ri → ri + ξ i(r, t ).
Galilean invariance requires that [5]

δn = −ξ k∂kn, (D3)

δθ = −ξ k∂kθ, (D4)

δAt = −ξ k∂kAt + Ak ξ̇
k, (D5)

δAi = −ξ k∂kAi + Ak∂
iξ k + mbξ̇

i, (D6)

δgi j = −ξ k∂kgi j − gik∂ jξ
k − gk j∂iξ

k. (D7)

It can be checked that this means ωi will transform as a one-
form, but ωt will not. Instead the combination of ωt + B/2mb

will transform as a one-form, where we note that the factor
of mass is needed for dimensions to agree. To account for
this Ref. [5] incorporated B/2mb into their definition of ωt .
However, one can see from Eq. (4.15) that replacing ωt with
ωt + B/2mb will introduce exactly the gyromagnetic term
written in Eq. (4.17). The physics of this term is clearer if
it is separated out, thus our approach.

Having thus introduced the gyromagnetic term, the spin
connection ωt will transform as a one-form. However, the
theory as written is still not invariant under the Galilean trans-
formation written above, as the phase fluctuations carry the
mass m∗ instead of mb. The introduction of the fluctuating
“velocity field,” υ i, will fix this when it is integrated out, as
discussed in the main text. The need for this can also be seen,
as discussed in the main text, to be due to the need to enforce

Eq. (4.19). When both of these things are done the full theory
will be invariant under Galilean symmetry.

APPENDIX E: DETAILS ON VORTEX DYNAMICS

1. Density profiles of a single vortex

We can now use Eq. (4.31) to find the density profile of
a given vortex. We do so in zero magnetic field for ease. A
vortex of charge k will have phase velocity given by

vr
phase = 0 and v

φ

phase = − k

mbr
. (E1)

By symmetry we can expect that ρm = ρm(r). We thus note
that ∂iV i = 0 and V i∂iρm = 0 so the conservation of mass
equation of motion is automatically satisfied. Satisfying the
conservation of momentum equation of motion then reduces
to

V φ,2

r
− v

φ,2
edge

r
= − c2

s

ρ0,m
∂rρm + 1

2mbm∗
∂r

(
1√
ρm

∇2√ρm

)
,

(E2)

where we have kept the leading speed of sound term in the
pressure. If we simplify, then we see that

k2

r3
= k�

r2ρm
∂rρm + c2

s

ρ0,m
∂rρm − 1

2mbm∗
∂r

(
1√
ρm

∇2√ρm

)
.

(E3)

Far from the vortex we can approximate ρm(r) = ρ0,m +
δρm(r). Then the last term will be higher order in derivatives
and can be neglected. In particular, we note that

ρm(r) = ρ0,m

[
1 − k2

2m2
bc2

s r2
+ O

(
1

r4

)]
(E4)

is a consistent solution for r large. We note that this is of the
form found in Ref. [5].

If we now numerically integrate Eq. (E3) with the bound-
ary conditions: ρ(0) = 0, ρ(∞) = ρ0, ρ

′(∞) = 0, then we
will produce the full density profiles displayed in Fig. 4.
Closer to r = 0 we can see that the term proportional to c2

s
will drop out of Eq. (E3) and the latter term will be necessary
to stabilize the density.

2. Simulation of a vortex dipole

We would like to simulate Eq. (4.31) with ωc = 0 along
with the conservation of mass equation of motion. It is very
challenging to numerically simulate these in the presence of
quantized vortices, as their velocity diverges near the core.
In the case of a superfluid without Hall viscosity this can be
accomplished via a mapping to a complex field ψ = √

neiθ .
Quantized vortices can then be expressed as points where
there is a nontrivial winding of θ and the dynamics expressed
in terms of ψ will no longer possess singularities [52]. It is
not immediately clear how to accomplish this in the context of
Eq. (4.31), where the Hall viscosity term provides an obstruc-
tion to expressing this equation as a dynamical equation for θ

directly.
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FIG. 8. Density profiles of Lamb-Oseen vortices in a superfluid
with � = 1. The solid lines are density profiles where r0 = 0.85ξ ,
while the dotted lines have r0 = 0.01ξ . The latter are close to those
shown in Fig. 4 for the full quantized vortices, while the former avoid
the divergence issues caused by low density. For either value of r0

the density of a vortex in a fluid without Hall viscosity interpolates
between those with n = ±1.

We will thus use Lamb-Oseen vortices [17] to avoid the
issue of velocity divergence altogether. We will specifically

take their velocity to be given by

vr
phase = 0 and v

φ

phase = − k

mbr

(
1 − e−r2/r2

0
)
. (E5)

Comparison to Eq. (E1) reveals that for r � r0 the velocity
around a Lamb-Oseen vortex will be identical to that of a
quantized vortex, while for r � r0 the velocity will approach
zero linearly with r. The vorticity, �phase, of this vortex will be
a Gaussian. As r0 → 0 this Gaussian will approach the delta
function of a quantized vortex.

The density profile of these vortices will need to be re-
worked using Eq. (E3) with the new phase velocity. This
is shown in Fig. 8, where we chose boundary conditions
ρ ′

m(0) = 0, ρm(∞) = ρ0,m, ρ ′
0,m(∞) = 0. Low values of r0

can be seen to recover the form of the density profiles in Fig. 4,
while higher values will avoid zero density at the core of the
vortex. In either case the density profiles are nearly identical
for r � 2ξ .

In all simulations discussed we took r0 = 0.85ξ with the
two vortices placed a distance d = 5ξ apart. As can be seen in
Fig. 8 this meant that the vortices were sufficiently well sep-
arated that their density did not substantially deviate from the
quantized vortex density. The simulation was then initialized
by taking

ρ = ρn=−1(x = −d/2)ρn=+1(x = +d/2) and vphase = vn=−1(x = −d/2) + vn=+1(x = d/2), (E6)

where these were the density and phase profiles of a single vortex at this location. This provided an approximation of the density
and velocity in the presence of the vortex dipole. We note that if the densities multiply initially, then from Eq. (4.24), the initial
velocities V of the vortex dipole will also add.

With this initial condition we then numerically integrated Eq. (4.31) and the conservation of mass equation of motion via a
second order Runge-Kutta process. The nondimensionalized equations of motion were given by

∂ρm

∂t
+ ∂i(ρmV i ) = 0, (E7)

∂V i

∂t
+ V j∂ jV

i − v
j
edge∂

jvi
edge = −∂ iρm + mb

2m∗
∂ i

(
1√
ρm

∇2√ρm

)
− �2

4
∂ i∇2 log(ρm) + �

2
εi j∇2V j, (E8)

here we have taken p = c2
s ρ

2
m/2. Units of length are in terms

of ξ = 1/mbcs, units of time are in terms of ξ/cs, density is in
terms of ρ0,m, i.e., the density far from a vortex, and velocity is
in terms of cs. For all simulations we took either � = 0 or � =
1. The low value of � was so that both n = ±1 vortices had a
density at their center sufficiently above zero so as to not cause
problems with the simulation. We also note that the parameter
mb/m∗ is free and not set by the effective field theory worked
out in Sec. IV A. For our simulations we set mb = m∗ for ease.
Choosing a different value would have changed the density
profile near the center of the vortex, where the term mb/m∗ is
larger, but should not affect other physics.

The simulations were performed in a box of size 40ξ ×
40ξ with periodic boundary conditions.10 The spatial dis-

10In principle, these boundary conditions may require addressing
the velocity due to the “image vortex” [44]; however, as the box size
is increased this effect will become negligible.

cretization was taken to be �r = 0.2ξ to resolve vortex
cores and the time discretization was chosen to be �t =
0.001ξ/cs < 0.1 ∗ �r2 to ensure numerical stability [52]. The
imperfect initial conditions generated some sound waves as
the density equilibrated. It may be possible to remove these
via the inclusion of a small amount of shear viscous dissipa-
tion. We did not do this, however, as it would cause diffusion
of the Lamb-Oseen vortex [44]. Nonetheless, we did not find
that the sound waves had a serious effect beyond causing small
oscillations of the vortex dipole.

After performing the second order Runge-Kutta integration
for a time t = 50ξ/cs the simulation was halted and the den-
sity and velocity values were saved at intervals of 0.1ξ/cs. The
locate function of the python package trackpy was then
used to track the trajectories of the vortices. In the case of
� = 0 the vortices were tracked using their density depletions.
In the case of � = 1 the density depletion at the core of the
n = +1 vortex was smaller, as seen in Fig. 8. This made
tracking the n = +1 vortex with its density depletion more
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challenging and lead to greater noise. Instead, we computed
the phase vorticity, |�phase|, which was initially two Gaus-
sian peaks at each of the vortices. The phase vorticity stayed
sharply peaked at each of the vortices throughout the simu-
lation, allowing for easy tracking. After obtaining the vortex
trajectories with this method we compared them to the den-

sity and found that the core of the vortex identified this way
differed from the core identified via �phase by less than 2ξ at
all times. We thus used the trajectories identified via the phase
vorticity.

The results of the simulation are shown in Fig. 5 and are
discussed in the surrounding text.
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